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Theory of Knowledge 

TOK boxes included in this title have been reviewed and written by our TOK expert and bestselling 
author of our coursebook, John Sprague: 

Much like how the IB Diploma is a real "programme" in the sense that all of its moving parts mesh together. 
Hodder Education is working to incorporate a genuine collaborative and unified vision among its author team. 
We've brought together writers from the science specialists and DP Core to provide opportunities for students 
to experience the integrative approach to knowledge that the IBDP captures. We believe that every new 
publication provides us an opportunity to show our readers how the construction and transfer of knowledge is 
a collaborative adventure. 

Theory of Knowledge for the 18 Diploma 
Fourth Edition 9781510474314 

Confidently navigate the 
Theory of Knowledge 
Guide with a set of rich 
and engaging resources, 
grounded in conceptual 
considerations and 
illustrated with real
world examples. 

• Guide students by 
helping them examine the nature of 
knowledge and their own status as a 
knower. 

• Develop diverse and balanced arguments 
with a variety of activities, case studies 
and Deeper Thinking features. 

• Aid understanding with in-depth 
discussions of the twelve course concepts 
and detailed definitions of all key terms. 

• Provide assessment support with 
guidance relating to the TOK Exhibition 
and Essay. 

Theory of Knowledge for the 18 Diploma: 
Skills for Success Second Edition 97815 10474956 

Build confidence in a range of 
key Theory of Knowledge 
skills with this practical 
companion, full of advice and 
guidance from an 
experienced TOK expert. 
• Learn to apply analytical 

skills with Deeper 
Thinking, showing you 
how to go beyond simply 
identifying and explaining. 

• Theory of 
Knowledge 

• Develop awareness of the practical application 
of knowledge with In Practice pointers, offering 
guidance on how topics can be used in TOK 
activities. 

• Improve your ability to respond to knowledge 
questions, a crucial part of assessment success. 

• Avoid making the mistakes that others make in 
the assessments with TOK Traps that highlight 

common errors and misconceptions. 

www.hoddereducation.com/tok 

Extended Essay for the 1B Diploma: Skills for Success 9781510415126 

Build confidence in a range of key essay writing techniques and skills w ith this 
practical companion, full of advice and guidance from experienced EE experts. 

• Build essay writing techniques and skills through a range of strategies, serving 
as a useful companion throughout the writing process - from the development 
of a research question, critical-thinking, referencing and citation to reflecting 
on the process and final essay. 

• Concise, clear explanations help you navigate the IB requirements, including 
advice on assessment objectives and academic honesty. 

• Learn what is required to get the best EE grades and write an excellent essay 
with detailed examiner advice and expert tips and hints, including common 
mistakes to avoid. 

• Explicit reference to the IB Learner profile and the importance of reflection. 

Extended 
Essay 

www.hoddereducation.com/ibdiploma 
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Introduction 

Introduction 
Welcome to Biology jar the 1B Di.plo1na Tliird Edition, updated and designed to meet the criteria of 
the ne,v lnternational Baccalaureate (IB) Diploma Programme Biology Guide. This coursebook 

provides complete coverage of the ne~, lB Biology Diploma syllabus, ,vith first teaching fron1 2023. 

Differentiated content tor SL and HL sruclents is clearly identified throughout. 

The ::tin, of thi.s syllabus is to integrate concepts, topic content and the nature of science through 

inquiry. Thi.s book con1ptises fourn,ain themes, each made up of two broad integrating concepts: 

• Theme A: Unity and diversity 

• Theme B: forin and function 

• Theme C: lnceraction and incerdepe□dence 

• Theme D: Continuity and change 

Each I heme is Lhen furrher divided in Lo four levels of biological organization. Jn rhis coursebook, 

each level is colour coded as [ollo,vs: 

1 Molecules 2 Cells 3 Organisms 4 Ecosystems 

About the authors 
Chris Clegg is an experienced teacher and exan1iner of biology and has ,v,itten many internationally 

respected textbooks for pre-university courses. He was encouraged to ,,viite by his colleague and 

n1entor at his school, textbook ,vriter and teacher D.G. Mackean, in the 1970s and beca1ne his 

co-author on numerous books. He eventually took over the biology coursebook mantle fron1 Don in 

the 1980s. 

Anclrevv Davis has caugh1 biology for over 20 years. 1-Je is Lhe author of several IB textbooks. 

including Biology for the IB Diploma Stady and Revision G11[de, IB Diplo1na: Internal assess,nent for 
Biology: Skills for success, and Biology for the lvfYP 4 & 5: By Concept. He is also author of on line 

teaching and learning resources: Biology for the 1B Diploma Teaching and Leaming and Biology jcJr the 
1B MYP 4 & 5 Dynan·1ic Learning. 

1B advisors 
Chris Talbot graduated in Biochemistry fro1t1 the University of Sussex in tl1e United Kingdom , 

He has Masters Degrees in Life Sciences (Che1t1istry) and in Science Education fron1 the National 

Technological University in the Republic of Singapore. He has taught IB Che1t1istry, IB Biology and 

Theory of l<nowledge (TOK) in a number of local and international schools in Singapore. He is the 

author or numerous science textbooks, including Che1nistry for tlte lvfYP 4&5: By Concept. 

John Sprague has been reaching TOK for 20 years, in the Ul<, Switzerland and Singapore. Previously 
Director of 1B at Sevenoaks School in the UK, he no,v teaches philosophy and TOK at Tanglin Trust 

School. Singapore. 

, . " 
'' The 'In cooperation with 1B' logo signifies that this coursebook has been 

{ . rigorously reviewed by the 1B to ensure it fu lly aligns with the current 1B curriculum 
\ . - J and offers high-quality guidance and support for 1B teaching and learning. " ....__... ~ 
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Key terms 

♦ Definitions appear 
throughout the margins 
to provide context and 
to help you understand 
the language of biology. 
There is also a glossary 
of all key terms at www 
hoddereducation.co.uk/ 
ib extras. 

(e Common 
mistake 
These detail 
some common 
misunderstandings and 
typical errors made by 
students, so that you 
can avoid making the 
same mistakes yourself. 

r;:: Tnn ins,I 

This feature includes 
advice relating to 
the content being 
discussed and tips to 
help you retain the 
knowledge you need . 

• 

How to use this book 
The follo\ving teatures of this book ,vill help you to consolidate and develop your understanding of 

biology, through concept-based learning: 

Guiding questions 

• There are two guiding questions at the start of every chapter, as signposts for inquiry. 

• These questions will help you to view the content of the syllabus through the 
conceptual lenses of both the themes and the levels of biological organizat ion. 

► This coursebook follows the order of the contents of the 18 Biology Diploma syllabus. 
► At the beginning of each chapter is a list of the content to be covered, with all 

subsections clearly linked to the content statements and showing the breadth and 
depth of understanding required. 

The four themes that underpin the 1B Biology Diploma course (A Unity and diversity, 
B Form and function, C Interaction and interdependence, and D Continuity and change) 
are integrated into the conceptual understandings of all the units to ensure that a 
conceptual thread is woven throughout the course. 

Conceptual understanding therefore enhances your overall understanding of the 
course, making the subject more meaningful. This understanding assists you in 
developing clear evidence of synthesis and evaluation in your responses to questions 
asked in the assessment, and helps you make connections across the course. 

Concepts are explored in context and can be found throughout the chapter. 

Tools 

The Tools features explore the skills and techniques that you require and are integrated 
into the biology content to be practised in context. The skills in the study of biology can 
be assessed through internal and external assessment. 

Inquiry 

The application and development of the Inquiry process is supported throughout this 
coursebook, in close association with the Tools. 

These provide a step-by-step guide showing you how to answer the kind of 
quantitat ive questions that you might encounter in your studies and in the assessment. 

Biology for the 18 Diploma Programme 



f.roK 
Links to Theory of 
Knowledge (TOK) 
allow you to develop 
critical-thinking skills 
and deepen scientific 
understanding by 
discussing the subject 
beyond the scope of 
the curriculum. 

Lints 
Due to the conceptual 
nature of biology, 
many topics are 
connected. The Links 
feature states where 
relevant material is 
covered elsewhere in 
t he coursebook. They 
may also help you to 
st art creating your 
own linking questions. 

pi ?.•Urr I ,. .. :~nre 

Nature of science (NOS) is an overarching theme in the biology course that seeks to explore conceptual 
understandings related to the purpose, features and impact of scientific knowledge. It can be 
examined in biology papers. NOS explores the scientific process itself, and how science is represented 
and understood by the general public. It covers 11 aspects: Observations, Patterns and trends, 
Hypotheses, Experiments, Measurements, Models, Evidence, Theories, Falsification, Science as a shared 
endeavour and the Global impact of science. It also examines the way in which science is the basis for 
technological developments and how these new technologies, in turn, drive developments in science. 

ATL ACTIVITY 
' 

Approaches to learning (ATL), including learning through inquiry, are integral to 1B pedagogy. 

These activities are designed to get you to think about real-world applications of biology. 

Going further 

Written for students interested in further st udy, t his opt ional feature contains material 
that goes beyond t he 1B Diploma Biology Guide. 

These questions are listed at the end of each chapter and are for all students to attempt (apart 
from those in HL-only chapters). They are designed to strengthen your understanding by making 
connections across the themes. The linking questions encourage you to apply broad, integrated 
and discipline-specific concepts from one topic to another, ideally networking your knowledge. 
Practise answering the linking questions first, on your own or in groups. Sample answers and 
structures are provided online at www.h0ddereducation.c0.uk/ib-ex1ras. The list in this coursebook 
is not exhaustive; you may encounter other connections between concepts, leading you to create 
your own linking questions. 

Self-assessment questions appear throughout the chapters, phrased to assist comprehension 

and recall, but also to help familiarize you w ith the assessment implications of the command 

terms. These command terms are defined in the online glossary. Practice exam-style 

questions for each chapter allow you to check your understanding and prepare for the 

assessments. The questions are in the style of those in the examination so that you get 

practise seeing the command terms and the weight of the answers w ith the mark scheme. 

Practice exam-style questions and their answers, together w ith self-assessment answers, are 

on the accompanying website, 1B Extras: www.hoddereducation.eo.uk/ib-extras 

Skills are highlighted ,vith this icon. Students are expected to be able to shov,, these skills in the 

exan1ination, so ,ve have e,-xplicitly pointed these out ,vhen they are n1encioned in the Guide. 

International mindedness is indicated ,vich this icon. lt explores how the exchange of in formation 

and ideas across national boundaries has been essential to the progress of science and Lllustrates the 

i11cernational aspects o[biology. 

,f ,oQ" The IB learner profile icon indicates material chat is particularly useful to help you towards 
~ ) developing the lollo,ving attributes: to be inquirers, kno,\1ledgeable, thinkers, communicators, 

principled, open-minded, caring, risk-takers, balanced and reflective When you see the icon, think 
about ,vhac learner profile attribute you might be de1nonstrating - it could be more than one. 

How to use this book 
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Skills in the study of biology 
The skills and techniques you 1nust experience through this biology course are encon1passed ,vithin 

the tools. These support the application and developtnent of the inquiry process in the delivery of 

the course. 

■ Tools ■ Inquiry process 
• Tool 1: Expe1i1nental techniques • lnquiry 1: Exploring and designing 

• Tool 2: Technology • lnquiry 2: Collecting and processing data 

• Tool 3: ~lathematics • lnquiry 3: Concluding and evaluating 

Throughout the program1ne, you will be given opportunities to encounter and practise the skills; and 
instead of stand-alone topics, tl1ey \V il! be integrated into the teaching of the syllabus \vhen they are 
relevant to the topics being covered. 

You can see what the Tools and Inquiry boxes look like in the How to use this boo/1 section on page vi. 

The skills in the study of biology can be assessed through internal and external assessn1ent. 

The approaches to learning provide the framework for the development of these skills. 

Social skills 

Communication 
skills 

■ Skills for biology 

Thinking skills 

Experimental 
techniques Technology Mathemabcs 

! 
Explonng and 

designing 

Conclud ing and 
evaluating 

! 

Collecting and 
processing data 

Research skills 

Self-management 
skills 

From IB Diploma Programme Biology Guide, page 29 

\ Tisit the tollo,ving ,vebsite to vie,v the online Tools and Inquiries reference guide: 

www.hoddereducation.eo.uk/ib-extras 

Biology for the 18 Diploma Programme 



Tools qlld Inquiry 

■ Tool 1: Experimental techniques 
Skill 

Addressing safety of 
self, others and the 
environment 

lvleasuring variables 

Applying techniques 

Description 

Recognize and address relevant safety, ethical or environmental issues in 
an investigation. 

Understand how to accurately measure the following to an appropriate level 
of precision: 

• mass 

• volume 

• time 

• temperature 

• length. 

Mal<e careful observations, including the following: 

• counts 

• drawing annotated diagrams from observation 

• making appropriate qualitative observations 

• classifylng. 

Show awareness of the purpose and practice of: 

• paper or thin layer chromatography 

• colorimetry or spectrophotometry 

• serial dilutions 

• physical and digital molecular modelling 

• a light microscope and eyepiece graticule 

• preparation of temporary mounts 

• identifying and classifying orgarusms 

• using a variety of sa,npling techn1ques1us1ng ranrlom and syslemat,c 
sampling 

• karyotyping and karyogra ms 

• cladogram analysis. 

■ Tool 2: Technology 
Skill Description 

Applying technology to • Use sensors . 
collect data • Identify and extract data from databases . 

• Generate data from models and simulations . 

Applying technology to • Use spreadsheets to manipulate data . 
process data • Represent data in a graphical form . 

• Use computer modelling . 

• Carry out image analysis . 

IX 



■ Tool 3: Mathematics 

Skill 

Applying general 
mathematics 

Using units, sy1nbols and 
numerical values 

Processing uncertainties 

Graphing 

Description 

• Use basic arithmetic and algebraic calculations to solve problems. 

• Carry out calculations involving: decimals, fractions, percentages, 
ratios. proportions, frequencies (including allele frequencies), densities, 
approximations and reciprocals. 

• Calculate measures of central tendency: mean, median and mode. 

• Apply measures of dispersion: range, standard deviation (SD), standard 
error (SE), interquarti le range (IQR). 

• Use and interpret scfentific notation (for example, 3.5 x 10'). 

• Use approx1malion and estimation. 

• Calculate scales of magnification. 

• Calculate rates of change from graphical or tabulated data. 

• Understand direct and inverse proportionality between variables, as well as 
positive and negative correlations between variables. 

• Calculate and interpret percentage change and percentage difference 

• Distinguish between continuous and discrete variables. 

• Calculate the actual size from a micrograph that has a scale bar. 

• Apply Simpson's reciprocal index. 

• Apply the Lincoln index. 

• Apply the chi-squared test. 

• Apply the t-test. 

• Apply and use SI prefixes and unlts or non-SI metrk units. 

• Express quantities and uncertainties to an appropriate number of 
decimal places. 

• Understand the significance of uncertaintie, in raw and proces,ed data. 

• Record uncertainties 1n measurements as a range (±) to an appropria te 
prec1s1on. 

• Express ranges, degrees of precision, standard error or standard deviations 
as error bars. 

• Express measurement and processed uncertainties to an appropriate number 
of decimal places or level of preosion. 

• Apply the coefficient of determination (R1) to evaluate the fit of a trend line. 

• Interpret values of the correlation coefficient and ident ify correlations as 
positive or negative. 

• Apply and interpret appropriate test, of statistical signifi cance (for example, 
chi-squared test). 

• Sketch graphs, with labelled but unscaled axes, to qualitatively 
describe trends. 

• Construct and interpret tables, charts and graphs for raw and processed 
data including bar charts, histograms, scatter graphs, line and curve graphs, 
logarithmic graphs, pie charts and box-and-whisker plots. 

• Plot linear and non-linear graphs showing the relationship between two 
variables w ith appropriate scales and axes. 

• Draw lines or curves of best fit. 

• Interpret features of graphs ,ncluding gradient, changes in gradient, 
intercepts, max,ma and minima. 

• Draw and interpret uncertainty/error bars. 

• Extrapolate and interpolate graphs. 

• Design dichotomous keys. 

• Represent energy flow in the form of food chains, food webs and pyramids 
of energy. 

• Represent familial genetic relationships using pedigree charts. 

Biology for the 18 Diploma Programme 



Inquiry process 
■ Inquiry 1: Exploring and designing 

Skill Description 

Exploring • Demonstrate independent thinking, inir1ative and insight 

• Consult c1 variety of sources . 

• Select sufficient and relevant sources of information . 

• Formulate research questions and hypotheses . 

• State and explain predictions using scientific understanding . 

Designing • Demonstrate creativity in the designing, implementation and presentat ion of 
the investigation. 

• Develop investigations that involve hands-on laboratory experiments, 
databases, simulations, modelling and surveys. 

• ldenti fy and justify the choice of dependent, independent and control variables . 

• Justify the range and quantity of rneasurements . 

• Design and explain a valid methodology . 

• Pilot methodologies . 

Controlling variables Appreciate when and ho~v to: 

• calibrate measuring apparatus 

• maintain constant environmental conditio11S of systems 

• choose representative randorn samples and minimize samµling errors 

• set up a control run where appropriate . 

■ Inquiry 2: Collecting and processing data 
Skill Description 

Collecting data • Identify and record relevant qualitative observations . 

• Collect and record sufficlent relevant quantitative data . 

• Identify and address issues tl1a1 arise during data collection . 

Processing data • Carry out relevant and accurate data processing . 

Interpreting results • Interpret qualitative and quantitatrve data . 

• Interpret diagrams, graphs and charts . 

• Identify, describe and explain patterns, trends and relationships . 

• Identify and justify the removal or inclusion of outliers in data (no 
mathematical processing is required). 

• Assess accuracy, precision, reliability and validity . 

■ Inquiry 3: Concluding and evaluating 

Skill Description 

Concluding • Interpret processed data and analysis to draw and justify conclusions . 

• Compare the outcomes of an investigation to the accepted scientific context. 

• Relate the outcomes of an investigation to the stated research question 
or hypothesis, 

• Discuss the impact of uncerta1nt1es on the conclusions . 

Evaluating • Evaluate hypotheses . 

• Identify and discuss sources and impacts of random and systematic errors . 

• Evaluate the implications of methodological weaknesses. limitations and 
assumptions on conclusions. 

• Explain realistic and relevant improvements to an invest1gat1on . 

Tables from 18 Diploma Programme Biology Guide, pages 29-33 

Tools and Inquiry 1 



Common ancestry 
has given living 

organisms many 

shared features 

while evolution has 

resulted in the rich 

biodiversity of life 

on Earth. 

All living organisms 

require water to 

exist. Enzymes 

- biological 

molecules that 

increase the 

rate of chemical 

reactions - need 

to be dissolved 

in water to work. 

Water provides 

a chemical ly 

stable medium 

for life processes 

to operate. 

Guiding questions 

• What physical and chemical properties of water make it essential for life? 

• What are the challenges and opportunities of water as a habitat? 

This chapter covers the following syllabus cont ent: 
► A1 .1.1 Water as the medium for life 
► A1 .1.2 Hydrogen bonds as a consequence of t he polar covalent bonds within water 

molecules 
► A1 .1.3 Cohesion of water molecules due to hydrogen bonding and consequences for . 

organisms 
► A1 .1.4 Adhesion of water to materials that are polar or charged and impacts for . 

organisms 
► A1 .1.5 Solvent properties of water linked to its role as a medium for metabolism and 

for transport in plants and animals 
► A1 .1.6 Physical properties of water and the consequences for animals in aquat ic 

habit ats 
► A1 .1.7 Ext ra planetary origin of wat er on Earth and reasons for its retention (HL only) 
► A1 .1.8 The relat ionship bet ween the search for extraterrestrial life and the presence of 

water (HL only) 

Water: the medium for life 
The Earth is covered 111ainly by .,.vater and so appears a mostly blue planet ,vhen vie,ved from space, 
Approxi111acely 71% of our planet's surface is ,vacer, \vich 97°/o found in oceans and only 3% as fresh 

'A'ater. Evidence fro1n the geological record indicates that "vater has existed on Earth for 3.8 billion 
years. The Earth formed an estin1ated 4.5 billion years ago, so ,vater has existed on its surface for 
n1ost o[ its history. The first cells originated in water, "vhere the oceans blocked harmful ultraviolet 
radiation from the Sun, allo"ving the first life to evolve. vVater remains the 111edium in ,vhich most 

processes of life occur. 

Waler fon11s a large proportion of living organisms - bet\oveen 65% and 95% by mass of most 
multicellular plants and animals (about 80% of a human cell consiscs of water). Despite r.his, and 
the fac t that \.Vater has some unusual properties, ,~1ater is a substance r.hat is often taken for granted. 
As we ,vill see in this chapter, the properties of \.Vater allo"v life to exist at a range of scales - from the 
smallest bacteria to the tallest tree - and 1vithouL water life "vould not exist on Earth. 

' 

ATL A1 .1A 

Freshwater is a limiled resource globally, Work in a group to produce an informative poster on the 
threats to freshwater sources and the solutions available for providing sufficienL, clean drinking 
water for all. 

Theme A: Unity and diversity - Molecules 



♦ Covalent bond: a 
bond between atoms in 
which pairs of electrons 
are shared. 

♦ Polar molecule: a 
molecule where there is 
an unequal distribution 
of electrical charge: one 
end is slightly positive 
and the other end 1s 
slightly negative, 

♦ Hydrogen bond: 
a weak attractive 
intermolecular force; 
a hydrogen atom ,n a 
molecule is attracted to 
an electronegative atom, 
such as oxygen, m a 
different molecule. 

one oxygen alom comb,1,es 
with two hydrogen atoms by 
sharing pa,rs of eleCTrons 
(cov;,lent bond) 

the oxygen nucleus draws 
electron~ (negatively 
charged) away from the 
hydrogen nucleus (posnively 
charged) 

the water molecule carries 
an unequal distribut ion of 
electrical charge, even 
though overall it is 
electrically neutral 

polar water molecule 

there is electrostatic 
attraction be tween 'the 
positively charged region of 
one water molecule and the 
negatively charged region of 
a neighbouring one, giving 
rise Lo weak bonds or 
intermolecular forces called 
hydrogen bonds 

Hydrogen bonds 
The ,vater n1olecule consists of one atom of oxygen and nvo aton1s of hydrogen con1bined by sha1ing 
paiJs of electrons (covalent bonding). Ho,vever, the 1nolecule is V•shaped rather than linear. 
The nucleus of tbe oxygen ato1n draws electrons (negatively charged) a,vay fro1n the hydrogen nuclei 
(positively charged) ,vith an interesting consequence. Although overall the ,vater molecule is 
electrically neutral, there is a net negative charge on the oxygen atom and a net positive charge on the 
hydrogen atoms. The ,vater molecule therefore carries an unequal disnibution of electrical charge 
,vithin it. This arrangen1.ent is kno,vn as a polar molecule (Figure Al. Ll). 

\\Tith water molecules, Lhe positively charged hydrogen atoms of one molecule are accracted 
to negatively charged oxygen atoms of nearby water molecules, causing attracrive forces called 
hydrogen bonds (Figure Al .1.1). These intermolecular forces are ,veak compared to covalent bonds, 
yet they are srrong enough to hold water molecules together and 10 anract ,vater molecules co charged 
particles or co a charged surface. 1-Tydrogen bonds largely account for the unique properties of ,vater. 
~ 'e will examine rhese prorenies next. 

1 Distinguish between ionic and covalent bondin~. 

nucleus of 

unshared electrons - lone pairs 
(negative charge) 

...n -- -,, \ J. .... 

cf ,,---, 'n 
oxygen atom 1 1 ...---.... ('\ 4 

I - ~ I 
_ J-. I ,,f,_ 

___.,,--shared electrons 

.,, .,,. '-fl ,\ I .... 
/ I ''("'. 'x,,' / ' ' I \ / 1' - - - ,,, '-.. 

I ./ ' I 
I /"i)\ , ,)-, - " 

1 nucleus of hydrogen 
~ atom (proton -
~ / positive charge) ' ZJ V---

1 / ' 
V I 

small 
negative ----::::,2:lr-:___ 
charge 

small 
positive----b+ 
charge 

/ 

I 

angle about 
105° 

" "I ; ,, 

" "-

" "-

Note the water molecule is 
V-shaped, not linear 

hydrogen bond ~ ""---./ 
.,,.--.,.,~ 

,,;,_ ./ hydrogen bond 
~ 
~ 
~"'----

■ Figure A1.1.1 The water molecule and the hydrogen bonds it forms 
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,,-..._o- f igure Al 1.2 CTe[c) sho\vs how to indicate polarit>' in a ,vacer molecule. 
0 

■ Figure A1 .1.2 The 
polarity of water 

You need to be able to represent two or more 
water molecules and hydrogen bonds between 
them. Delta (o) symbols indicate a small charge. 

,,.......__/i-
0 

6-

0 

(e Common 
mistake 

■ Figure A1.1.3 Hydrogen bonds 
between water molecules; t he dashed 
line between the oxygen and hydrogen 
atoms represent s a hydrogen bond 

A common mistake 2 List the important properties of water that are due to its polar nature. 
is suggesting that 
hydrogen bonding 
occurs within water 
molecules. Do not 
confuse intra- (within) 
and inter- (between) 
molecular bonding. 
Covalent bonding 
acts within a water 
molecule; hydrogen 
bonds are formed 

between water 
molecules. 

Tool 2: Technology 

Using computer modelling 

Computer modelling allows scientists to explore how the structure of water is essential 
for maintaining its properties and, therefore, in maintaining life. 

Ruth Lynden-Bell and co-workers at Queen's University Belfast used computer 
simulations to model changes in water's properties. The bond angle in water molecules 
is 104. 5°: they found that if t his was changed to 90°, or if the hydrogen bonds were 
about 15% weaker, t he three-dimensional network of hydrogen bonds - crucial to the 
liquid's unique properties - would be severely disrupted or fa ll apart. 

The central principle of homeopathy is that water can retain a 
'memory' of substances previously dissolved in it, even after any 
number of serial dilutions. Such claims about the 'memory of 
water' are categorized as 'pseudoscientific', meaning that while 
the theories or ideas might look as if they follow the scienti fic 
method as normally applied by expert scientists, they do not. 

What are the criteria that can be used to distinguish scientific 
claims from pseudoscientific claims? 

The scientific method uses hypothesis, observations and 
falsification to develop new scientific ideas. This means that 
scientists set out to challenge hypotheses and look for evidence 
that might prove them false. If researchers only seek more and 
more confirmation of their ideas, rather than trying to f ind 
how their ideas might be fa lse, it is possible that their results 
could be biased. The results may appear well established, but 
really the research is either irrelevant or ignores false results. 
One characteristic of 'pseudoscience' is that it only looks for 
evidence that supports its claims. 

• 

Confirmation bias 

Confirmation bias refers to the tendency to search for, interpret 
and favour information or data in a way that confirms your pre
existing beliefs or hypotheses. You may be guilty of this when 
you use an internet search engine to settle an argument and 
only look for results that confirm what you already think. 

The concept of water having 'memory' of what it has previously 
encountered contradicts current scientific understanding of 
physical chemistry. Another characteristic of pseudoscientific 
theories is that they are at odds with well-establ ished scientific 
findings; they are wildly surprising. The responsible scientific 
approach is therefore to replicate the tests to see whether the 
same results are found. With the cooperation of Benveniste's 
own team, a group fron1 Nature tried to repeat Benveniste's 
findings but fai led, ultimately showing that there was no 
evidence that water had any sort of chemical 'memory'. 
Subsequent investigations did not support Benveniste's findings. 
Given the scientific evidence, then (as opposed to anecdotal 
evidence), there is no reason to believe that water has a 
chemical memory . 

Theme A: Unity and diversity - Molecules 



♦ Cohesion: force 
by which individ ua I 
molecules of the same 
type attract and associate 
('stick together'). 

♦ Surface tension: 
property of the surface 
of a liquid that allows 
it to resist an external 
force, due to the 
cohesion between water 
molecules. 

heat in sunlight 

water drawn up the tree 
trunk by force generated 
1n transpiration 

Cohesion of water molecules and 
the consequences for organisms 
Cohesion is the force by \vhich individual n1olecules of the sa1ne type attract and associate (stick 

together). ' "-'ater molecules stick together because of hydrogen bonding. These bonds continually 
break and reforn1 \Vith su1Tounding ,vater 111olecules, although at any one 1non1enr a large nun1ber are 
held together by their hydrogen bonds. Cohesive forces allo,v ,vater molecules to be dra,vn up xylem 
vessels in plants by the evaporative loss of water fron1 the leaves (Figure Al.1.4). Compared with 
other liquids, water has exrren1ely strong cohesive properties that prevent it 'breaking' under tension. 

evaporation of water 
in the leaves 
(transpiration) 

the column of water 
coheres (does not break), 
adheres to the walls of the 
xylem vessels and flows 
smoothly through them 
(because its viscosity is low) 

Water can be drawn up 
to a great height without 
the column breaking or 
pulling apart. 

xylem vessels run from 
roots to leaves, as 
continuous narrow tubes 

water taken from soi l by root cells 

■ Figure A1.1.4 Water is drawn up a t ree t runk through xylem vessels: cohesive fo rces 
stop the w ater column from breaking and help draw water up the t ree 

Link 
The transport of water 
from roots to leaves 
during transpiration 
is covered in 
Chapter B3.2, 
page 303. 

A1 .1 Water 

(e Common mistake 
A common mistake is suggesting that hydrogen bonds are strong - this is not the case. A single 
hydrogen bond is a weak interaction. It is only because there are many hydrogen bonds in water 
that they collectively exert large cohesive forces. 

Related to the property of cohesion is the property of surface tension. The outer1nost 111olecules 
of water forn1 hydrogen bonds with the ,vater molecules belo,v them. This gives ,vater a very high 
surface tension (Figure Al.1.5), higher than any other liquid except n1ercury. The water 111olecules 
on the surface have no neighbouting ,vater 1nolecules above and there.fore exhibit su·onger attractive 
forces upon their nearest neighbours on and below the surface. vVater's strong surface tension allo,vs 

it to forn1 al111ost con1pletely spherical droplets. 
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■ Figure A1 .1.5 Hydrogen 
bonding on t he surface of 
water forms a hexagonal 
lattice that provides a 
high surface tension 
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Within a body of liquid, there is no net force on a molecule because the cohesive forces exerted by 

the neighbouring molecules all cancel out (see Figure Al.1.5). However, for a molecule on the surface 

of the liquid, there is a net in,vard cohesive force since there is no attractive force acting frorn above. 

This inward net force causes the molecules on the surface to contract and to resist being stretched or 

broken . Thus, the surface is under tension, hence the name 'surface tension'. 

The surface tension of ~rater is exploited by insects that 'surface skate' (Figu re Al.1.6). The insect's 

,vaxy cuticle prevents the wetting of its body, and the mass of the jnsect is not great enough to break 

the surface tension. 

b 

Surface 

E0 E0 E0 E0 
1 l I l 

E0 E0 E0 E0 
l 1 I l 

E0 E0 E0 E0 
Surface tension - molecules at the 
surf ace form stronger bonds 

\ 
r 

\ 
r 

■ Figure A1.1.6 a) A pond skater moving over t he water surface; b) the surface tension supports 
the pond skater - the surface is depressed but the hydrogen bonds hold it together 
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ATL A1.18 

What other examples of surface tension are there? How does the knowledge of surface tension 
help you understand everyday phenomena and experiences? For example: 
• Why are droplets of water pulled into a .spherical shape? 
• Why is it better to wash in hot water rather than cold water? 
• Why are soaps and detergents used to clean clothes7 

You could use the website below or other sources to research other examples of surface tension 
and why the property is useiul to know about. 

www.usgs.gov/spec1al•top1cs/water•sc.ience•school/science/s1.1rface-tens10n•and•water#overview 

♦ Viscosity: a measure 
of a fluid's resistance 

Belo\v the surface, water molecules slide past each other very easily. This property is described as lo,v 
viscosity. Consequently, ,vater flows readily through narrovv capilla1ies. tiny gaps and pores. 

to flow. 

(i T 

♦ Adhesion: the force 
by which individual 
molecules stick to 
surrounding materials 
and surfaces. 

♦ Hydrophilic: attracted 
to water; e.g. hydrogen 
bonds a re readily formed 
between a molecule 
and water. 

6+ 1-wall of 
xylem vessel 

1----11-- water 
molecule 

I\+@ 
®-@. 

15-··. 6+ 
H o-

0 . . 
'-+-- adhesion 

~,," ''......_-I-_ cohesion 

■ Figure A1.1.7 Adhesive 
and cohesive forces 
supporting a column of 
water in a xylem vessel 

Al .1 Water 

The diffusion of molecules through a solvent, such as water, is inversely proportional to the viscosity 
of the solvent. Temperature af fects the viscosity of liquids, for example, the viscosity of water at 
25°C is approximately half that than when the temperature is 4°C. As we will see in Theme B2.1, the 
diffusion rate of molecules is extremely important for the processes that are needed to sustain life. 

- -- ---- ------------------ -- ---

Inquiry 1: Exploring and designing . 

Designing 

Surf ace tension is one of water's most 
important properties. It causes water to 
collect in drops. 

Design an investigation to show the 
properties of water's surface tension 
using a paper clip. 

' 

Use the following equipment: 

• drinking glass 

• water 

• liquid dishwashing detergent 

• paper clips 

• piece of paper towel. 

Adhesion of water and the impacts for organisms 
Adhesion is the force by vvhich individual molecules cling to surrounding materials and 
surfaces. Materials and substances \Vith an affinity tor water are described as hydrophilic 

(page 8). vVater adheres strongly to mosc surfaces and can be drawn up long columns, for 

example through narrow tubes such as the xylein vessels of plant stems, without danger of the 
water column breaking (Figure A 1.1.4). lt should be noted tJ1at cohesion is a far 1nore significant 

force in xylem transport and explains how tensions can be resisted. Adhesion is only significant 
when air-filled xylen1 vessels refill vvith aqueous sap under positive pressures. which is something 

that happens only rarely (no more than once a year). Pigure A 1.1. 7 shows both adhesive and 
cohesive forces at ,vork in a xylen1 vessel. 

fe Common mistake 
The terms 'cohesion' and 'adhesion' are sometimes treated as if their meanings are 
fnterchangeable, but this is not the case. If they were, we would have one word for these forces 
rather than two! Cohesion {'co' means 'together') is attraction between water molecules, while 
adhesion ('ad' means ' toward') is attraction to a surface. 

7 
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■ Capillary action in soils and plant cell walls 
Soil contains 1nany vertical, thin channels kno,vn as capillary tubes, in \Vhich plant 
roots are located. \iVhen water enters c-apillary rubes, adhesion bet\veen the ,vacer 
molecules and the ,vall of the capillary dra\vs water up the small tube: this is called 
capillary action. ln dus way, plants b1ing ,vater up from the ,vater cable to the roots 

when the ground becomes dry 

The cell \valls of plants are 1-na<le from a fibrous n1aterial calle<l cellulose (see page 193). 

Cellulose is polar/hydrophilic to a certain degree. Fibrous materials can act like vvicks, 
drawing vvater up into the n1aterial by capillary action (see Figure Al .1.8). Cell vvalls 
can dra,v ,vater by capilla1y action from nearby xylen1 vessels, keeping vvater nov.ring 

weight of the water column 

th rough plant tissue. Cells that are directly exposed to the air, such as those Found in 
the spongy mesophyll tissue of leaves (page 283), re111ain constantly ,vetted by capillary 
action into these cells. Water evaporates fro111 the moist, blotting-pape1'-like cell vvalls of 
the mesophyll and then di ff uses out of leaves through pores on the surface of the leaf 
(ston1ata), enabling ,varer to be transported up the plant, 

water molecules 
+----• cohesion between water molecules 
+--+ cohesion between water molecules 

on the surface 
adhesion between water molecules 
and capillary wall Solvent properties of water 

■ Figure A1 .1.8 Channels in soils and 
spaces between cellulose fibres in 
the cell wal l act as capillary tubes, 
drawing water through the plant 

Hydrogen bonds pull ,vater n1olecules very close to each other because the potential 

energy of the hydrogen bonds is greater than the kinetic energies of the ,vater 
n1olecules up to 100°C (at atn1ospheric pressure). This is why ,vater is a liquid at the 

♦ Capillary tubes: 
channels with a very small 
internal diameter. 
♦ Capillary action: the 
tendency of a liquid to 
move up against gravity 
when confined within a 
narrow tube (capillary). 
Also known as capillarity, 
♦ Solute: dissolved 
molecule or ion in 
a solution. 
♦ Solvent, a liquid in 
which another substance 
can be dissolved. 
♦ Hydrophobic: 
repelled by water. 

ten1peratures and pressure that exist over much of the Earth's surface. As a result, ,ve 
have a liquid n1ediun1 ,vith distinctive thermal and solvent properties. 

Water is a po,verful solvent for polar substances such as ionic substances like sodium chloride 
(Na- and ct-). All cations (positively charged ions) and anions (negatively charged ions) become 
surrounded by a layer of orientated water n1olecules (Figure Al.l.9). 

There is a diverse range ofhydrophiLic molecules that dissolve Ln water, SLLCh as carbon-containing 
(organic) rnolecules v,rith ionized groups (for example, amino acids have a negatively charged 
carboxyl group, -COO , and a positively charged amino group, -NH/ ); solLLble organic molecules 
like sugars dissolve in vvater due LO the formation of hydrogen bonds ,vith their slightly charged 
hydroxyl groups (-OH). Once they have dissolved, molecules or ions (the solute) are free to move 
around in vvater (1.he solvent) hy di[ usion and, as a result, are 1nore chemically reactive than \vhen 

in the u nd issol vecl solid, 

On tbe other hand, non-polar substances are repelled by ,vater, as in the case of oil on the surface 
of ,vater. Non-polar substances are hydrophobic. The functions of some molecules in cells 

depends on them being hydrophobic and insoluble. for example. the cell membrane is n1ade from 
phospholipids, the tails of,vhich are hydrophobic and forn1 tbe internal structure of the membrane. 

0_ Of the comn1on gases, carbon dioxide (CO), oxygen (0) and nitrogen 

6-
+ + 2g 

c1-

fjJ -- o+ 

(N), only carbon dioxide is particularly soluble in ,vater; niu·ogen and 

solLible in water because a proportion of it undergoes a chen1ical reaction 
to forn1 carbonic acid (H

2
CO) (aq)), \vhich in1n1ediately ionises or 

dissociates to forrn hydrogen ions. H+ (aq), and hydrogencarbonate ions, 
HC0

3
- (aq) 

■ Figure A1.1.9 The hydration of sodium and chloride ions 
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Lir ~ 
The structure of cell 
membranes is covered 
in Chapter B2.1, 
page 223. 

Lir ~ 
For more on enzymes, 
see Chapter C1.1, 
page 380. 

3 In an aqueous 
solution of glucose, 
state which 
component is the 
solvent and which 
is the solute. 

♦ Buoyancy: the abi lity 
of any fluid to provide 
a vertical upwards force 
on an object placed in or 
on it. 
♦ Thermal 
conductivity (k): the 
measure of how easily 
heat flows through a 
specific type of material. 
♦ Specific heat 
capacity: the amount of 
energy required to raise 
the temperature of 1 kg of 
a substance by 1 °c. 

Al.1 Water 

Oxygen and nitrogen have Io,v solubili ty in \vater because they are non-polar and do not form 

hydrogen bonds ,vith ,.vater. ln addition, they do not undergo dissociation or ionisation. One 

consequence of the poor solubility of oxygen in ,vater is the evolution of respiratory pig1nents, for 

example haemoglobin, ,vhich greatly increase the oxygen-carrying capacity of blood relative to that 

of pure water. 

Most enzymes catalyse reactions in aqueous solution. Enzymes require a certain level of \Vater in their 

structures to maintain enzyme shape and stability, enabling them to function effectively. lvlosr narurally 

occurring enzymes cannot form their active forms without being immersed in \Vater. Hydrogen bonds 

often act as bridges bet\veen enzyn1e binding sites and their substrates. Al though most enzymes act in 

aqueous solutions, sometimes an enzyme may be in a fixed position, such as within a cell membrane. 

1n these cases, the location of the enzyme allo,vs reactions to be localized to particular sites. 

Physical properties of water and the 
consequences for animals in aquatic habitats 
The physical properties o[ ,vater depend on the hydrogen bonding bet,~ree.n ,vater molecules and 

include buoyancy, viscosity, thermal conductivity and specific heat capacity. 

Buoyancy is the ability or any fluid (liquid or gas) to provide a vertical up\vards force on an object 

placed in or on it. Oqjects float in water ,vhen their average density is less than ,vater and sink when 

they are denser. -rhe density of a substance is its mass per unit volume. 

( • Common mistake 
Do not confuse the terms 'heat capacity' with 'specific heat capa6ty'. Heat capacity is the amount 
of heat required to change the temperature of a body by one degree. The amount of heat energy 
per unit mass is needed to calculate the spedfic heat capacity. Un like heat capacity, the spe6fic 
heat capacity is therefore independent of mass or volume. 

The differences bet\veen these properties 111 air and water are shown in Table Al.1. 1. 

■ Table A1 .1.1 Physical properties of water and air at 2o•c and 1 atm pressure (for air, molar 
mass is a weighted average, since molar masses can only be calculated for pure substances) 

Water Air 

density, p (kg m-3) 998.21 1.204 

thermal conductivity, k (W m K-1) 0.598 0.02154 

specific heat capacity, c" (J kg-1 0 c-1
) 4 184 1007 

dynamic viscosity, 17 (kg m-1 s-1) ] .002 X 10-J J.825 X 10-s 

For example, at sea level, air is 784 tin1es less dense than ,vater, and a volume of air at sea level has 

0.13% of the density of the same volume o[ ,vater. 

The in1porcance of these factors in relation to life can be illustrated by looking at t,,vo ani1uals that 

live in ,,,varer as ,vell as in the air or on land, such as the black-throated loon (Gavia arctica) and the 

tinged seal (Pusa hispida), as sho,vn in Figure Al.1.10. 
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■ Figure A1 .1.10 The black-throated loon, Gavia arctica, (left) and the ringed seal, Pusa hispida, (right) 

When referring to an 
organism, either the 
common name, e.g. 
black-throated loon, 
or the scientific name, 
for this example Gavia 
arctica, is acceptable. 

r a water molecule 

O -0 a hydrogen bond 

■ Figure A1.1.11 In ice 
the water molecules are 
hydrogen bonded in an 
open tetrahedral lattice, 
which makes ice less 
dense than liquid water 

rr. Top +i I 

Restricting convection 
is as important as 
restricting conduction 
in maintaining the 
body temperature of 
birds. 

The black-throated loon (Gavia arctica) is a diving bird species, catching its prey (mostly fJSh) 
under,vater. lt breeds in the vicinity of deep fresh\vater lakes throughout northern Europe, the \vest 
coast of Alaska, and Asia. From August, it migrates south to areas around the Black Sea and the 
Mediterranean Sea, and to north-east Atlantic coasts and the eastern and \~1estern Pacific Ocean. 
lt returns to its breeding grounds in early April \vhen sea ice in those areas has melted. 

Ringed seals (Pusa hispida) live in the Arctic and sub-arctic regions of the North Pole. They live on 
packs of ice, but also spend much of their time in the sea, under the ice. They are quite small seals, 
usually less than 1.5 m in length, and have a distinct pattern of dark spots surrounded by light grey 
rings on its tur - explaining its common name. 

■ Specific heat capacity and the temperature of water 
A relatively large a1nount of ene1gy is required to raise the temperature of water, because a lot of 
energy is needed to break the large number of hydrogen bonds that restrict the 1nove1nent of \Vater 
molecules. This property of \Vater is its specific heat capacity. Consequently, aquatic environments 
(rivers, ponds, lakes and seas) are very slo\V to change temperature when the surrounding air 

temperature changes. Aquatic environments have relatively more stable ten1perarures than terrestrial 
(land) environments. As organisms, and the cells from \vhich they are made, are largely con1posed 
of \Yater, water's ability to absorb and lose heat \Vithout undergoing a large ten1perature change also 

provides thermal cushioning \~rithin the organisms themselves, protecting cells and organisms fron1 
large fluctuations in temperature. 

The relatively stable sea temperatures enable seals to live and feed throughout the year. The specific 
heat capacity of air is lovver than vvater, so air temperature tends to fluctuate more. ln winter, the very 
low air temperatures cause surface vvater to freeze. One of the interesting properties of vvater is that, 
unlike 1nany ocher substances, it floats \~1hen it freezes because the density of ice is lower than that 
of liquid ,varer. This is due to the behaviour of hydrogen bonds and hovv they make \vater molecules 
interact (Figure Al.1.11). Water has its lowest density at 4 °C. The ice forms a platform on \vhich seals 
can live. Ringed seals have cla\vS to dig through ice to produce holes so that they can emerge fro1n 
their aquatic habitat to breathe. This enables them to live under and on the ice throughout the year. 

■ Thermal conductivity 
Water has a higher thermal conductivity than air, with \Vater conducting heat 28 times better than 
air. By trapping air in its feathers, the black-throated loon forms an effective insulating layer benveen 
its skin and the outside air. Feathers also restrict convection currents by trapping a thin layer of air 
that is not able to move easily, \.Vhich also helps to maintain the body temperature of the bird. In 
contrast, the seal relies on thick blubber to insulate its body. Layers of ice also have insulating 
properties because ice's thermal conducctvicy is low, like the thermal conductivity of air, \Vhich stops 
heat being transferred into the surroundings, even when the temperature is very IO\V. The ice traps 
thermal energy in the ,1\later beneath the ice, increasing sea temperatures. 
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Explain the 
properties of water 
using examples of 
two animals that 
live in water as 
well as in the air 
or on land, such as 
the black-throated 
loon (Gavia arctica) 
and the ringed seal 
(Pusa hispida). 
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hydrogen-2 (deuterium) 

■ Figure A1.1.12 
Isotopes of hydrogen 

A1.1 Water 

■ Buoyancy 
1'he black-throated loon <.:an s,vim large distances under,vater. Ho\vever, bird anatomy is adapted for 
life in the air and on land., ,vtch hollo,v bones to decrease weight and air trapped between it~achers 

to provide insulation. These adaptations can be problernatic in water, as buoyancy needs to be 

overcome to catch under\Vater prey species. The loon has solid bones to increase its weight and to 

compress air from its lungs and feathers to decrease buoyancy and enable successful diving. 

Fat is stored in animals as adipose tissue, usually under the skin (subcutaneous far). Aquatic diving 
n1am1nal.s, such as seals, have a great deal of subcutaneous fat, \vhich is known as blubber. Blubber 

acts as a buoyancy aicl, as ,vell as providing thermal insulation. 

■ Viscosity 
Viscosity is the resistance to n.o,v. Water is more viscous than air (see Table A 1.1. !). Bird plun1age 

is adapted co hold and deflect air to 1nake lift easier co achieve flight. When the black-throated loon 
flies, the light feathers ca11 1uove through the air easily and ,vith minin1um friction. 

Interactions bet\veen \Vater molecules at c_he surface of water form surface tension (page 21). Below 

the surface, ho"vever, water molecules slide past each ocher very easily. This property is described as 

lo\v viscosity. The hydrodynamic shapes of the loon and seal enable both animals to move ch rough 
the \Vater easily. Boch animals need co produce resistance against the ,vater co achieve movement. 

The seal uses its nippers (modified anns) to propel itself through the water. The blac.k-rhroatecl loon 
has webbed feet d1at provide a large surface area to push against ,vater. The feet are located laterally 

and towards the back end of che body to allo,v n1axin1um propulsion; it also avoids the formation or 

turbulent eddies in I he \Yater and therefore reduces drag. 

ATL A1 .1C 

Find out about another two animals that live in water - one should be a mammal that also lives 
on land, and the other should be a bird. Research the adaptations that help them to survive in 
these environments, using the same factors that are covered in this section: buoyancy, viscosity, 
thermal conductivity and specific heat capacity. 

Extraplanetary origin of water on Earth 
The Earrh (ormecl approx i1na1ely 4.5 billion years ago, in an environment too hoc for water ro 
condense into liquid. This 111eans that the Earth's \,vater n1ust have an excraplanecary origin. 

As the distance from the Sun increases, ,,vater vapour can condense directly into \vater ice. Lt is in 

tbese regions chat \Vater could first have formed. thereby providing the origin of Earth's \Yater. 

Researchers examin ing the co111position or asteroids, ancl the meteori tes char form by breaking 
off fron1 cben1, have hypothesised chat asteroids are n1osc likely co be the source of Earth's v,rater. 

Such asteroids still contain ice and organic: 1naterial (a1nino acids), and so could have delivered 
\vacer and organic molecules co Earth, ,vhich are bo[h critical for the possible evolution of life (see 

page 36 for furcher discussion of the origin of life). A group of meteorites, kno,vn as carbonaceous 

chondrites - some of rhe oldest meceorires in the solar sysre1n - can be up to 28°,i, ,.vater and have 

a water composuion similar to ocean \Vater. The water molecules are incorporated 1n the crystal 
structures of minerals. The composition of water, and its possible origin. can be assessed using 

isotopes of hydrogen (Figure A 1.1.12) and che relative proportions in \vhich they appear: deuterium 
(hydrogen-2) has a nucleus \vith one proton and one neutron, \vhile protiun1 (hydrogen-!) bas just 

one proton in its nucleus. V-/irh hydrogen isotopes rhat closely match Earth's sea\vater, 1 he \Varer in 
these meteorites could have been the source of the Earth's oceans. 
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r,::. Tnn tinl 

There are many 
hypotheses for how 
water f irst arrived on 
the Earth, including 
being carried on 
icy comets and the 
creation of water 
beneath the planet 's 
surface itself. For 
this syllabus we are 
only considering the 
asteroid hypothesis. 

♦ Goldilocks zone: 
also known as the 
'habitable zone'; the 
area around a star where 
it is not too hot or too 
cold for liquid water to 
exist on the surface of 
surrounding planets. 

5 State what is 

meant by the 

'Goldilocks zone'. 

T\vo 4.5-billion-year-old 1neteorites containing liquid water, found on Earth , support th is bypotl1esis. 
When 1neteorites heat up, such as during an impact with our planet, they release their water as gas, 
~ 1hich is then trapped by the Earth's gravitational attraction. 

The Earth 's current deuterium to protium ratio also matches ancient eucrite achondrites, one cype 
of meteorite, ,vhich originates from a large asteroid kno,vn as \1esta, located in the outer asteroid belt 

(the asteroid belt is located bet\veen the orbirs of Mars and Jupiter). Carbonaceous chondrites and 
eucrite achondrites are therefore hypothesised to have delivered ,vater to Earth. 

Once present on Earth, the temperatures ,vere cool enough to allov1 ,,.,ater vapour to condense into 
liquid \Vater. Gravity enabled the ,..,ater to be retained on the Earth's surface, rather than being 

dispersed into space. 

The relationship between the search for 
extraterrestrial life and the presence of water 
Given life's dependence on water, any planet ,vhere li fe as we kno,v it is to exist must also have ,vater 
present. Planets \vhere water can exist must be at the right distance from their nearest sr.ar - too 
close and the water boils and evaporates, too far a\vay and the water is frozen. The distance fro1n the 
star where liquid water, and therefore life, can exist is called the Goldilocks zone, fron1 the 
nineteenth-century British fairy tale Goldilocks and the three bears. 

■ Figure A1.1.13 The 'Goldilocks zone' for our solar system; Mars is also in the habitable zone 
along with Eart h but it is too small to keep an atmosphere, which is needed to sustain life 

Theme A: Unity and diversity- Molecules 
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Al.1 Water 

ATL A1.1D 

Scientists at NASA are planning to send astronauts to Mars (www.nasa.gov/top,cs/moon-to-mars). 
Carrying water from Earth to Mars is impractical - it is far too heavy to carry all the water required 
for a mission in a rocket. The plan would be to collect waler from Mars itself: to do that, scientists 
would need to know Jf and where water is. located. 

What evidence is there for water on Mars, both now and in the past? What would the presence 
of water tel l us about the possibility of finding life on Mars? What type of organisms could we 
expect to find on Mars' 

To establish whether a distant planet may contain \V<1ter, scientists use a technique called 'transit 
spectroscopy'. As a planet passes in front of its nearest star ('rransits'), light passes through the 
planet's atmosphere; this light is analysed to see whiL:h wavelengths are being absorbed or deflected. 
This analysis sho,vs which elernents and molecules, such as ,..vater, are present in the at111osphere. 
In rhis way, planets outside of our solar syste111 (exoplanets) may be said to have a \vater signature'. 
Scientists are looking for exoplanets that have a \vater signature, that are the right distance from their 
nearest star and are also the right size for life to exist. Discoveries such as the planet l<epler-186f, 
,vhich is Earrh-size and located in a Goldilocks zone, are likely contenders (or life exisri ng in other 
solar systems. 

ATLA1.1E 

Working in small groups, make a presentation about the conditions needed for life and how 
scientists are looking for such exoplanets. What techniques are there for finding water on other 
planets? What other exoplanets have been found? Could these planets ever be a potential home 
for humanity? The presentations should clearly explain the science behind 'Goldilocks planets' and 
how scientists go about looking for them. 

LINKING QUESTIONS 

How do the various intermolecular forces of attraction affect biological systems? 
Which biological processes only happen at or near surfaces? 
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• 

♦ Nucleic acid: 
polynucleotide chain 
of one of two types, 
deoxyribonucleic acid 
(DNA) or ribonucleic 
acid (RNA), 

♦ Genetic code: the 
order of bases ln DNA 
(of a chromosome) that 
determines the sequence 
of amino acids in a protein. 

♦ Deoxyribonucleic 
acid (DNA): a 
form of nucleic acid 
consisting of two 
complementary chains 
of deoxyribonucleotide 
subunits, and containing 
the bases adenine, 
thymine, guan1ne 
and cytosine. 

♦ Ribonucleic acid 
(RNA): a form of nucleic 
acid containing the 
pentose sugar ribose, 
and the organic bases 
adenine, guanine, uracil 
and cytosine. 

Link 
Viruses and their life 
cycles are covered 
in more detail 
in Chapter A2.3 
(HL only), page 88. 

Guiding questions 

• How does the structure of nucleic acids allow hereditary information to be stored? 

• How does the st ructure of DNA facilitate accurate replication? 

This chapter covers the following syllabus content: 
A1 .2.1 DNA as the genetic material of all living organisms 

► A1 .2.2 Components of a nucleotide 
~ A 1.2.3 Sugar- phosphate bonding and the sugar- phosphate 'backbone' of DNA and RNA 
► A1 .2.4 Bases in each nucleic acid that form the basis of a code 
> A1 .2 .5 RNA as a polymer formed by condensation of nucleotide monomers 

A1 .2.6 DNA as a double helix made of two antiparallel strands of nucleotides with 

A1 .2.7 
► A1 .2.8 

► A1.2.9 

► A1.2.10 

► A1.2.11 
A1 .2.12 

► A1 .2.13 
► A1.2.14 

► A1.2.15 

two strands linked by hydrogen bonding between complementary base pairs 
Differences between DNA and RNA 
Role of complementary base pairing in allowing genetic information to be 
replicated and expressed 
Diversity of possible DNA base sequences and the limitless capacity of DNA for 
storing information 
Conservation of the genetic code across all life forms as evidence of universal 
common ancestry 
Directionality of RNA and DNA (HL only) 
Purine-to-pyrimidine bonding as a component of DNA helix stability (HL only) 
Structure of a nucleosome (HL only) 
Evidence from the Hershey- Chase experiment for DNA as the genetic material 
(HL only) 
Chargaff's data on the relative amounts of pyrimidine and purine bases across 
diverse life forms (HL only) 

DNA as the genetic materia I 
of all living organisms 
DNA is a nucleic acid. Nucleic acids are the information molecules of cells (and also of viruses - see 

below, and page 88) fou nd throughout the living \vorld. The code containing the information in 

nucleic acids, known as the genetic code, is universal. This means that it makes sense in all 

organiS111s. It is not specific to a fe\,V organis1ns or to just one group, but to all groups and species. 

There are two types of nucleic acid found in living cells: deoxyribonucleic acid (DNA) and 

ribonucleic acid (RNA). DNA is the genetic mateiial and occurs in the chron1osomes of the nucleus 

(and also certain cell organelles, chloroplasrs and mitochondria - see page 69) While some RNA 

also occurs in the nucleus, 111ost is found in the cytoplasm - particularly in the 1i boso111es. 

Some viruses use Rl~A as their genetic material, such as SARS-CoV-2, the virus that causes 
COVlD-19. Other diseases caused by RNA viruses include the con1mon cold, influenza, Dengue 

fever, hepati tis C, rabies, Ebola, polio, rnumps and measles. \Ti ruses depend on the cells of living 

organisms to survive and replicate, and so are not considered to be living; thus it is Ul.le to say that 
DNA is the genetic rnaterial of all living organisn,s. 
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The presence of genetic 
materia I in a structure 
does not necessarily 
Indicate life. Viruses, 
which are usually 
considered to be non
living, contain genetic 
material. In addition, 
DNA is chemical ly 
stable so can persist in 
dead organic matter 
and some fossils. 

,--c:----

((,1 ) 
~ 

♦ Nucleotide: phosphate 
ester of a nucleoside - an 
organic base combined 
with pentose sugar and 
phosphate (Pi). 

♦ Cytosine: a pyrimidine 
nitrogenous base found 
111 nucleic acids (DNA 
and RNA) that pairs 
with guanine. 

♦ Guanine· a purine 
nitrogenous base found 
111 nucleic acids (DNA 
and RNA) that pairs 
with cytosine. 

♦ Adenine: a purine 
nitrogenous base, found 
,n the coenzymes ATP and 
NADP and in nucleic acids 
(DNA and RNA). that pairs 
wiLh thymine. 

♦ Thymine: a pyrimidine 
nitrogenous base 
found in DNA that pairs 
with adenine. 

♦ Pentose: a 5-carbon 
monosaccharide sugar. 

♦ Condensation: 
formation of larger 
molecules involving the 
removal of water from 
s1naller component 
molecules. 

A 1. 2 Nucleic acids 

Both DNA and RNA have roles in the day-to-day control of cells and organisms, as ,ve shall 
see shortly. First, we ,vill look into the structure or nucleotides and the \vay they are built up 
(synthesized) to fonn the unique DNA double helix. 

All living organisms and viruses contain nucleic acids. This universality of the genetic 
code indicates the inter-connectivity of life on Earth and explains how viruses can take 
over and use the biological machinery of cells. 

ATL A1.2A 

DNA has long been known as a major chemical in the nucleus. DNA is associated with proteins in the 
nucleus and, during the early 1900s, proteins were considered better candidates as molecules able to 
transmit large amounts of hereditary information from generation to generation rather than DNA. 

Find out about the early work on DNA by Friedrich Miescher and Phoebus Levene. What did they 
conclude about the structure and role of proteins and DNA in the nucleus, and to whal extent 
were their hypotheses falsified by subsequent work? Use this site to find out more: 
www dnaftb.org/15/animation html 

Inquiry 1: Exploring and designing 

Exploring; designing 

DNA can be extracted from any tissue. 
Using the following statements about 
DNA, plan a method to extract DNA from 
animal or plant tissue: 

• Detergents (such as washing up liquid) 
dissolve fats. 

• Cell walls can be broken up by heat ing 
and mashing. 

• DNA is soluble in water. 

• DNA is not soluble in ethanol. 

• DNA is found in the nuclei of cells. 

• Nuclei have a membrane around them 
made of lipids (fats). 

• Cell membranes are made of lipids (fats). 

• Salty water causes DNA to clump 
together to make larger molecules 
in solution. 

• Precipitates form more easily in 
cold liquids. 

Write out a set of instructions for DNA 
extraction and explain why you need to 
take each step. 

This site has a methodology you can 
follow: https://tearn.genetics.utah.edu/ 
content/labs/extraction/howto 

Components of a nucleotide 
A nucleotide consists of three substances combined th rough covalent chemical bonding. These are: 
• a nitrogenous base - the four bases of ONA are cytosine (C), guanine (G), adenine (A) 

and thymine (T) 
• a pentose sugar - deoxyribose occurs in DNA and ribose in RNA 
• a phosphate group (phosphate diester). 

These components are combined by an enzyme-controlled condensation reaction to form a 

nucleocicle. Condensation reactions occur when C\VO molecules combine, producing \Vater as a 

by-product. Enzymes are biological catalysts that speed up and control biological reactions. Since any 

one of the four bases can be incorporated, four different cypes of nucleotide can be found in DNA. 
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, Distinguish 

between a 
nitrogenous 
base and a base 
found in inorganic 
chemistry. 

♦ Purine: ohe of 
two types of chemical 
compound used to make 
nucleotides, the building 
blocks of DNA and RNA. 
Examples are adenine and 
guan111e. 

♦ Pyrimidine: one of 
tvvo types of chemical 
compound used to make 
nucleotides. Examples 
are cytosine, thymine 
and uracil. Cytosine and 
thymine are used to make 
DNA; cytosine and uracil 
are used to make RNA. 

♦ Polynucleotide: a 
long, unbranched chain of 
nucleotides, as found in 
DNA and RNA. 

Ho\v chese components are combined is sho\vn in Figure Al.2.1, together \vich the diagram1natic 

'Nay the co1n ponents are represented to illustrate their spatial arrangement. Simple shapes are used 

rather than co1nplex structural formulas , and these shapes are all that are required here. (You need to 

be able to draw simple diagrams, using these symbolsJ 

(n Tn" inl 

In diagrams of nucleotides, use circles, pentagons and rectangles to represent phosphates, 
pentose sugars and bases. The positions of the components relative to each other need to be 
accurately represented. 

phosphate group 

o 1~o 
6 
I 
H 

® 

nitrogenous bases 

adenine 

NH2 

N ~ N 
( I j N 

H 

jadenine ( 

pentose sugars 
CH20~ OH CH20~ OH 

OH OH OH 
deoxyribose ribose 

guanine 

0 

N I NH <( 
~NH2 

N 
H 

! guanine ( 

thymine 

0 
H3C 

! N 0 
H 

I thymine ) 

Chemical structures of the 
components are shown together 
with the symbols by which they 
are represented in diagrams. 
Nore that chemical formulae do 
not need to be learned. 

cytosine 

NH2 

I '1 
N 0 
H 

I cytosine) 

condensation to form a nucleotide 
phosphate group shown diagrammatically as: 

OH H20 
0=1-0_ J H,O 

J--N 
O OH 1-1 rf\JNH2 

base 

OH OH 
rlbose 

■ Figure A1.2.1 The components of nucleotides 

nucleotide 

c ,rcles, pentagons 
and rectangles are used in 
diagrams of nucleotides 
to represent the relative 
posi tions of phosphates, 
pentose sugars and bases. 

The bases can be divided into two groups: the purines (adenine and guanine) and the pyrimidines 

(cytosine and tbyn1ine), based on their molecular structure (see Figure Al.2.1). 

The sugar-phosphate 'backbone' 
of DNA and RNA 

■ Sugar-phosphate bonding 
Nucleoddes may chenucally co1nbine, one nucleotide at a time, by condensation reactions to for1n large 
molecules (\vi.th high values of n1olar mass) called nucleic acids or polynucleotides (Figure Al.2.2). 

So, nucleic acids are very long, thread-like (linear) 1nacromolecules ,vi.th alternating sugar and 

phosphate molecules forn1ing the 'backbone'. This part of the nucleic acid molecule is uniforn1 and 

unvarying. Sugar-phosphate bonding creates a continuous chain of covalently bonded atoms in each 
strand of DNA (and also RNA) nucleotides, which forn1s a strong backbone to the molecule. 
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Nucleotides become chemically combined 
together, phosphate to pentose sugar, 
by cova lent bonds, with a sequence of 
bases attached to the sugar residues. 
Up to 5 million nucleotides condense 
together in th 1s way, forming a 
polynucleot ide (nucleic acid). 

nucleotides are added 
at this end o f the 

p 

, ,,, 
/ 

growing polynucleotide -➔ i 
bases 

I adenine ( I guanine ( I thymine ) I cytosine ) 

■ Figure A1.2.2 How nucleot ides make up nu cleic acid 

RNA polymers 

A long the strand, each base is attached to a pentose sugar 
molecule. The bases project sideways (Figure Al.2.2) Since the 
bases vary, they represent a unique sequence that ca1Ties the 
co<led in[orn,ation held by the nucleic acid. 

Bases in each nucleic acid 
form the basis of a code 
InformaLion in DNA lies in che sequence of Lhe nitrogenous 
bases - cytosine, guanine, adenine and thy1nine - forming 
the generic code. This sequence dicLates the order in \Vhich 
specific amino acids are assen1bled and combined to synthesize 
a protein. The code lies in the sequence in one of the DNA 

strands, the coding srrand. The other strand is complementary 
to it (see Figure Al.2.6, page 19). The coding strand is always 
read in the same direction, by enzy1nes. 

The code is a three-letter or triplet code, meaning that each 
sequence o[ three bases stands for one of the 20 a1nino acids, 
and is called a codon. With a fou r-letter alphabet (C, G, A, I ), 

there are 64 possible different triplet con1binations (4 X 4 X 4). 

Nucleic acids code for the production of proteins in cdls. 
Proteins make up about t\vo-thirds of the total dry 111ass of 

a cell. They differ from carbohydrates and lipids in that they 
contain the ele,nent nitrogen and so,netimes the element sulfur, 

as well as carbon, hydrogen and oxygen. 

Lin s 
For more on proteins see Chapter B1 .2, page 205, and 
Chapter D1.2, page 615. The codons for the 20 amino 
acids found in proteins are in Chapter D1 .2, page 617. 

2 Distinguish between a nitrogenous base, a nucleotide 
and a nucleic acid. 

♦ Codon: three 
consecutive bases in DNA 
(or RNA) which specify an 
amino acid. 

RNA niolecules are relatively short in length, compared with DNA. In fact. RNA molecules tend to 
be fro□1 a hundred to thousands of nucleotides long, depending on their particular role. 

♦ Polymer: large 
organic molecules made 
up of repeating subunits 
(monomers), 

♦ Uracil: a pyrimidine 
nitrogenous base found 
in RNA (not DNA); it pairs 
wllh adenine. 

A1.2 Nucleic acids 

The RNA n1olecule is a polymer. ln □1essenger RNA (mRNf\) it is a single strand of polynucleotide 
i11 which the sugar monon1er is ribose (see pages 18, 22). The bases found in RNA (figure A l.2.3) 
are cytosine, guanine, adenine and uracil (\vhich replaces thyn1rne of DNA). 

The carbon ar.oms in organic molecules such as ribose can be numbered (Figure Al.2.4). 
The numbering runs from right to left, clock\,vise. This enables Lhe bonds betvveen adjacenc 
sugars and their phosphate neighbours to be identified, along ,viLh rhe direction in "vhich the 
polynucleotide is orienLated. 
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Make sure you can 
draw and recognize 
diagrams of the 
structure of single 
nucleotides and 
RNA polymers. 

♦ Messenger RNA 
(n1RNA): single-stranded 
ribonucleic acid, forrried 
by the process of 
transcription of the genetic 
code in the nucleus, that 
then moves to ribosomes 
in the cytoplasm. 

♦ Transfer RNA 
(tRNA): short lengths of 
RNA that combine with 
specific amino acids prior 
to protein synthesis. 

♦ Ribosomal RNA 
(rRNA): molecule that 
forms part of the protefn
synthesizing organelle 
known as a ribosome. 

♦ Phosphodiester 
bond: the linkage 
between the 3' carbon 
atom of one sugar 
molecule and the 5' 
carbon atom of another 
(deoxyribose in DNA 
and ribose in RNA) in 
nucleic aods. 

3 Draw a labelled 
diagram of: 

a an RNA single 
nucleotide 

b an RNA 
polymer. 

adenine 

s· 

uracil 

cytosine 

adenine 

uracil 

HO OH 
ribose 

guanine 

3' 

■ Figure A1 .2.3 An RNA polymer 

molecular 
formula 

structural 
formula 

structural 
formula 

l'ibose 

. 

CH20 H o OH 

1/ ~ I 
0

1\1 1/ 1 
H c- c H 

1, 71 
OH OH 

deoxyribose 

5 

H....._ ,::;-0 
C 
I I 

H- C- H 
11 

H- C- OH 
11 

H-C-OH 
I I 
CH;OH 

CH20H o OH 

1/~I 
"C\ H H/ C I I I I 
H c- c H 

13 'I 
OH H 

■ Figure A1.2.4 The numbering of carbon atoms in ribose and 
deoxyribose (in t heir st raight chain (linear) and cycl ic forms) 

lt is the convention to refer to the first carbon as l ' carbon, the second as 2' carbon, and so on . 

There are three functional types of RNA: messenger RNA (mRNA}, transfer RNA {tRNA) and 

ribosomal RNA (rRNA). mRNA is formed in the nucleus and is transported our through nuclear 

pores to the ribosomes in the cytoplasm. tRNA and rRi'\JA are also n1acle in the nucleus and occur in 

tbe cytoplasm. 

o · 
r 

-o-P=O 
I 
0 

5' 
CH2 

OH 
... I 

"0 - f' =O 
I 
0 

s· 
CH2 

3' 

~ -l base 

condensation 
reaction 

phosphodiester 
bond 

~ base 

o· 
I 

· O-P=O 
I 
0 

.,..-ii--.._OH 
o-
1 

0 -P= O 
I 
0 

base 

r-1 base 

RNA is fanned by the 

condensation of many nucleotide 
monon1ers. These condensation 

reactions link the pentose sugar 

and phosphate groups of adjacent 
nucleotides, so forn1ing the ne,v 

strands (Figure ,-<\l.2.5). The bond 

forn1ed benveen adjacent 
nucleotides is called a 3'-5' 

phosphodiester bond. 

OH OH OH OH 

■ Figure A1.2.5 RNA ls formed by the 
condensation of nucleotide monomers 
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♦ Double helix: two 
interlocking helices 
Joined by hydrogen 
bonds between the pairs 
of purine- pyrimidine 
bases (A pairs with T 
and G with C). The 
helical structure makes 
a 360° twist after each 
10 nucleotides, 1.e. every 
3.4nm. 

4 Explain what 
is meant by 
antiparalfef strands. 

A 1. 2 Nucleic acids 

The DNA double helix 
The DNA molecule consists of t\¥0 antiparallel polynucleotide strands, paired together, and held by 
hydrogen bonds. The t\VO strands take the shape of a double helix (Figure Al.2.6). 

The two strands are termed 'antiparallel' because one runs from a 5' carbon to a 3' carbon, and rhe 
01her rrom a 3' carbon to a 5' carbon. 

T,-n \inl 

Note: when drawing DNA's structure, two antiparallel strands should be drawn, but the helical 
shape is not required. Adenine (A) should be shown paired with thymine (T), and guanine (G) 
paired with cytosine (C}. For completion, Figure A1 .2.6 shows the numbers of hydrogen bonds 
between adjacent bases - this detail does not need to be included when drawing the structure of 
DNA in exams. Only a s1riall section of the DNA need be included to illustrate the way in which the 
nucleotides are arranged. 

DNA consists of two polynucleotides ---~ 
held together by hydrogen bonds 
between adjacent bases 

L 
5' 

---deoxyribose 

~- phosphate 

DNA double helix strands are 
It-- complementary and antiparallel 

'------t-- A links Wt !h T 
(w it h 2 H, bonds) 

.__ ____ .._ C links with G 

complementary 
base pairs 

(with 3 H-bonds) 

HO 
deoXYribose 

3' 

thymine adenine 

phosphate is combined with carbon-3 of one deoxyribose 
and carbon-5 of the next. 

in t he chromosomes, the helical struciure of DNA 
is stabilized and supported by proteins 

■ Figure A1 .2.6 The DNA double helix 
the DNA molecule is twisted 
mto a double helix 
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(a Nature of scie11rP: Mode~s 

Creating the model of DNA 

A model is a simplified description of a biological system, a concept or biological process. Models 
are used to describe and explain phenomena that cannot be experienced directly or to simplify 
complex systems such as ecosystems. The f irst model of the structure of DNA was developed 
in 1953 by Francis Crick and James Watson (see Figure Al.2.11 on page 26) Bringing together 
experimental results from other scientists, Crick and Watson used evidence to deduce the likely 
structure of the DNA molecule. Models are useful because they allow biologists to mimic the real 
world, make calculations and test predictions. Biological models include mathematical models 
that can be simulated on computer software. Models, like theories, may be modified as new 
experimental data are discovered. 

r. Common mistake 
A common mistake when drawing DNA is to link nitrogenous bases to phosphates rather than the 
pentose sugars. Another common error is to link the phosphate groups to the oxygen in the sugar 
ring, rather than to C4 via CS. Pay careful attention to the detail contained in the DNA molecule, 
and how the different parts of the nucleotide connect together, and make sure you can accurately 
recreate this from memory. Practise drawing molecular diagrams. 

r.roK 
What are the implications of having, or not 
having, knowledge? 

The 'object' shown in Figure A1.2.7 is an X-ray dif fraction 
image of a DNA fibre, taken by Raymond Gosling in May 1952 
at King's College London. Calculations by James Watson and 
Francis Crick from the photograph gave crucial dimensions for 
the double helix model they built. 

The publication in 1953 in Nature by Watson and Crick 
of DNA's structure and a mechanism for replication of 
DNA marked a paradigm shift from classical genetics to 
molecular genetics. 

The initial implications of th is new scient ific knowledge to 
Watson, Crick and other biologists (the knowers) were that 
scientists could now develop new molecular knowledge about 
the genetic code and protein synthesis based on new forms 
of experiments. 

At a later stage, knowledge of DNA structure and 
complementary base pairing led to recombinant DNA 
research, genetic engineering, human molecular genetics, 
monoclonal antibodies and, most recently, CRISPR (gene 
editing). This new DNA-based knowledge has led to more 
effective medical treatments, new drugs and better disease 
diagnosis (for patients). However, there are new ethical 
implications arising from potential CRISPR editing of the 
inherited germline ('designer babies') for non-therapeutic and 
enhancement reasons. 

• 

~ 
~ 

£ .. 
~ 

----.. -iP -
■ Figure A1.2.7 
X-ray d iffraction 
image of DNA 

Genetic fingerprinting is perhaps the most well-known DNA 
technology to the general public (another group of knowers) 
and is a 'tool' used to track down relatives, establish paternity 
and identify dead bodies. However, it has also led to the 
conviction of many criminals and to the freeing from prison of 
many individuals who were wrongly convicted. 

Possible social implications of these new advances in 
genetic knowledge are that genetic fingerprinting may act 
as a deterrent to certain kinds of crime and lead to greater 
satisfaction with the criminal justice system. There will also be 
economic costs associated with the adoption of the forensic 
use of DNA technology, and another implication might be the 
unauthorised disclosure or misuse of the data, e.g., typing by 
' . 
insurance companies . 
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~ ce, the development and application of scientific 
knowledge has led to ethical decisions that can be justified 
through utilitarian reasoning: the idea that whether actions 
are ethical or not depends on their effects. Utilitarianism 
'maximises utility', and favours technology that produces the 
largest amount of 'good' or 'happiness'. 

However, some social scientists fea r that th is type of research 
into the human genetic code wi ll encourage some people to 
argue that social problems, such as violence and drug abuse, 
are explainable in terms of human genes, and therefore 
deterministic abnormalities. They are worried that social 
interventions such as counselling, affirmative action and 
educational opportunities will lose fu nding. 

♦ Gene: heritable factor 
that consists of a length 
of DNA that codes for a 
protein. 
♦ Chromosome: length 
of DNA that carries 
specific genes in a linear 
sequence. 

♦ Locus: the particular 
position of a gene 
on homologous 
chromosomes. 
♦ Allele: different 
versions of the same gene. 

Linl 
The concept of the 
gene pool is covered 
in more detail 
in Chapter D4.1, 
page 790. 

A 1.2 Nucleic acids 

ATL A1.2B 
' 

Crick and Watson brought together the 
experimental results of many other scientists, 
and from this evidence they deduced the 
likely structure of the DNA molecule. Rosalind 
Franklin (Figure Al2.8) is often called 'the 
forgotten woman of DNA'. What role did she 
play in developing the first model of DNA? 
Why has she not been recognized in the 
same way as Watson and Crfck in this pivotal 
scientific breakthrough? 

■ Figure A1.2.8 Rosalind Franklin 
produced the key X-ray diffraction pattern 
of DNA at King's College London 

■ Genes 
Within the DNA 1nolecule, there are sections that code for proteins - these sections are called 

genes. A gene is a heritable factor that influences a specific character. By 'character' we n1ean some 

feature of an organism, such as 'height' in the garden pea plant or 'blood group' in hun1ans. 

'He1itable' n1eans genes are factors that pass from parent to offspring during reproduction. 

■ Chromosomes 
Genes are located on chromosomes. Each gene occupies a specirtc position on a chromosome; 

therefore each ch ron1osome is a linear series of genes. Furthennore, the gene for a particular 

characteristic is always found at the san1e position or locus (plural, loc\) on a particular chromoso1ne. 

For example, the gene controlling height in the garden pea plant is always present in the exact same 

posi tion on one particular chromoso1ne of that plant. Ho\vever, that gene for height may code for 

'tall ' or it may code for 'd,varf', as ,ve shall see shortly. ln other,vords, there are different forms of 

genes. ln fact, each gene has two or more forms and these are called alleles. The word 'allele' just 

1neans 'alternative form'. For a given gene, many alleles may exist in the gene pool of the species. 
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♦ Homologous 
chromosomes: pairs of 
chromosomes, one from 
each parent, that carry 
the same sequence of 
genes (but not necessarily 
the same alleles of 
those genes). 

You should be able to 
sketch the dist1 nct1on 
between ribose and 
deoxyribose. 

~ hosphate group 

SCH2 0 
r.1 - -I ba5e 

HO- H 

Deoxyribose 

DNA nucleotide 

(A. C, G, T) 

Now, rhe chromosomes of eukaryotic cells occur in pairs called homologous chromosomes. 

('Ho1nologous' means 'similar in structure'.) One of each pair came originally from one parent, and 
the other one of the pair ca1ne from the other parent. So, [or exa1nple, hu1nans have 
46 chro1nosomes, 23 coming originally from each parent in the process of sexual reproduction. 
Hon,ologous chro111osomes resemble each other in structure and they contain the sa1ne sequence 
of genes. 

ln Figure Al.2.9, we see son1e of che genes and their alleles in place on a ho1nologous pair 

of chromosomes. 

The loci are the positions along the chromosomes 
where genes occur. so alleles of the same gene 
occupy the same locus. 

gene - a specific length ot the DNA of 
the chromosome. occupying a position 
called a locus---------- A 

alleles of a gene (allele is the short ---1-'-t---+-' 
form of 'allelomorph' meaning 
'alternative form') 

at these loci the genes are -----1 
homozygous (same alleles) 

at this locus the gene 1s heterozygous -
(different alleles} 

C C 

F 

M m 

- chromosome - a linear sequence of 
many genes, some of which are shown 
here 

loo 

I 

chromosomes exist in pairs 
■ Figure A1.2.9 Genes and alleles of 
a homologous pair o f chro mosomes 

- one of each pair came originally 
from each parent organism 

~ hosphate group 

sCH2 0 

(A, C, G, U) 

Ho- OJ:! 
Ribose 

RNA nucleotide 

Differences between DNA 
and RNA 
Both DNA and RNA are 111ade of nucleotides although they 
have different structures. One n1ain difference is that DNA 

has the pentose sugar deoxy,ibose while RNA contains ribose 
(Figure Al.2.10). 

■ Figure A1.2.10 DNA and RNA nud eotides 
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5 Construct a table 
to distinguish 
between DNA and 
RNA. 

♦ Complementary 
base pairing: this 
describes how the 
nitrogenous bases of 
nucleic acids align with 
each other in a specific 
way, i.e. adenine pairs 
with thymine (or uracil in 
RNA) and cytosine with 
guanine; complementary 
bases are held together 
by hydrogen bonds. 

I 1r k 
The process of DNA 
replication is covered 
in more detail in 
Chapter 01.1, 
page 602. 

6 In base pairing, 
organic bases are 
held together 
(A- T, C- G) by 
hydrogen bonds. 
State which parts 
of these organic 
molecules form the 
hydrogen bonds. 

A 1. 2 Nucleic acids 

r::: T,,,..,_ +r..,_1 -
When distinguishing between DNA and RNA, you need to refer to the number of strands present, 
the types of nitrogenous bases and the type of pentose sugar. 

Role of complementary base pairing 
The pairing of bases is bet\veen adenine (A) and thymine (T). and between cytosine (C) and guanine 

(G), sitnply because these are the only con1b1nations chat fit together along the helix. This pairing. 
kno,vn as complementary base pairing, also makes possible the very precise ,vay that DNA is 

copied in a process called replication. From the model of DNA in Figure Al .2.6, 1,ve can also see that 

when A pairs ,vich T, they are held together by t\Vo hydrogen bonds; when C pairs with G. they are 

held by three hydrogen bonds. Only these pairs can form hydrogen bonds. Due co base pairing and 

the forn1ation of specific hydrogen bonds, the sequence of bases 111 one strand of the helix 

decern1ines the sequence of bases in the other. Complementary base painng allows genetic 

information to be replicated and e:>,.1Jressed. 

f0 T,,, ti I 

Complementarity ,s based on hydrogen bonding, The bases pair up in the way they do due to the 
hydrogen bonds that form between the pairs of bases. 

ATLA1.2C 

Watson and Crick developed their model of DNA in 1953. The f irst model they developed was 
not successful, however, as the various components did not fi t together correctly. They developed 
their f inal and correct model once all the parts of nucleotides were accurately represented. By 
building a model, they were able to understand how DNA can replicate (copy) itself, thereby 
passing on genetic information from generation to generation. 

Can you think of a way of representing DNA us,ng matenal you have in the lab or 1n your home? 
How can you represent the dif ferent components and how they are connected together? 

Diversity of possible DNA base sequences 
Although the genetic code is comprised of only four bases - A. C, T and G - the order in ~rbicb they 

can be combined is immeasurable. The diversity of possible DNA base sequences means chat DNA 

has a limitless capacity for scoring inforn1alion, ,vich diversity by any length of DNA molecule and 

any base sequence possible. 

An indication of the storage capacity of DNA is the nun1ber of genes that can be contained ,vichin 

i.e. Spec..i.es vary in the number of genes they have - some have tnany n1ore than others. Table Al.2.1 

lists the numbers of genes present in a range of con1mon organisms. Notice that the list includes 
one bacterium, as ,veil as certain p lants and ani1nals, and that tbe water flea has n1ore genes than a 

hun1an, but the fruit fly has fewer. 
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The four-letter 
genetic code (A, 
C, T and G, coding 
for A, C, U and 
G in RNA) allows 
a huge variety o{ 
different proteins 
to be coded for. 
The human body 
contains thousands 
of different 
proteins, each with 
a specific function. 
The evolution of 
DNA over millions 
of years (see 
Chapter A4.1, 
page 141) has led to 
the vast diversity of 
life seen on Earth, 
from microscopic 
bacteria to large 
organisms such as 
the blue whale and 
redwood trees. 

♦ Genome: the whole 
of the genetic information 
of an organism or cell. 
♦ Mutation: a change 
in the amount or the 
chemical structure (i.e. 
base sequence) of DNA of 
a chromosome. 

■ Table A1 .2.1 Estimated approximate numbers of protein-coding genes 

Number of Species (plants, fungi , Number of 
Species (animals and protists) genes prokaryotes) genes 

Daphnia (water flea) 31000 Oryza sativa (rice) 41500 

Homo sapiens (human) 20000 Vitis vinifera (grape) 30450 

Canis familiaris (domestic dog) 19000 Arabidopsis thaliana (rockcress) 27000 

Drosophila melanogaster (fruit fly) 14000 Saccharomyces cerevisiae (yeast) 6000 

Plasmodium (malarial parasite) 5000 Escherichia coli (bacterium) 4300 

Another incUcacion of the data-storing capability of "DNA is the number of base pairs that DNA 
conrains (Table Al2 2) 

■ Table A1.2.2 A comparison of genome size 

Species Total number of base pairs (bp) 

T2 phage (a virus specific to a bacterium) 3 569 (3.5 kb) 

Escherichia coli (bacteriurn) 4600000 (4.6Mb) 

Drosophila melanogaster (fruit fly) 123000000 (123 Mb) 

Oryza sativa (rice) 430000000 (430Mb) 

Homo sapiens (human) 3 200 000000 (3.2 Gb) 

Paris japonica (canopy plant) 150000000000 (150Gb) 

Genome size refers LO Lhe amount of DNA contained in a genome (which is the genelic code in one 
complete sel of chromoso1nes), where l Mb= l 000000 bp and l Gb = 1000Mb. Table Al.2.2 
expresses the nLtmber of base pairs in terminology familiar from computer data storage (Mb and Gb), 
altho,tgh here the Ltnits are different: gigabases (Gb) and megabases (Mb) rather than gigabyLes 
and megabyLes. 

In a hun1an cell, the DNA held in the nucleus 1neasures about 2 min rotal lengtb. This length 
conrains 3.2 Gb of 'data' - a phenomenal quantity of genetic code. Within tbis DNA, it is esti.mared 
that hu1nans have bet\~ieen 20 000 and 25 000 protein-coding genes, These figures are an indication 

of ho\v DNA offers an enonnous capacity for storing dara \vith great econo1ny. 

Conservation of the genetic code 
We nO\,\T kno\v that rhe 64 codons in the genetic code of L)NA have the same n1eaning and code for 

the same a1nino acids in nearly all organis1ns. This supports the idea of a comn1on origin of life on 
Earth; that the very first DNA has sustained an unbroken chain of life from the first cells on Earth to 
all cells in organisn1s alive today. Only the n1ost minor variations in the genetic code have arisen in 
the evolution and e},.-pansion of life since it originated 3.5 billion years ago. 

Over many generalions, changes in the sequence of bases in the genome, and therefore in the mRNA 
and order of amino acids 1hat Lhey assemble, can occur due to mutations. Many sequences, both in areas 
\vhich code for proteins (so-ca!Jed 'coding sequences') and those Lhar do not (known as non-coding 
sequences), persist unchanged, ho\vever, or with only minor modiHcations over 1nany generations: 
these are known as conserved sequences. Tr is possible that highly conserved sequences have a 
functional value, although the reasons for non-coding sequences are unclear. Even if the base sequences 
in coding areas of DNA change, Lhe sequences of am·ino acids they code for may not, because each 
a1nino acid has several different m RNA codes, and so mutations in a coding sequence do not necessarily 
affect the amino acid sequence of itS protein product (these are called synonymous 111utations). 
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(610K 
Highly repetitive DNA 
sequences were once 
described as 'junk 
DNA', the label 'junk' 
showing a degree of 
confidence that those 
sequences had no role. 
To what extent do you 
think the labels and 
categories used 1n the 
pursuit of knowledge 
affect the knowledge 
that we obtain? 

Link 
Translation and 
transcription are 
discussed further 
in Chapter D1.2, 
page 615. 

A 1. 2 Nucleic acids 

1-he 1TJost highly conserved genes are those tl1at can be found in all organisms. -rhese include 

proteins required for transcription and translation, and chose [ound in ribosomes. The fact tl1at such 

genes exist indicate that all life is interlinked, \vith universal ancestry for all life on Earth. Histone 

proteins, \Vhich help to package DNA \vithin nuclei (see page 26), are also highly conserved in terms 

of sequence and structure, again suggesting universal ancestry for all species. 

( • Common mistake 
A common mistake is to equate 'genome', or genomic size (which is the size of the genome), to the 
total number of genes in an organism, rather than the correct definition - the total amount of DNA. 

Directionality of RNA and DNA 
\Ve can identify direction or polarity in the DNA double helix. The phosphate groups along each 
strand are bridges ben,veen carbon-3 of one sugar molecule and carbon-5 of rhe next, and one 

chain runs from 5' to 3' ~vhile the other runs from 3' to 5' (see Figure Al.2.6). (Remember, rhe 

carbon aton1s of organic molecules can be nun1bered, page 18.) Tbat is, the Gvo chains of DNA_ 

are antiparallel, as illustrated in Figure Al.2.6. The existence of direction in DNA strands becomes 
important in DNA replication (\,vhen DNA is copied), when the generic code is o·anscribed into 

mRNA (a process called transcription). and when the message encoded in che nlRNA is read to 

form proteins (a process called translation). 

lnforn1ation in the DNA lies in the sequence of the bases: cytosine (C), guanine (G), adenine (A) 

and thyn1ine (T). This sequence dictates the order in \vhicl1 specif1c amino acids are assembled and 

co1nbined together. The code lies in the sequence in one of the strands, the coding strand; the other 

strand is con1ple111enta1y to it. lt is the coding strand that becon1es the template for transcription. 
The coding strand is ahvays read in the san1e direction On the 3' to 5' clirection). A single-stranded 

1nolecule of RNA is formed by co111plementary base pairing (the RNA_ strand is synthesized in the 

5' to 3' direction). The n1RNA are translated in the 5' to 3' direction into a111ino acids by a riboson1e 

to produce a polypeptide chain. The details of these processes will be explored in subsequent 

chapters (see page 619). 

( • Common mistake 
DNA has a role beyond coding for proteins. Although the genes within chromosomes code for 
polypeptides, some regions of DNA do not code for proteins but have other important functions . 
Some regions of DNA regulate the expression of genes, and other sections code for the RNA that 
attaches to amino acids and also play a role in the formation of proteins at ribosomes (tRNA), for example. 

Purine-to-pyrimidine bonding 
V-.lhen Wacson and Crick assembled rhe first model of DNA in 1953 (see page 23), they used 

cardboard cut-outs to represent the different bases and other nucleotide subunits. Their first attempts 

used molecular shapes for thymine and guanine that were incorrect, and they arranged the different 
atoms of different elen1ents from ,,.,hich the bases were made in the wrong configuration. This meant 

that I he DNA model did not fie together correctly, as the lengths of the base pairings ,vere incorrect. 

Follo,ving suggestions fron1 the An1erican scientist Jerry Donohue, in ,vhich the correct shapes for 
the bases ,vere proposed, Watson made ne\,V cardboard cut-outs of the two bases, and found that the 
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r. OK 
Crick and Watson had 
a distinctive method 
of working, including 
reinterpreting already
published data and 
developing others' 
studies, leading to the 
building of models 
(Figure Al.2.11). 

To what extent were 
their achievements 
the product of both 
cooperation and 
competition? 

In researching this, 
remember to consult 
a variety of relevant 
sources of information. 

♦ Nucleosome: a 
sequence of DNA 
wound around eight 
histone protein cores 
- a repeating unit of 
eukaryotic chromatin. 
♦ Histone: protein 
(rich in the amino acids 
arginine and lysine) that 
forms the scaffolding 
of chromosomes and 
is used in chromosome 
condensation to form 
nucleosomes. 

complementary bases no,v frtted together perfectly (i.e., A with T and C with G), with each pair held 
together by hydrogen bonds (figure Al.2 6). The structure also matched Charga[f's rules (see page 31, 
later in this section) 

Tool 1: Experimental techniques 

Physical molecular modelling 

Physical model making helped Watson 
and Crick to establish the structure of 
DNA in a number of ways: 

• it allowed them to combine what was 
known about the chemical content 
of DNA with information from X-ray 
diff raction studies 

• by building scale models of the 
components of DNA, they were able 
to attempt to fit them together in a 
way that agreed with the data from 
other sources, such as Chargaff's rules 

• they made several arrangements of 
the scale model until they found the 
best one that fitted all the data. 

■ Figure A1.2.11 Watson and Crick with 
their demonstration model of DNA 

vVarson and Crick discovered that the base pairings, A to T and C to G, are or equal length. This 
means that whatever the base sequence, the DN.A. helix has the sarne three-dimensional structure. 
The hydrogen bonding bet1veen complementary bases also confers stabili ty (Figure t\ 1.2.12), 1naking 
DNA the ideal molecule for rhe storage of infonnation in cells. 

Nucleosome structure 
rn cells with a true nucleus (eukaryotes - see page 65), DNA_ occurs in the chromosomes in the 

nucleus, along \vith protein. More than 50°,i> of a chromosome contains protein. While some of the 
proteins of the chromoson1e are enzymes involved in copying and repair reactions of DNA, the buUz 
of chromosome protein bas a support and packaging role for DNA. 

Wiry is packaging necessary? 

Take the case of hu1nan DNA. In the nucleus, the total length or the DNA of the chro1nosomes 
is over 2 m. We kno\.v this is shared out bet\.veen 46 chromoso1nes, and that each chromoso1ne 
contains one very long DNA molecule. Chro1nosomes are different lengths, depending on the 
nu1nber of genes they contain, but we can estimate that \.vi thin a typical chro1nosome of 5µm length 
(\vhere 1 µm = 1/ lOOOmm), there is a DNA molecule approximately 5c1n long. This means that 
about 50000µm of DNA is packed into 5µm of chro1nosome. 

This phenomenal packaging is achieved by coiling the DNA double helix and looping it around 
protein beads called nucleosomes, as illustrated in Figure Al.2.13. 

The packaging proteins of the nucleoson1e, called histones, are a basic (positively charged) protein 
containing a high concentration of amino acid residues ,vith additional basic groups (- NH), such as 
lysine and arginine (see also page 211, Theme B). In nucleoso1nes, eight histone 1nolecules combine 

to 1nake a single bead. Around each bead, the DNA double helix is wrapped in a double loop. 

Theme A: Unity and diversity- Molecules 
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■ Figure A1.2.12 D1rection, base pairing and hydrogen bonding between purine and pyrimidine bases in the DNA double hel1x 

A 1. 2 Nucleic acids 27 



how the DNA molecule 

to next 
nucleosome 

H 1 h,stone binds 
the DNA to the 
histone 'bead' 

Electron micrograph of metaphase chromosome 
(x 40 000) - at this stage the chromosome is at 
maximum condensed state 

is packaged in eukaryotes 

30nmI 
fibre 

DNA double helix 
wound round histone 
protein 'bead' - called 
a nucleosome core of nucleosome 

of eight histone 
molecules - forming 
a 'bead' structure 

DNA double helix 
wound twice around 
histone core the packaging of DNA in the chromosome 

■ figure A1.2 .13 , he nucleosome and supercoiling of DNA 

♦ Non-histone 
chromosomal protein: 
proteins that rem a in 
in the chromatin once 
histone proteins have 
been removed; they play a 
key role in the regulation 
of gene expression. 

7 Explain a main 

advantage of 

chromosomes 

being 'supercoiled' 

during the process 

of cell division. 

Ac cimes of cell division, ,vben cbe nucleus divides, the ,vhole beaded thread is coiled up, forming 

the chro1nacin fibre. The chromacin fibre is again coiled, and the coils are looped around a 'scaffold' 

procein fibre made of a non-histone chromosomal protein. This ,vhole structure is folded 

(supercoiled) into the much-condensed chromosome (Figure Al 2.13). 

Clearly, the nucleoson1es are che key structures in the safe scorage of these phenomenal lengths of 
DNA that are packed in the nuclei. However, nucleoso1nes also allo,v access to selected lengths of 

the DNA (particular genes) during transc1iption - a process ,ve ,viii discuss shortly. 

Tool 1: Experimental techniques 

Digital molecular modell ing 

A molecular visualization of DNA was created for the 50th anniversary of the 
discovery of the double helix. The dynamics and molecular shapes were based on 
X-ray crystallographic models and other data. You can observe an animation of the 
packaging of the DNA molecule in nucleosomes at: 

www.lindenbiomedical.com/animation 

We can conclude that the much smaller genomes of proka1yotes (organisms without a true nucleus, 
i.e. bacteria) do not require this packaging, as protein is absent from the circular chromosomes o[ 

bacteria. Here, the DNA is described as 'naked'. 

(e Common mistake 
A group of bacteria called eubacteria have DNA that is not associated with h1stone proteins - this is 
termed 'naked' DNA. Some students incorrectly use this term to describe DNA that is not enclosed 
in a nuclear membrane, as is the case in all bacteria. The term 'naked DNA' should be reserved for 
DNA that is not assoC1ated with histone proteins. 

- ■ Use of molecular visualization sof tware 
Molecular visualization softvvare can be used to study the association between the proteins and DNA 
,vi thin a nucleosome. This page shovvs DNA ,vrapped around a nucleosome: 
www.wehi.edu.au/wehi-tv/nucleosomes 
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♦ Bacteriophage: 
a vi rus that parasitizes 
bacteria (also known as 
a phage). 

I I I 
The life cycle of a 
virus is covered more 
fully in Chapter A2.3, 
page 88. 

A1.2 Nucleic acids 

Search ror your O\Vll itTJage of a nucleoso1ne using the Protein Data Ban l< (PDB); 

Access the PDB: www.rcsb.org/pdb/home/home.do 

1 At the top of the page, search [or 'nucleosomes' - this ,vill tal<e you to a list o[ i111ages. Select 

one - this \v ill cake you to a page that has an image of the nucleosome and information about ir. 

At the cop of the page, select 'JD vie\v'. This ,~iill sho1v you an image Lhac you can use your mouse 

to drag, rotate and zoom in and out of the structure. Alte111advely, you can ·select Orientation' 

from the menu on the right. 

2 Rotate the nucleosome so that you can see the t\VO copies o[ each histone protein, 1vith DNA 

,vrapped around each. Each protein has a ta il that extends out from the core. DNJ\ is wrapped 

nearly t,vice around 1·he octamer core. 

3 You can alter the in1age by selecting a different style of n1olecular visualization. The default is 
'Mol"' (Javascript)' but other options can be accessed on the 1nenu at the bottom right of the 

screen ('Select a different vie,ver'). lf jSmol' is selected, the structure can be seen using a vari.ety 

of different styles and colours. 

4 Access theJSmol vie,ver. Select 'colour by an1ino acid'. \\'hat role do the positively charged amino 

acids play in the association of the protein core \\'1th the negatively charged DNA? 

This site also has a molecular visualization of a nucleoson1e: 

www.mcb.ucdavis.edu/courses/jsmol/Nucleosomejs.htm 

I~ is possibly to modify the image using the selection underneath the visualization. For exa1nple, 
'Sho,v protein as cartoons'. The original view can be restored by clicking on 'Restore original view'. 

Count ho,v many times rhe DNA is vvound around the hisrones (to n1ake this easier. you n1ay 

,vant to 'Hide protein'). Count the nu1nber o[ histonc proteins (H2A. H2B. I-1.4 an<l l-l3). Note the 

tails coming from the histone core. The N-term inal tail that projects from the histone core for each 

protein is used in regulating gene expression through chem'ical modification . 

Another sire aUows you to download tree soft1vare co V1ew the three-din1ensional struccure of 

111olecules: https://pymol.org/2/ 

Thfs programme enables you 10 upload PDB files and allows you co zoom in and ro1a1e molecules. 

The Hershey and Chase DNA experiment 
Since about 50°,t, of a chromosome cons1Sts of protein. it is not surp1ising that scientists once 

speculated chat the protein of chro1noson1es n1ight be the infonnacion substance of the cell. 
For example, there is n1ore chemical 'variery' ,,vi.thin a protein than in nucleic acid. Ho,vever. this 

idea proved inco1Tect. 'vVe no,v kno1v chat the DNA of the chron1osomes holds the information chat 

codes For the sequence or amiJ10 acids (rom vvhich the proteins of the cell cytoplasm are synthesizet.l . 

I·Iow was Oris established? 

The evidence for the unique in1portance of DNA ,vas proved by an ex-perimenc carried out by 

t\VO experin1ental scientists, Martha Chase and Alfred Hershey, ,~rith a bacteriophage virus. 

A bacteriophage (or phage) is a virus that parasitizes a bacterium. A virus particle consists of a 
protein coal (capsid) surrounding a nucleic acid core. Once a virus has gained entry to a host cell , i~ 

111ay take over the cell's metabolism, s1vitching il Lo Lhe prodLtction of ne,v viruses. 'EvenLually, Llie 

remains of die host cell break clo,vn Oysis) and the new virus particles escape - no1v able ro repeat 
the infection in ne\v host cells. The life cycle of a bacteriophage, a virus 1vich a complex 'head' and 

·tail' srrucrure, is sho1¥11 in Figure 1-\.1.2.14. 
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electron micrograph of bacteriophage 
infecting a bacterium 

structure of the phage steps to replication of the phage 

1 The phage attaches to the 

■ Figure A1.2.14 The life 
cycle of a bacteriophage 

■ Figure A1.2.15 
The Hershey-Chase 
experiment 

'head' of --1 
protein 

'tail' of 

baseplate o r protein 

bacterial wall and then injects t he virus DNA. 

2 Virus DNA takes over the host's synthesis 
machinery. 

3 New viruses are assembled and then escape 
to repeat the infection cycle. 

In 1952, Chase and Hershey used a bacteriophage that parasitizes the bacterium Escherichia coli 

to ansv1er the question of whether genetic infor111ation lies in the protein coat (capsid) or the DNA 

(core) (Figure Al.2.15). 

T~vo batches of the bacteriophage ,vere produced, one with radioactive phosphorus atoms (32P) builr 
into the DNA core (so here the l)NA ,vas labelled) and one ,vith radioactive sulfur acorns (355) built 
into the protein coat (here the protein ,,vas labelled). Note that sulfur occurs in protein, but there 
is no sulfur in DNA. Like,vise, phosphorus occurs in DNA, but there is no phosphorus in protein. 
So, ,ve can be sure the radioactive labels ,vere speci fie. 

Is it the protein coat or the ONA of a bacteriophage that enters the host cell and tal<es 
over the cell 's machinery, so causing new viruses to be produced? 

355 remained outside the cells 

32p 

32p in cells 

bacteriophage 
reproduction 

bacteriophage 
reproduction 

32P present in 
viruses formed 

lysis 

Only the DNA part of the virus got into the host cell (and radioactively labelled DNA was present in t he new viruses 
formed). It was the virus DNA that controlled the formation of new viruses in the host, so Hershey and Chase 
concluded that DNA carries the genetic message. 
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8 Deduce what 
would have been 
the outcome of 
the Hershey- Chase 
experiment (Figure 
A1.2.15) if protein 
had been the 
carrier of genetic 
information. 

A 1. 2 Nucleic acids 

"l\vo identical cultures o[ E.coli ,vere infected, one vvith the 31P-labelled virus and one ,vith the 
355-labelled virus. Subsequently, radioactively labelled viruses ,vere obtained only from the bacteria 
infected \Vith virus labelled ,vith 32P. ln fact, the 355 label did not enter the host cell at all. Chase and 
Hershey's experiment clearly de1nonstraced that it is the DNA part of the virus vvhich enters the host 
cell and carries the generic infonnation for the production of ne,v viruses. 

ATL A1 .2D 

Find out more about Alfred Hershey and his work with Martha Chase using this site: 
www dnaftb.org/18/animation html Select 'animation'; and cl ick on the icon 'jump to' to move to 
the fourth section where Alfred Hershey discusses his research on bacteriophage genetics. 

rio,..,. • ~I nh I ""'"' nf. erionro - -
The Hershey- Chase experiment illustrates how technological developments can open up new 
possibilities for experiments. When radioisotopes ~vere made available to scientists as research tools, 
the Hershey- Chase experiment became possible. 

After the nuclear explos1ons over Japan at the end of the Second World War, the US government 
publicised the peacetime benefits of nuclear knowledge through nuclear power and the medical 
uses of radioisotopes. The availability of reactor-produced radioisotopes equipped virus researchers 
(and biochemists more generally) with a valuable new research tool. Isotopes are especially sui table 
for studying the dynamks of chemical transformation over time. through metabolic pathways or 
life cycles. 

Chargaff's data on the relative amounts 
of pyrimidine and purine bases 
The discovery of the principle of base pai1ing by Warson and Ctick ,vas the result or their 
interpretation o( the ,vork of E1, vin Charga[. ln 1935, Chargaff had analysed the composition of 
DNA rrom a range of organisn1s and found rather remarkable patterns. Apparently, the significance or 
these patten,s ,vas not in1n1ediately obvious to Chargaff, though. 

His discoveries were: 
• che numbers of purine bases (adenine and guanine) ahvays equalled the number of pyrimidine 

bases (cytosine ancl thymine) 
• the number of adenine bases equalled the number of thymine bases, and Lhe number of guanine 

bases equalled the number o [ cy1osine bases. 

Vlhat does thi.s n1ean? 

The organic bases found in DNA are of two distinct types ,vith contrasting shapes: 

• cytosine and thy1nine are pyrimidines or single-ring bases 
• adenine and guanine are purines or double-ring bases. 

Only a purine \VUl fit v,rith a pyrimicl.ine bet\veen the sugar-phosphate backbones, ,vhen base pairing 
occurs (Figure Al .2.6, page 41). So, in DNA adenine must pair v.-'i th Lhymine, and cytosine 1nust paLr 
,vith guanine. 
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f'o "lature nf ,r-1ence: Fals1ficat1an 

The problem of induction 

Biology is not a body of unchanging facts, but a process of 
generating new biological knowledge, theories and laws, 
using the scientific method. There is no single agreed scientific 
method, but a number of variations, all of which can be used to 
generate new scientific knowledge. The scientific method you 
will be familiar with from your practical work (investigations) is 
known as the Baconian or inductive scientific method. 

The inductive scientific method begins with observations 
and the collection of raw data. The data are analysed and a 
hypothesis is generated. An investigation is then designed to 
test the validity of the hypothesis. A general theory may then 
be generated from the specific data and the hypothesis. 

Biologists use both inductive and deductive reasoning to study 
biological problems. 

Inductive reasoning (Figure A1 .2.16) is sometimes termed the 
'bottom up' approach. When inductive reasoning is used, 
specific observations and measurements may show a general 
pattern. This may then lead to a hypothesis that can be 
further explored and may also lead to the drawing of some 
general conclusions. 

deductive 
reasoning 

-
General j 
princtple_ l Special 

case 

inductive 
reasoning 

■ Figure A1.2.16 Deductive 
versus inductive reasoning 

In this case, one might construct an inductive argument along 
the following lines: 

Organisms A, B and C all have characteristic X. 

Therefore, all items in the same class as A, B and C probably 
also have X. 

For exam pie: 
This sawfly stung rne. It 1s a hymenopteran. 
This wasp stung me. It is a hymenopteran, 
This fire ant stung me. It 1s a hymenopteran. 

There is a pat tern here: it might seem that all hymenopterans 
(a large order of insects) have stingers. 

One potential issue here is the problem of induction. Using 
data from many specific observations discovered in the past 
to create general observations about what will always happen 
in the future, is to assume; namely that the future will be just 

the way it was when you gathered your data. But you may 
be as yet unaware of something in your past observations 
which means the generalisation is not true. For example, many 
hymenopterans (stingless bees and ants, male honeybees 
(drones), etc.) do not have stingers. Perhaps your previous 
observations only happen to be of those hymenopterans 
that did have a stinger, you just never saw all the others that 
did not! (You might not discover this unless you test every 
single hymenopteran species for stinging capability, and this is 
sirnply impractical.) 

Inductive reasoning involves forming generalisations from 
specific examples. Biology uses inductive reasoning -
generalisations based on empirical evidence - as the basis of 
fts justification for knowledge A reliable sclentific conclusion 
will be based on a large number of repeated investigations. 

However, inductive reasoning can never give certainty. We also 
cannot be sure that the generalizations made in the past will 
continue to hold in the future. The impossibility of reaching 
certainty through induction is known as the 'problem of 
induction'. Inductive generalisations (biolog1eal theories) may, 
therefore, be shown to be vvrong by new data and should only 
be thought of as 'tentative'. A single counter-example falsifies 
an inductive conclusion. (However, some theories, such as cell 
theory or the 'theory of gravity', are so well confirmed that 
there is little room for rationally doubting them.) 

As a counter to the view that scientists are simply looking for 
further data to confirm their hypotheses (which are always 
only tentative anyway), the philosopher Karl Popper rejected 
the idea that science creates new knowledge by inductive 
steps. He suggested that scientists may work intuitively and 
creatively to generate a hypothesis before collecting data. This 
guides the scientist to plan and carry out investigations Lo 
collect data to test Lhe hypothesis. The data will then either 
support the hypothesis or fa lsify (i.e. disprove) the hypothesis, 
but the falsifying data are actually more helpful in developing 
knowledge. Popper suggested that falsification is an 
important part of the scientific process because a hypothesis 
which is confirmed after one or many experiments, may yet 
for some unknown reason be falsified later. However, if a 
hypothesis is shown to be false, then genuine knowledge is 
gained: the hypothesis is not true. 

The Russian-American biochemist Phoebus Levene (1 869-
1940}, who discovered ribose sugar in 1909 and deoxyribose 
sugar in 1929, suggested (incorrectly, with hindsight) the 
structure of nucleic acid as a repeating tetramec He cal led the 
phosphate-sugar-base unit a nucleotide. 
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♦ Falsification a 
process used by scientists 
in which a hypothesis is 
tested by trying to show 
that it is fa lse. Where a 
hypothesis cannot be 
shown to be false after 
repeated experiments 
conducted by different 
groups of scientists, it 
is considered a strong 
hypothesis. 

A 1. 2 Nucleic acids 

Levene did not recognize that the compositions of nucleic acids were organism-specific, and he 
did not recognize that in organisms the four nucleotides are not present in equal amounts. This 
was due to the inaccuracy of the analytical techniques available at that time, which did not al low a 
reliable determination of the relative amounts of nucleotides in nucleic acids. 

It was only in the second half of the 1940s that Erwin Chargaff established the organism-specificity 
of nucleic acids and the special relationships among the clmounts of nucleotides in any organism. 
The tetranucleotide hypothesis became obsolete after the structure of DNA was determined, since 
it was realized that a structure in which a four-member unit is being repeated could not carry the 
genetic information that must be involved in heredity. 

The tetranucleotide hypothesis, and Chargaff's falsi fication, is an example of how the problem of 
induction can be addressed by the certainty of falsif ication. In this case, Chargaff's data falsified the 
tetranucleotide hypothesis that there was a repeating sequence of the four bases in DNA. 

What rriakes RNA more likely to have been the first genetic material, rather than DNA7 
How can polymerization result in emergent properties? 
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♦ Greenhouse gas: 
the heating caused 
by the atmosphere on 
Earth's surface because 
certain atmospheric gases 
absorb and emit infrared 
radiation. 

♦ Greenhouse 
effect: process in which 
greenhouse gases trap 
outgoing long-wave 
radiation from the Earth, 
causing the planet to be 
warmer than it would 
otherwise be. 

1 Compare and 
contrast the 
atmospheric 
conditions of the 
early Earth with 
the atmosphere 
of today. 

Guiding questions 

• W hat plausible hypothesis could account for the origin of life? 

• What intermediate stages could there have been between non-living matter and the 
first living cells? 

This chapter covers the following syllabus content: 
► A2.1 .1 Conditions on early Earth and the pre-b iotic formation of carbon compounds 

(HL only) 
► A2.1 .2 Cells as the smallest units of self-sustaining life (HL only) 
► A2.1 .3 Challenge of explaining the spontaneous origin of cells (H L only) 
► A2.1 .4 Evidence for the origin of carbon compounds (HL only) 
► A2.1.5 Spontaneous formation of vesicles by coalescence of fatty acids into spherical 

bilayers (HL only) 
► A2.1 .6 RNA as a presumed first genetic material (HL only) 
► A2.1.7 Evidence for a last universal common ancestor (HL on ly) 
► A2.1.8 Approaches used to estimate dates of the first living cells and the last universal 

common ancestor (HL only) 
► A2.1.9 Evidence for the evolution of the last universal common ancestor in the vicinity 

of hydrothermal vents (HL only) 

Conditions on early Earth and the pre-biotic 
formation of carbon compounds 
Around 4.3 billion years ago, 1nuch of the surface of the Earth ,vas n1olten rock. This ti1ne is kno\vn as 
the Hadean eon (from Greek n1ythology where 'Hades' is the God of the Underworld, and the term is 
associated ,vith 'Hell', indicating the conditions on Earth at the time). As Earth cooled, gases released 
by volcanic activity formed the atmosphere. The atn1osphere included a,nmonia (NH), nitrogen, 
methane, \vater and significantly higher levels of carbon dioxide con1pared to today's annosphere (see 
Figure Al.1.1). Both 1nethane and carbon dioxide are greenhouse gases - this 1neans that they 
absorb and react with infrared radiation e1nitted from the surface of the planet, causing the surface of 
the Earth to heat up, resulting in higher temperatures (a process kno,vn as the greenhouse effect). 

The atmosphere today has relatively high levels of oxygen, essential for sustaining life. Also important 
for the preservation of life on the Earth's surface is the presence of ozone in the stratosphere 
(Figure A2.12) Ozone (0

3
) is formed naLurally through the interaction of solar ultraviolet (UV) 

radiario11 ,vith molecular oxygen (0). On r.he early Earth there \1/as a lack of free oxygen and, 
therefore. ozone in the atmosphere, resulting in uluaviolet light penetration and high levels of U\T 

light at the surface of the planet.. U\T radiation 3.7 billion years ago was 100 r.imes more intense than 
today. lJ\T causes damage to DNA and causes i1 to mutate - lower levels of UV allow life to exist on 
the surface of the Earth coday. 
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The early Earth 
Most of the surface 

was covered by volcanoes 

Earth's early atmosphere 
Most of the atmosphere 
was carbon dioxide and 

water vapour 

4% ---~ ~--- traces of 
water vapour nitrogen, 

95% 
carbon dioxide 

average surface 
temperature above 400 •c 

ammonia, 
methane 

The Earth today 
Most of the surface 

is covered by oceans 

Earth's atmosphere today 
Most of the atmosphere 
is nitrogen and oxygen 

~--- traces of 

21% 
oxygen 

78% 
mtrogen 

aver age surface 
temperature 20°c 

carbon dioxide, 
water vapour, 
ammonia, 
methane 

■ Figure A2.1.1 The atmosphere of the early Earth and the atmosphere today 

The conditions on the early Earth may have 
caused a variety of carbon compounds to 
form spontaneously by chemical processes 
rhat do not occur no\v. If energy \Vas added 
to the gases that n1ade up Earth's early 
atn1osphere, the building blocks of life (for 
example, amino acids, peptides, ribose, 
nucleobases, fatty acids, nucleotides and 
oligonucleotides) could have been creaLed. 
The idea that high energy or UV radiation 
led to the formation o[ the [irst biological 
molecules is called the 'primordial (or pre
biotic) soup' hypothesis and was 01iginally 
proposed independently by Alexander 
Oparin in 1924 andJBS Haldane in 1929. 

1-lo\vever, high-energy UV lighr. is 
destructive of the chen1istry of early life. 
vVhen a molecule is destroyed, iL is broken 
into smaller, very reacrive pieces that 
undergo additional reactions, eventually 
recombining co forn1 larger high-energy 
n1olecules. For exan1ple, pyruvic acid, a 
molecule LhaL is cenrral to key metabolic 
pathways in cells, forms larger molecules 
when dissolved in ,vater and illu1ninaced 
wirh UV light 

2 List the gases 
which cause the 
greenhouse effect. 

Research has sho,.vn rhat the bases of nucleotides are extremely efficient at reducing the harmful effects 
of UV radiarion, thereby protecting rhe pentose sugar and phosphate components of nucleic acids. In 
the presence of strong UV light, RNA was sho\vn to be more likely co forn1 chains than other 
molecules. It is therefore possible chat the l1igh UV levels on primordial Earrh, rarher than being an 
obstacle co che origin of life, t11ay have acted as a selection factor that drove the process £01,vards. 

A2 .1 Origins of cells 

c, 

-- t 
Troposphere 
(0-10 miles) 

t 

■ Figure A2.1.2 Ozone a bsorbs the most energetic frequencies of ultraviolet radiation, 
known as UV-C and UV-8, which are frequencies that harm living organisms 
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I 111k 

Plasma membranes 
are covered in detail 
in Chapter B2. 1, 
page 223 . 

I ink 
Natural selection is 
covered in Chapters 
A4. 1, page 140, and 
D4.1, page 779. 

I it 1-r 

For more on 
Darwinian evolution, 
see Chapter A4.1, 
page 140. 

I l11k 
V iruses are covered 
in detail in Chapter 
A2.3, page 88. 

Cells as the smallest units of self-sustaining life 
Cells are me fundarnenlal self-sustaining unils of life rhac reproduce via cell division. All presen1-day 

cells are believed to have evolved from a common ancestral cell that existed around 4 billion years ago. 

AU cells are enclosed by a plasma membrane that separates the inside of the cell from ics 

euvirouu1ent. All cells contai.n DNA to store genetic infonnation and use it as a ten1plate for the 

synthesis of RNA molecules and proreins. 

The identification of cellular life processes, e.g., respiration, nutrition, reproduction and so on (see 

also page 73), does not define lile and it does not e>,.'Plain ho,v life appeared. The three principles 

belo\v can be used to define life: 

• Living organisms must be able t:o evolve through natural selecrion. This requires 1hen1 to be able 

to reproduce and have a hereditary systen1 that must shov, genetic variation. 

• Life forms are contained and separate from. bur in cotnmunicarion ,viih, their surrounding 

environment, like a cell. 

• Life forn1s are chemical and physical 'machines' that receive and respond. to information. 

There is also a need to take a syste1ns approach and not just to vie\V life as si1nply a large set of 

biochemical reactions at the 111olecular level. Systems biologists vi.ev,i living organisms as con1plex 

systems that process infonnation about themselves and ~hei.r environmenL 

NASA's working definition oflHe is: 'life is a se::l[-sustaining che1nical system capable ofDarwinlan 

evolution'. This definition of ' life' would include viruses, but many of the problems in arre1npting to 

define life are because there is only one exan1ple - life on Earth - where all the organisms have the 

same basic biochemistry. ll is therefore difficult to disLinguish \vhich properties of life on Earth are 

unique and ,vhich are needed in a general sense to qualify as ·life·. The 1uost pro1nising place for life 

in our solar sysrem is probably Mars since it may have sub-surface pockets of water. 

However, son1e scientists have proposed that life could evolve on other planets in the universe using 

a liquid other than \vater, e g., ammonia. If these hypothetical organisms existed, they 1night be 

described as \veird lile' because they ~Mould have to be funda1nentaUy different from terrestrial life 

Viruses are regarded as non-living. Vin1ses are non-cellular and therefore lack organelles to can·y 

out 1netabolism independently, e.g., releasing energy in d1e form o(ATP (see page 67) and protein 

synthesis. They can only replicate inside living cells using their cellular components. 

Ho\veve.r, viruses do have son1e features o[ living organisn,s. They do not respond to stimuli fron1 their 

surroundings and do not exh ibit homeostasis (me keeping of internal conditions within narro\v li1ni1s, 

such as temperature), but they do respond to external stimuli, such as evading immunity, adapting to 

drug treatment (,virh antivirals) or changing host range by mutation (especially RNA viruses). 

Viruses contain hereditary n1aterial in the forn1 of nucleic acids (DNA or RNA) with genes that 

code for speci fic s1 ruclures, e.g. capsid coa1 proteins, and reverse rranscriptase and in1egrase 

(for retroviruses). 

The genomes of viruses are prone to rapid mutation and are one factor in the evolution of vin1ses by 

natural selection. Many viruses can engage in a torm of reco1nbination kno\vn as genetic sbift. 

The spontaneous origin of cells 
Cells are consistent across all biological systems and are highly co1nplex structures that can currently 
only be produced by the division of pre-existing cells. 1 Io,vever, the first cells must have had non

biotic (non-biological) 01igins, and one of the 1nost in1portant questions in biology is ho,v did these 

first cells evolve? Answers may be found by looking at I he features of cells and rhen considering how 

tl1ey first evolved and appeared. 
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All cells have three comn1on features: 

1 a stable, partially permeable n1embrane Lhat surrounds cell components 

2 genetic material that can be passed on ,vhen nev.r cells are formed, and wh ich controls the 
fu nction and behaviour o( cells 

3 metabolic processes that allo\v energy generation, enabling gro,vth, self-maintenance 

and reproduction. 

In biology, the term 'evolution' speciFically n1eans the processes that have transformed life 

on Earth l"rom its earliest beginnings to the diversity of forms \Ve kno\v about today, living 
and extinct. It is an organizing principle of modern biology. It helps us make sense of the 
~,ays living things are related to each other, for example. 

Genetic 
material 

Me~abolic 
processes 

The evolution of Ii [e in geological time has involved major steps - none more so than 
the origin of the first cells. Unless these first cells arrived here fron1 some,vhere else 

LIFE 

Membrane 
compartment 

■ Figure A2.1.3 Three factors 
essential for sustaining life 

3 List the three 
common features 
shared by all cells. 

4 Outline the steps 
that would be 
needed for the 
formation of living 
cells from non
living materials. 

A2 .1 Origins of cells 

in tbe universe, they 1nust have arisen fro1n non-living materials, starting from the 
components of the Earth's atmosphere at the time. We can only speculate about these 

very first steps. 

• • • 
The common features of all cells have allowed a large diversity of forms to 
evolve over a period of some 4 billion years. 

Following on From rhe discussion above, rbe formation ofhving cells fron1 non-living materials 
,vould have required the follov,ing steps: 

• the synthesis of simple organic molecules, such as sugars and amino acids 
• the assen'lbly of these n1olecules into polyn1ers (page 39) 
• the development of self-replicating molecules, such as the nucleic acids 
• the retention of these molecules within n1embranous sacs, so that an internal chernisrry 

developed, different fron1 the surrounding environment. 

As 1vell as the features shov.1n in Figure A2.l.3, and the processes listed above, these elements n1ust 
have spontaneously self-assembled r.o form the first cells. 

The origin and the evolution of the earliest cells are among the most intriguing topics being 
debated in the scientific community. Traditionally, two approaches have been used to understand 
how life on the Earth originated. The bottom-up approach, favoured by chemists, for example 
Miller's experiment (see Figure A2.1.4, page 39), attempts to reconstruct the conditions of primitive 
Earth. The top-down approach is favoured by biologists, who study modern organisms to find the 
relics of their ancestors to reconstruct ancient metabolic pathways and molecular processes. 

However, knowledge about evolutionary history is not restricted to perfectly replicating a point in 
the geological past or finding fossils. Biologists interested in chemical evolution or the emergence 
of the first protocell can carry out experiments to test the mechanisms upon which a theory rests 
- and can do so in laboratory conditions that match what scientists do know about conditions 
that li kely existed somewhere on the pre-biotic Earth. However, one of the problems of testing 
hypotheses in this way is that the exact conditions on pre-biotic Earth cannot be replicated. 
This approach can be illustrated for the three main competing theories for the origin of life. 
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♦ Protocell: pre-cellular 
or cell-like entity, e.g. a 
lipid droplet with a few 
molecules inside 

Claims in science, 
including hypotheses 
and theories, must be 
testable. In some cases, 
scientists struggle 
with hypotheses that 
are difficult to test 
In this case, the exact 
conditions on pre
biotic Earth cannot 
be replicated and the 
first protocells did not 
fossil ize. 

■ The three competing theories for t he origin of life 

1 Protocell-first 

A cell-like compartment that had a basic metabolism but lacked a fully developed genetic system; 

it arose spontaneously with the ability to grow and then divide into daughters that tended to 

resemble the n1other cell. These protocells evolved adaptively until they eventually acquired a 
genetic system (likely RNA, then later DNA). 

San1ple prediction: cell-like units capable of growing and dividing ,vithout genetic molecules could 
be engineered or, better still, be seen to arise spontaneously in the laboratory under controlled 

conditions. The exact nature of the earliest cells ,vould be difficult to prove, ho,vever, because the 

first protocells did not fossilize. 

2 Gene-first 

A genetic molecule (thought to be RNA) or a small set of genetic n1olecules arose spontaneously, 

capable o( replication. The replicators evolved adaptively by natural selection, funning genetic 

variants that could assemble a cell n1embrane and start n1etabolising. 

Sample predictions: a context could be fou nd in ,,vhich complex RNA molecules form spontaneously; 

spontaneously arising RN As can sho,v collective self-replication and open-ended evolution, 

3 Metabolism-first 

A self-sustain ing system or simple reactions, capable of feeding on nutrients and energy arose 

spontaneously, perhaps adsorbed on to a mineral surface. The chemical mixture evolved adaptively, 

eventually evolving cells (perhaps via selection for dispersal) and genetic sysrems (perhaps via 

selection for catalysis of metabolic reactions) 

Sample predictions: chemical mixtures given a flux of nutrients/energy in the laboratory should 
sometimes demonstrate autocatalysis and sho,v evidence of adaptive evolution; aucocacalytic reacLion 

systems can produce lipids and genedc polymers. 

Many scientists favour the metabolis1n-first theory because rapid gro,vtb, replication and division, 

v-1hich are essential processes for protocells' evolution, all require significant amounts of energy. 

«.?)fe TOK 
= Knowledge that is beyond the capability of soence is perhaps knowledge that we do not have 

the technology to discover at this current moment in time. Although it is possible to investigate 
the origin of the first cells, this is not something that can be verified as it ,s not possible to check 
whether the hypotheses are true. The validity of hypotheses regarding the origin of life can only be 
tested by accumulating evidence that supports a particular theory. What knowledge, if any, 1s likely 
to always remain beyond the capabilities of science to investigate or verify? 

Evidence for the origin of carbon compounds 
The molecules that n,ake up living thi ngs are built mainly from carbon, hydrogen and oxygen, ,vith 

some nitrogen, phosphorus and sulfur; a small number of other elements are also present (metals 

and their ions are very i1nportant in living organisms), Today, living things make tl,ese molecules by 

the action of enzymes in their cells, but for life to originate from non-living material , the fi rst step 

,vas the non-living synthesis of simple organic n,olecules. 
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Apparatus like this has been used with various gases 1·0 investigate 
1he organic molecules that may be synthesized. 

SL Miller and HC Urey (1953) investigated hovv simple 
organic 1TJolecules 1night have arisen fron1 the chemicals 
present on Earth before there \vas life. rhey used a reaction 
vessel in ,.vhich specific environmental conditions could possible atmospheric 

gases introduced, e.g. 
CH4, NH3, H2 

steam (t-120) --tt 

stopcock for 
removing - --v~ 
samples 

boiling -~'--"' 
water 

heal ----; 

spark from elec1rodes 
simulates lightning 

cooling -+ 
condenser 

be reproduced (Figure A2.l .4). For example, strong electric 
sparks (si1nulating lightning) \vere passed through 111ixtures of 
111ethane, am1nonia, hydrogen and ,vatervapour [or a period 
of time. They discovered that an1ino acids (so1ne kno\vn 
components of cell proteins) ,vere fonned naturally, as 'A1ell as 
other co1npounds. 

This approach confirmed tbar organic molecules can be 

sy,1thesized outside cells, in the absence of oxygen. 

The experiment has subsequentl>7 been repeated. sometimes 

using different gaseous mixtures and other sources of energy 

(ulcravioler radiation, in particular), i.n simdar apparatus. 

■ Figure A2.1.4 Apparatus for simulating early chemical evolut ion 

The products have included amino acids, faery acids and sugars 

such as glucose. In addition, nucleotide bases have been 

forl'ned and, in some cases, simple polymers of all these 

1nolecules have been found. So, we can see hov,r il is possible 

lhal a wide range of organic compounds could have formed on 

the pre-biotic Earth, including some of rhe building blocks of 

the cells of organisms. 

To what extent can you 
argue that Miller and 
Urey's experimental 
response to a 
seemingly insoluble 
issue was a uniquely 
scientific response? 

♦ Polymerization: 
process by which 
relatively small molecules, 
called monomers, 
combine chemically to 
produce a larger molecule 
called a polymer. 

A2 .1 Origins of cells 

ATLA2.1A 

Carry out further research ,nto Stanley Miller and Harold Urey's work on synthesizing organic 
molecules in a pre-biotic world: www.doaftb org/26/animation.html 

What first led Urey and Miller to study the origin of life on Earth? What research came before 
them, and what work followed their discoveries? 

■ Assembly of the polymers of living organisms 
Por poly,ners to be assembled in the absence of cells and enzy,nes would have required a 

concentration of biologically important molecules such as monosaccha1ides (simple sugars - the 

building blocks for polysaccharides), a1nino acids (building blocks for proteins) and fatty acids (for 

lipid synLhesis). They ,vould need to con1e together in 'pockets' \vhere further chemical reactions 

beC\veen them ,vere possible. Clays have been sho,vn to be important in the polymerization of 

,nonomers - Lhey promoLe phosphodiesLer bond formation (see page 18) by binding and 

concentrating nucleotides. Microscopic layers of clay may have played a similar role in the formation 

of the firsr polyribonucleoticles. This might have happened in \.Vater close ro lava flows from 

volcanoes or at the vents of submarine volcanoes where the environment is hot, the pressure is high 

and the gases being vented are often tich in sulfur con1pounds (e.g. T-1
1
S) and oilier compounds. 

There is some evidence for Lhe latter (see page 47). 



♦ Evaluation: make an 
appraisal by weighing 
up the strengths- and 
limita tions. 

♦ Accuracy: how 
close to the true value a 
result is. 

♦ Precision: describes 
the reproducibility of 
repeated measurements 
of the same quantity and 
how close they are to 
each other. 

♦ Amphipathic;: a 
molecule that has two 
different affinities - a 
polar end that is attracted 
to water and a non-polar 
end that is repelled by it_ 

♦ Microsphere: a 
microscopic hollow 
sphere made from a lipid 
bilayer_ 

♦ Vesicle; membrane
bound sac. 

■ Evaluating the Miller-Urey experiment 

Inquiry 3: Concluding and evaluating 

Evaluating 

An evaluation is an important procedure towards the end of a scientific invest igation. 
Did you demonstrate your hypothesis? What were the limitations and strengths of the 
investigation? How could you improve the experiment? What else could you measure 
or change? 

When commenting on limitations, consider the procedures, the equipment, the use of 
equipment, the quality of the data (for example, their accuracy and precision) and the 
relevance of the data. To what extent may the limitations have affected the results? 
Propose realistic improvements that address the limitations. 

The conditions of the MilJer-Urey experiment \Vere believed at Lhe Li1ne (1953) to simulate tl,e 

atmosphere of early Earth, ,vhich was assumed to be reducing (hydrogen rich) and rich in methane, 

However, current thinking is thar. 1nethane \Vas in low abundance in Lhe early atmosphere (e,-xcepL 

perhaps for brief periods), ,vith carbon largely in the form of carbon dioxide (OA)'gen rich). Also, the 

Miller-Urey experimenL used electrical discharges raLher than UV lighL Lo simulate high-energy 

input into t.he early 'Earth system. Ho,vever, organic 1nolecules such as amino acids and bases are 

generated ,.vhen carbon dioxide, nitrogen and ,vaLe-r are subjecLed Lo ionizing (nuclear) radiacjon and 

ultraviolet lighL, as ,veil as electrical discharges. 

Despite the success of the experiments of Miller and Urey, efforts to reproduce the conclirions of 

pre-biotic chen1istry have not until recently succeeded in generating nucleotides. Nucleotides have 

UO'A' been chen1ically synthesized via a new approach involving four si.rnple organic molecules -

cyanan1ide, cyanoacetylene, glycolalclehycle and glyceraldehyde - tbat are reaclilyproduced under 

reasonable pre-biotic conditions. 

Spontaneous formation of vesicles 
Ali cells are made from n1embranes chat separate genetic material and chen1ical reactants in 
metabolic processes from the external environ1nenr. It is likely that the earliest cells, or prococells, 

,vere formed from basic men1branes. 

But ho,v did these protocells Jonn? 

Fatty acids are li.kely to have forn1ed the con1po11encs of protocell n1embranes because they are 
amphipathic, ,vhich means that they have a polar end that is attracted to water and a non-polar end 

that is repelled by it. Scientists have shown tbat if a few lipid n1olecules are in water, they form a 
monolayer on the surface of ,vater and, ,vith 1nore li.pid present, bilayers form. Lengths of these 

bilayers are li.kely co have formed microspheres (Figure Al .1.5) or very small vesicles. Vesicles 

therefore fon11 spontaneously (i.e. ,vithout an external cause or stimulus) by coalescence of fatty acids 

into spherical bilayers. 

Perhaps simple microspheres, surrounding a portion of a pre-biotic 'soup' of polymers and 

n101101ners, ,vere the forerunners of cells. These may have frn111ed n1embrane systen,s ,vi.th 

a distinctive internal chen1istry, as they developed a che1nical environn1ent different Erom 

tbeLr surroundings. 

Theme A: Unity and diversity- Cells 



Linl 
Phospholipids and 
cell membranes are 
covered in detail 
in Chapters B1.1, 
page 202, and B2.1, 
page 223. 

♦RNA world: 
hypothesis that proposes 
that the earliest life forms 
(protocells) may have used 
RNA alone for the storage 
ot genetic materia I. 

As nucleic acid is in 
all living organisms, 
this suggests a 
means by which 
the first cells arose. 

A2 .1 Origins of cells 

1 mineral surface/ 2 3 

■ Figure A2.1.5 Steps in the formation of microspheres 

Cell membranes are n1ade fron1 1nodified lipids, called phospholipids, which have structures \'lith 

hydrophobic tails and hydrophilic heads. It is likely that fatty acids rather than phospholipids fanned 

the first me1nbranes as they are chen1ically sin1pler than phospholipids. 

The evolution of cell me1nbranes, fron1 primitive ro n1ore n1odern, n1ay therefore have follo"1ed the 

[ollo,ving path,.,,ay: 

• Prococells fanned from fatty acids. Fatty acids are extremely stable compounds and may have 
accumulated co significant Levels on the early Earth. 

• Condensation of fatty acids \vith glycerol to form triglycerides, a highly stabilizing men1brane 

component. 
• Phosphorylation (the addition of a phosphate to the triglyceride) [orn1s the si1nplest phospholipid. 

RNA as a presumed first genetic material 
For the evolution of life from a mixture of polymers and their monomers, two special situations need 

to emerge: 

• a 'self-replication' system 

• an ability to catalyse chemical change. 

Today in living cells these essential situations are achieved by DNA, the hon1e o( the genetic code, and 

enzymes, ,vhich are typically large, globular protems (see Chapter Cl.I, page 380). Ho\1/ever, neither 

of these have been synthesized in any experin1encs that repeat Miller and Urey's demonsu·ation of 

how biologically important molecules might have been synthesized in the pre-biotic ,vorld. 

So what n1ay have filled the roles~( DNA and en:zyn1es in the origin ~(life? 

i\ likely ans\ver came as a by-product of a genetic engineering experiment, investigating the enzymes 

needed Lo join short lengths of RNA. It was discovered that RNA, as \vell as being inforrnat.ion 

1nolecules, may also function as enzymes. Perhaps shore lengths of RNA combined the roles of 

information molecules and enzymes in the evolution of life itself. 

ln Cb apter Al.2, ,ve explored the su-ucture of RNA and its sitnilaiities and differences to DNA. 

We have also seen how hydrogen bonds bet,veen adjacent bases confer stability in DNA_ 1nolecules 

Messenger RNA (n1RNA) is clearly a simpler n1olecule than DNA (it is single stranded rather than 

double stranded), and hydrogen bonds can occur benveen nucleotides in the same chain, causing 

RNA to fold up in a unique way, determined by its nucleotide sequence. This tolding can confer 
enzymatic properties on tbe R}JA - a property that \>vould have been needed in the earliest fonns ol' 

life. This is kno,vn as the RNA world hypothesis. 
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♦ Central dogma: the 
idea that t he transfer of 
genetic information from 
DNA of the chromosome 
to mRNA to protein 
(amino acid sequence) is 
irreversible. 

The idea that 
information always 
flows in this direction 
(DNA to RNA to 
protein) in cells was 
called the central 
dogma of cell biology, 
implying it was always 
the case. However, in 
retroviruses such as HIV 
(see Chapters A2.3 and 
C3. 2), the information 
in RNA in the 
cytoplasm is translated 
into DNA within a host 
cell and then becomes 
attached to the DNA of 
a chromosome in the 
host's nucleus. 

ATLA2.1B 

Crick's original 
formulation of the 
central dogma was: 
'Once information has 
got into a protein it 
cannot get out again.' 

What did he mean by 
this statement and 
how does it allow for 
reverse transcription, 
retroviruses and other 
biological phenomena? 

Read about Crick's 
ideas here; www.ncbi 
nlm.nih.gov/pmc / 
articles/PMC5602739 

♦ Ribozyme: RNA 
molecule capable of 
actfng as an enzyme. 

■ The RNA world 
The central dogma of n1olecular biology is that DNA 1nakes RNA, ,vhich 1uakes protein 

(Figure A2.1.6). Nucleic acids are required for protein synthesis, but proteins are required to 

synthesize nucleic acids. This 1uakes it difficult to see how this interdependent systei11 could have 

evolved by natura l selection. 
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■ Figure A2.1.6 The central dogma showing flow of information from DNA to mRNA to proteins 

One vie\.v is chat an RNA world existed in protocells before modem cells containing DNA and 

proteins. According to the RNA world hypothesis, RNA is now an intermediate ber,veen genes and 

proteins, but it scored genetic information and catalyzed chemical reactions in protocells. Only later 

in evolutionary rime did DNA take over as the genetic 1naterial and proteins become the u1ajor 

catalyses and structural components of modern cells. 

However, there still appear to be relics of the RNA world in n1odem cells. RNA prin1ers (short nucleic 

acid sequences) are used in eukaryotic DNA replication, and ribosomal RNA appears to be involved 

in the catalysis of peptide bond fonnanon in the riboso1ne. RNA molecules that have cataJytic 
properties are kno\.vn as ribozymes. These n1olecules have a unique folded three-di1nens1onal shape 

tl1at acts as an active sue. In 1989, Thomas Cech and Sidney Altman ,vere a,varded the Nobel Prize 

in Chen1istry for the discovery of catalytic RNA. 

The unique potential of RNA 1nolecules co act both as carriers of genetic information and as catalysts 

is thought to have enableJ then1 to have a central role in the origin of life. Although self-replicating 

syste1ns of RNA 1nolecules have not been fou nd in nature, scientists are attempting to synthesize 

them in the laboratory. 

Evidence that I{NA arose before DNA in evolution can be found in the chemical differences between 

chem in their pencose sugars Ribose present in RNl\ is readily formed from methanal (H
1
CO), 

,vhich is one of the principal products of the Iv'liller-Urey experiment (page 39). In modern cells, 

deoxyribose is produced from ribose in a reaction catalyzed by a protein-based enzyme. 

Theme A: Unity and diversity - Cells 



' 
Catalysis, self-
replication of 
molecules, self
assembly and the 
emergence of 
corn pa rtmenta I ization 
were necessary 
requi rements for 
the evolution of the 
first cells. 

1-he other differences benveen RNA and l)NA, the stable double helix o[ DNA and the use o[ the 

base thy1nine rather than uracil, furthe r increase DN1-\'s chemical stability b}' n1aki.ng the molecule 

easier to repair b}' enz}'mes. 

The basic chemical reaction of the ribosome - joining together amino acids from an RNA template 

- is ultimately catalysed by RNA. This is perhaps even stronger evidence for the RNA world than 

tbe more generalized ability of RNA to act as a catalyst of various reactions, as it is consistent \Vith 

the idea that protein synthesis could have first been developed in a pre-protein world , using an RNA 

enzyme (the early ribosome) to make the proteins from an RNA template. 

The RNA ,vorld hypothesis has been an in1portant paradign1 shift in the scientific study of life's 

origins. Although this concept does not fully explain ho,v life originated, it has helped to guide 

scientific thinking and has served to tocus experimental efforts. 

The concept that RNA can have both 1nformat1onal and functional roles, and that ribozymes can 
act as catalysts for chemical reactions between other RNA molecules, represented a paradigm shift 
in how scientists viewed the evolution of early life. The RNA world hypothesis provided a means by 
which the first nucleic acids could have developed and the role they played in the first cel ls. 

What role do paradigm shifts play in the progression of scientific knowledge? 
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■ Figure A2.1.7 Geological timeline for the early Earth and the appearance of life; the sequence 
of events shows the formation of Earth through the Hadean eon and into the Archaean eon, and 
t he corresponding events in the origin of life according to the RNA world hypothesis 

5 Describe two 
properties of RNA 
which may have 
contributed to the 
origin of li fe. 

♦ Common ancestor: 
the most recent species 
from which two or more 
different species have 
evolved. 

A2 .1 Origins of cells 

-ror t r• 
RNA can be replicated and also has some catalytic activity so may have acted initially as both the 
genetic material and the enzymes of the earliest cells. 

Evidence for a last universal common ancestor 
fossil re1nains and other evidence (such as anatomical and biochen1ical similarities) provide 

evidence about how species are related. The skeletons of the apes, for example, sho,v that the gibbon, 

gorilla, chin1panzee, orang-utan and human are related and share a common ancestor (an ancestor 

species they all share), and suggest ho,v evolution by natural selection has allo\ved them to adapt to 

different environments and lifestyles. 
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All Jfving organisms 
can be related to a 
universal common 
ancestor, from 
which the t ree of 
lrfe arose. 

DNA can be used to determine si1nilarities and differences bet,veen species. Species with very 
si1nilar genes ,¥ill be closely related, whereas those ,vith very different DNA ,vill be only distantly 
related. As \ve have already discussed, all life on Earth is related to each ocher and, ultimately, we all 
share a co1nmon ancestor, ,vhich is believed to have existed some 4 billion years ago. This organisn1 
is therefore the evolutionary link ben,veen the abiotic phase of Earth's history and the biotic phase. 
This organistn is kno,vn as LUCA, ~1hich stands for 'Last Universal Common Ancestor'. If all lile on 
Earth is represented as a tree, LUCA is the organ ism at the base of the tree (Figure A2.l.8). There is 
an unl:>roken line of descent fro1n us to LUCA. All organisms share the same biochemistry, the same 
bases in DNA and the same shared amino acids. The shared genetic code of 6nost) organisms - the 
code for translating RNA to protein - is very good evidence for corn,non ancestry, since 1nultiple 
codes ,~1oukl be possible if different lineages so,nchovv independently evolved protein synthesis. 

These evolutionary relationships have been established 
by comparing the sequence of ba$eS (nucleotides) in rhe 
ribosomal RNA (rRNA) present in species of each group. 

I
. animals 

Bacteria 
(eubacteria) 

Archaea 
(archaeabactena) 

s 1me 
moulds 

fungi 

plants 

cllfates 

Eukarya 
(eukaryotes) 

flagellates 

~ The shortest branches lead to 
hyperthermophilic species, which 
suggests that the universal 
ancestor of all living things was 

■ Figure A2.1.8 The phylogenetic 
tree of life; all organisms are 
re lat ed to a Last Universal 
Common Ancestor (LUCA} 

LUCA 

a hyperthermophile (possibly 
'assembled' at deep ocean vents 
Where volcanic gases are 
discharged 1n10 water at high 
temperature and pressure). 

(e Common 
mistake 
LUCA should not 
be referred to as a 
'protocell'. The term 
protocell refers to a 
pre-cellular or cell-
like ent ity (e.g. a lipid 
droplet with a few 
molecules inside; 
something much less 
elaborate than, for 
example, the ancestral 
prokaryote). 

vVe have already discussed ho\v the genetic code is universal (see Theme Al.2, page 14). The genetic 
code of all life on Earth contains a record of the origin and evolurion of DNA through time, and rhe 
proleins for which it forms the 'blueprinr'. Scientists have analysed DNA from modern bacteria (the 
eubacteria) and from t,vo archaea (a separate group of exrremophile prokaryotes, which can live in 
extreme environments such as deep ocean vencs, in high-te1nperature habitats such as geysers, in salr 
pans, in acidic conditions and in polar environments) and searched for genes shared by then1 as an 
indicator of genes that \Vere inherited from a common ancestor. Researchers searched DNA 
databanks, analysing the genomes o[ 2000 moden, microbes sequenced over two decades: 355 gene 
fa1nilies were discovered that ,vere 1videspreacl among the bacteria from six million coral genes, 
which means they \Vere likely to be genes passed do\vn from LUCA. Care \Vas taken by researchers 
10 eliminate genes that could have been transferred between bacteria laterally (through processes 
such as conjugacion - che process by which one bacterium transfers genetic material to another 
through direct contact - see page 119) rather than by descent . Geno1nic analysis \Vas then used ro 
predict the likely scruccure and fu nction of LUCA (given Lhat DNA codes for proteins, and thac 
proleins de1ern1ine che structure and func tion of organisms). This analysis is discussed belo\Y 
(page 47). 

lt is likely that other forms of life evolved at che same time as LUCA bur then becan1e extinct by 
co1npeting for comn1on resources, making LUCA the surviving organisn1 fron1 ,vhich all species 
evolved. le is also likely chat descendants of LUCA also competed with species that subsequently 
became extinct, shaping the tree of life chat wre see today. 

Theme A: Unity and diversity- Cells 



ATLA2.1C 

Figure A2 .1.8 shows the three-domain 'model' of life. Recent research has suggested that a 
'two-domain' model may better reflect the evolut ion of life on Eart h. This is illustrated in thls 
journal paper: www.nature.com/artlcles/nmicrobiol2016116 

Find out about the two-domain tree of life. How does it relate to what you know about the origin 
of the fi rst cells, for example the endosymbiont theory, page 83, Chapter A2.2? 

This 2017 article: Looking for LUCA, the Last Universal Common Ancestor is a good starting point: 
https:1/astrobiology.nasa.gov/news/looking-for-luca-the-tast-universal-common-ancestor 

foroK 
What is the role of imag ination and intu ition in the creation 
of hypotheses in the natural sciences? 

Science is creative in a similar way to art, music or literature. 
Scientists must use their imagination to formulate a hypothesis 
- that is, a testable scientific explanation. 

Although imagination, faith and intuition (guiding a scientist in 
one particular direction) may be used in developing hypotheses 
and theories about the origin of cells, the validity of scientific 
arguments must eventually be tested by experimentation or, if 
that is not possible, simulation. 

Biologists may often disagree about the choice of 
methodology and the value and importance of specific data, 
or about the appropriateness of particular assumptions and 
simplifications that are made - and therefore disagree about 
what conclusions are justified. However, they tend to agree 
about the principles of logical reasoning that connect evidence 
(data) and assumptions with conclusions. 

■ Figure A2.1.9 A possible protocell consist ing of 
self-replicating RNA and proteins within a lipid vesicle 

A2.1 Origins of cells 

--
~%-= 

What differentiates the natural sciences from other knowledge 
is subjecting hypotheses to empirical testing by observing 
whether predictions derived from a hypothesis are confirmed 
from relevant observations and, if possible, experiments. 
According to Karl Popper, a hypothesis is scientific if there is 
possibility of falsification. 

The central hypothesis regarding the origin of the cell is that 
organic molecules self-assembled within a vesicle to form the 
first protocell (Figure A2.1.9) approximately 4 billion years ago. 

Biologists have focused on four critical processes: the 
formation of organic molecules such as amino acids and 
nucleic acids (especially RNA), the polymerization of these 
molecules, the formation of membranes, and the development 
of metabolic pathways for energy transfer. 
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~ mpeting theories exist for how each of these processes 
evolved, and in what sequence. Although there is a scientific 
consensus that organic molecules came first via chemical 
evolution, views differ between scientists over whether 
metabolism, polymerized molecules (nucleic acids and proteins) 
or membranes then evolved. 

The hypothesis gained support after the discovery of sub
ocean hydrothermal vents, but experimental designs to test 
it have been hampered by the challenges of simulating high 
pressures and temperatures in the laboratory. 

We still do not know how life originated on the Earth, and 
we will possibly never know, since scientists are studying a 
historical problem for which critical evidence and data n1ay 
have completely disappeared, The lack of sources forces 
scientists to imagine and then reconstruct and test the events 
that could have happened. 

For example, the 'iron-sulfur world' model was initially 
proposed as a hypothesis without experimental testing. The 
hypothesis postulated that the first steps ,n polymerization 
and protocell formation would take place in a hot and 
high-pressure (several ki lometres under the sea) iron- sulfur 
hydrothermal environment under the sea. 

~ Tn ..,;._1 

Fossils in a rock 
layer (stratum) that 
has been accurately 
dated give us clues 
to the community of 
organisms living at a 
particular time in the 
past (although this is 
an incomplete picture). 
The fossil record 
may also suggest the 
sequence in which 
groups of species 
evolved and the timing 
of the appearance of 
the major groups. 

I ink 

The molecular clock is 
discussed further on 
page 130. 

Estimating the dates of the first 
living cells and LUCA 
Lile has been evolving on Earth over an i111mense length of time. LUCA may have existed some 
4 billion years ago, some 560 milhon years after the creation of the Earth. But hO\V have scientists 
detern1ined the age of the first life? 

We learn something about the history of life from the evidence found in fossils. Fossilizarion is an 
extremely rare, chance event. Predators, scavengers and bacterial action normally break dov1n dead 
plant and animal structures before they can be fossilized. O[ the relatively few fossils formed, most 
remain buried or, if they do become exposed, are overlooked or accidentally destroyed. Bacteria are 
knov,,rn to have been fossilized in rock. 

Nevertheless, numerous fossils have been found and n1ore continue co be discovered all the 

rin1e. If the fossil, or the rock chat surrounds it, can be accurately dated (using radiometric dating 
techniques), we have good evidence of the history of life. Radion1erric dating measures the amounts 
of naturally occun·ing radioactive substances such carbon-14 (in relation to the amount of carbon-12), 

or the ratio of potassium-40 co argon-40. 

Older rocks ,viii contain n1ore ancient groups of organisms. It can be expected that the oldest rocks 
on the planet (providing they allo,ved for fossilization to take place and b iological ren1ains ,vere not 
destroyed by geological forces, for example in metamorphic rock ,vhere great pressure and heat create 
extreme conditions ,vhere fossils cannot survive) ,viii contain evidence of the oldest life on Earth. 

Genomic analysis also offers rechniques to establish Lhe age of ancienL organisms. Changes occur in 
DNA over time. These gene mutations provide the key to esrimating daces of the first living cells and 
the last universal common ancestor. By estimating the average time for mutations to cake place, and 
rJ1en extrapolating chis back through time, the daces \vhen organisms shared a common ancestor can 
be estimated. Similarly. the amino acid composition of proteins can be used in a similar way, because 
change to the genetic code leads r.o alceraLion of protein composition and structure. 

Biochemical changes, like those discussed above, n1ay occur at a constant rate and, if so, 1nay be 
used as a '1nolecular clock'. If the race of change can be reliably estimated, it does record the time 

chat has passed bet\veen the separation of evolutionary lines. By examining the changes in specific 
genes common co first life and species alive today, the 1nolecular clock can be used co estin1ace ,vhen 

these genes converged in a co1nn1on ancestor, and the race of biochen1ical change used co estimate 
the cime over which these changes ,vould have occurred, giving a elate lor the earliest lite on Earth. 
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♦ Chemosynthesis: 
inorganic molecules 
are oxidized to release 
energy; this energy 
is used to synthesize 
glucose. 

♦ Extremophile: an 
organism that lives in 
conditions of extreme 
temperature, acidity, 
alkalinity, salinity, 
pressure or chemical 
concentration. 
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Evidence for the evolution of LUCA 
Given that LUCA probably evolved in deep-sea hydrothermal vents, rocks forn1ed by ancient seafloor 

hydrothern1al vent precipitates are the n1ost likely to contain fossils of first life. 

SciencisLs have found fossilized evidence of bacteria from ancient sea floor hydrothermal vent 

precipitates from the Nuvvuagictuq Greensrone Belt in Quebec, Canada. Rock \Vas cue into 

hundredth-of-a-millimetre slices and examined under a light microscope. These sedimentary rocks 

contained structures similar to chose produced by modem bacteria found at hydrothermal vents. 

The fossils have been dated to at least 3.77 billion years old, but could be up ro 4.28 billion years old, 

1naking them the oldest fossil remains to be found to date, indicating that these are some of the firsL 

cells co have existed on the Earth. 

The fossil structures are very small, around half the width of human hair. They are tubes made of 
haen1atite, the mineral form of iron(1u) oxide (Figure A2.l.10). They are like filamentous microbes 

from modern hydrothermal vent precipitates. The Nuvvuagittuq rocks also contain carbonate and 

carbonaceous material, ,vhicb provides supporting evidence of oxidation and biological activity. 

Iron-o>ddizing microbial communities, which cake iron atoms out of the water and remove electrons 
from it for energy transfer within metabolism, can cun·endy be found associated ,vich ,viclespread 

hydrothermal vents at the ocean noor. It is likely chat the bacteria found in the Nuvvuagittuq rock 

formation had a similar biochemistry. While different co the metabolism indicated for LUCA, the 

environment found at deep-sea hydrothermal vents provides many opportunities for diverse forms of 

energy generation using chemosynthetic pathways. 
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LUCA ,vould have contained conserved genes chat are present 

in all cells. Genetic sequences for conserved genes typically 
involve proteins associated v\rith riboso1nes, ,vhere the genetic 

code is translated into proteins. Because protein synthesis 

is the 1nost energy-intensive activity of a cell (around 75°1b of 

t"· 

a cell 's ATP is used for protein synthesis) these conserved 

genes tell us that LUCA re.leased and used energy. These 
universal conserved sequences fron1 genomic analysis do not 

tell scientists the n1etabolic nature of this first ancestor, and so 

ocher techniques are needed. 
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■ Figure A2.1.10 Haematite t ubes f ound in Nuvvuagittuq -the 
remains of ancient bacteria, at least 3.77 billion years old 

The 355 protein famLlies determined from the genetic analysis 

discussed above are not distributed throughout all organisms, 

and so can be used co suggest che likely physiology of a 

possible LUCA. For example, LUCA contained a gene for 

making a protein called 'reverse gyrase' (an enzyme that helps 

maintain DNA's scrucrure and sLability), ,vhich is found today 

in extremophiles existing in high-temperature environments 

including hydrothermal vents. 

The properties and functions of these proteins indicate chat LUCA had the following characteristics: 

• anaerobic (survived ,vichouc oxygen) 

• col-fixing (converted carbon dioxide into glucose) 

• I-Il-dependent (used molecular hydrogen as an energy source, rather than sunlight) 

• N 
2 
-fixing (converted nitrogen into am1nonia, for subsequent synthesis of amino acids) 

• chermophilic (survived in areas of very high cen1perature - up to 122 °C) 
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♦ Autotrophic: 
synthesizing glucose 
from simple inorganic 
substances using an 
external source of energy. 

6 Explain why 
LUCA (the Last 
Universal Common 
Ancestor) is 
thought to be 
the evolutionary 
link between the 
abiotic phase of 
Earth's history and 
the biotic phase. 

• 

The analysis indicated rhat n1odern-day 1nicrobes \vith similar physiologies include Clostlidia (an 

anaerobic bacteria found in soil and the intestines o[ humans and other animals) and methanogens 

(anaerobic bacteria that produce rnethane as a ,vaste product). 

The genes identified by scientists as being passed down from LUC,\ ,vere those of an autotrophic 
(i.e. it can synthesize glucose) extremophi]e organism that probably lived in hydrothermal vents: 
areas ,vhere sea1,vater and magma meet on the ocean floor (Figure A2.l.11). LUCA inhabited a 

geochemically active environment rich in hydrogen, carbon dioxide and iron. i\ s discussed above, 

similar prokaryotic organisms still live in these environments, among the toxic plumes of sulfides 

and metals. Given the genetic analysis and recent fossil evidence, many researchers believe this is 

where life first began. 

■ Figure A2.1.11 A hydrothermal vent 

ATL A2.1D 

Tardigrades are an example of an extremophile organism that can survive in the vacuum of 
space. Research this organism and f ind out about the range of condit ions it can survive in. 
What physiological adaptations does it have to survive in such extreme environments? Start your 
reading here: https:1/serc.carleton.edu/microbelife/topics/tardigrade/index.html 

1 For what reasons is heredity an essential feature of living things? 
2 What is needed for structures to be able to evolve by natural selection? 
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{e Common 
mistake 
Students sometimes 

use the terms 'eel I' and 

'ti'.>sue' as if they are 

synonymous (i.e. are 

the same thing) - this 

is not the case. Cells 

are the basic structural 

unlt of all living 

organisms, whereas 

t issues are a collection 

of cells of similar 

structure and function. 

A2.2 Cell structure 

' 

Guiding questions 

• What are the features common to all cells and the features that differ? 

• How is microscopy used to investigate cell structure? 

This chapter covers the following syllabus content: 
► A2.2.1 Cells as the basic structural unit of all living organisms 
► A2.2.2 Mfcroscopy skills 
► A2.2.3 Developments in microscopy 
► A2.2.4 Structures common to cells in all living organisms 
► A2.2.5 Prokaryote cell structure 
► A2.2.6 Eukaryote cell structure 
► A2.2.7 Processes of life in unicellular organisms 
► A2.2.8 Differences in eukaryotic cell structure between animals, fungi and plants 
► A2.2.9 Atypical cell structure in eukaryotes 
► A2.2.10 Cell types and cell structures viewed in light and electron micrographs 
► A2.2.11 Drawing and annotation based on electron micrographs 
► A2.2.12 Origin of eukaryotic cel ls by endosymbiosis (HL only) 
► A2.2.13 Cell differentiation as the process for developing specialized tissues in 

multicellular organisms (HL only) 
► A2.2.14 Evolution of multicell ularity (HL only) 

Introduction to cells 
The cell is the basic structural unit of all living organisms - it is the smallest part of an organism that 
,,ye can say is alive. lt is cells that carry out the essential processes of life. We chink of then, as self
contained units of structure and function. 

Cells are extremely small - most are only visible as distinct structures \,vhen \~,e use a 1nicroscope 
(although a fe1.v types of cell are just large enough to be seen by the naked eye). 

Observations of cells ,vere first reported over 300 years ago, following the early development of 

microscopes. You ,nay have already used a light microscope to vie\v living cells, such as the single
celled organism Arnoeba, shown in Figure A2.2,l. 

All living organisms are made from cells. Some organisms are made of single cells (such 
as protists and bacteria) and others are multicellular (animals, plants and most fungi). 
In multicellular organisms, cells are the building blocks for tissues. 
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Chlamydamanas - a motile, unicellular alga 
of fresh water habitats rlch in ammonium ions 

Amoeba -a protozoan of freshwater habl1ats 
cytoplasm 

'<--- flagella---,/ 

endoplasm clear ectoplasm 

pseudopodia 

contracti le 
vacuole 

plasma 
membrane 

cytoplasm --~ 

food vacuoles 

length 400 µm 
llgh1-sens1t1ve --,'-#--,""1 

spot Escherichia coli - a bacterium found in the intestines 
of animals, e.g. humans 

0 -+-- ~>---- nucleus 

0 0 
cell wall 
(oligosaccharides 
+ am11;0 acids) 

plasma cytoplasm plasmid 
membrane 

0 
length 30µm 

. · . o .· 
. ' 

. . . . . 
• 
0 ·. . 0 : 

p1li 
■ Figure A2.2.1 Introducing unicellular organiz-ation length 2.0 µm 

circular 
DNA ribosomes 

♦ Unicellular: consisting 
ot a sing le cell (e.g. 
prokaryotes, protists and 
some fungi), 

♦ Protists: eukaryotes 
consisting of single-celled 
organisms. 
♦ Multicellular: 
consisting of many cells 
(e.g. animals, plants and 
most fungi). 

■ Unicellular and multicellular organisms 
Sotne organis1ns are made of a single cell and are kno,vn as unicellular. Examples of unicellular 

organisn,s are introduced in Figure A2.2.l. There are vast numbers of different unicellular organis1ns 

in the living ,vorlcl, many \Vith very long evolucionary histories. One cype of unicellular organism is in 
a kingdom called the Protoctista (such as Chlan1ydon1onas andA1noeba in FigureA2.2.l - organisn1s in 

this kingdom are referred LO as protists) and another are the bacteria (Escherichia coli, Figure A2.2.l). 

Other organisms are made of many cells and are known as multicellular organisms. Examples or 
1nulticellular organisms are 1nammals and flov.1ering plants, 

Tnn 1- nl ,. 

Much of the biology in this book 1s about multicellular organisms and the processes that go on in 
these organisms. But remember, single-celled organisms carry out all the essential functions of li fe 
too, within a single cell. 

■ Cell theory 
All organ isms are cornposed of one or n1ore cells. Cell theory includes the idea that cells are the u11it 

of structure and function in living organisms. The cell theory states that: 

• cells can only arise from pre-existing cells 
• living organisms are composed of cells, ,vhich are Lhe smallest unit of life 

• organis1ns consisting of only one cell carry out all functions of life in that cell; cells perform life 
functions at some point in their existence. 

AlthoL1gh most organisms conform to cell theory, there are exceptions (see page 78). 

"'~• Many biologists contributed ro the development of the cell theory. This concept evolved gradually •••• ~~,, in ,.vestern Europe during the nineteenth century because of the steadily accelerating pace of 

developments in microscopy and biochemistry. 

Theme A: Unity and diversity- Cells 



■ Table A2.2.1 Units of 
length used 1n microscopy 

1 metre (m) = 
1000 millimetres (mm) 

1 mm (10-3m) = 

1000 micrometres (µm) 
(or microns) 

1 µm (10-6 m) = 
1000 nanometres (nm) 

1 Calculate how 
many cells of 
100µm diameter 
will f it side by side 

along a millimetre. 

A2.2 Cell structure 

■ Cell size 
Since cells are so smaU, \Ve need appropriate units to n1easure then, . The metre {syrnbol 111) is the 
standard unit of length used in science (ir is an inrernationally agreed uni1, or 51 llnit) 

Looi, at Table A2.2.l , showing the subdivisions of the n,etre that are used to ,neasurt: cells and their contents. 

These units are listed in descending order of size. You ,1/ill see that each subdivision is one 
thousandth of rhe unit above il The smallest units are probably quite ne\v to you; Lhey may tal<e 
some getting used to. 

So, the dimensions of cells are expressed in the unit called a n1icrometre or micron (µ111). Notice 
this unit is one thousandLh 00 3) of a millimetre. This gives us a clear idea about ho,v s111all cells are 
when compared to the rnillimetre, ,vhich you can see on a standard ruler. 

Bacteria are really small, typically 0.1- 2 µmin size, whereas the cells of plants and animals are 
often in the range of 50-150µm or larger. ln fact, the lengths of the unicellular organisms shown in 
Figure A2.2.l are approxin1ately: 

Escherichia coli 2 µ111 

Chla,nydomonas 30µm 

A,noeba 400µ;m (but its shape and, therefore, length varies greatly). 

Cell SLze determines the rate of diffusion of substances across the plasn1a men1brane; by beings1nall. 
this rare is n1aximized (see Chapter 132.3, page 260). 

Table A2.2.2 sho,vs the average sizes of cells and their con1ponents in decreasing sIZe. The organelles 
and other srruc:rures chat are found in cells are discussed in detail later in this chapter (pages 63- 73). 

■ Table A2.2.2 The size of cells and their components 

Cell and component Diameter Cell component Diameter 

plant cell 40 µm (average) lysosome 0.2-0.5 µm 

animal cell 20 µm (average) centriole OJ Sµm 

nucleus 10-20µm microtubule 24 nm 

chloroplas t 5-lOµm ribosome 20nm 

bacterium 1 µm microfilament 7nm 

mitochondrion 0.5- 1.5 µm DNA molecule 2nm 

Collecting and analysing biological observations can lead to irnportant conclus,ons based on 
inductive reasoning. Induction involves formulating generalisations from many rela ted spedfic 
observations (see page 32). 

The claim of cell theory that 'all organisms will consist of one or more cells' is derived from inductive 
reasoning. This was based on microscopic observations by many biologists in a wide range of 
organisms. In inductive reasoning, biologists begin with specific observations and measurements and 
then detect patterns or common features. They may then formulate a hypothesis that can be tested, 
and finally develop a theory. 

A related process known as deductive reasoning is used to test the theories, such as cell Lheory, 
produced by induction. Deductive reasoning proceeds from the more general to the more specific. 
This ultimately leads biologists to test the hypotheses with specific data that either support or falsify 
the theory. 

The philosopher Karl Popper rejected the use of inductive reasoning in science, claiming that for 
induction to be true, every example of its inference ITIUst be true. Biologist have found that there are 
a small number of cells and organisms that are exceptions to the cell theory (page 78). However, cell 
theory remains an important and unifying concept ,n biology, necessary tor inductive science. 
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You should have 
experience of making 
temporary mounts 
of cells and tissues, 
staining, measuring 
sizes using an eyepiece 
graticule, focusing 
with coarse and 
f1ne adjustments, 
calculating actual size 
and magnification, 
producing a scale 
bar and taking 
photographs. Adaptors 
are available that 
allow cameras or 
smartphones to 
be attached to the 
eyepiece lens to enable 
photos to be taken. 
See more on this in 
the Tools sectfon on 
page 56. 

Induction and deduction are important types 
of logical reasoning and both contribute 
to the construction of scientific knowledge 
(Figure A2.2.2). Inductive reasoning is a form 
of logic directly opposite to that of deductive 
reasoning. Inductive reasoning is covered in 
Chapter Al.2, page 32. 

Microscopy skills 

Inductive Deductive 
reasoning reasoning 

Observat1on/expenmen1 

{} "'lr 
Generalizations Predictions 

{ 7 ..:: :,. 

Paradigm/theory 

■ Figure A2.2.2 Inductive and deductive 
reasoning in the scientific method 

■ Examining cells and recording structure and size 
We use microscopes to n1agnify the cells of biological specimens in order co viev,, chem. 

FigureA2.2.3 sho,vs c,vo types of light microscope. 

using the simple microscope (hand lens) 

You should bring the thing you 
are looking at nearer to the lens 
and not the other way round. 

using the compound microscope 

coarse focus - used to focus the -----1 
low- and medium-power objectives 

fine focus - used to focus 
the high-power objective 

built-in light source 

■ Figure A2.2.3 Light m icroscopy 

--- eyepiece lens 

turret - as it is turned the 
objectives click into place, f irst 
the medium-power, then the 
high-power 

1--__;;__ __ objective lenses - x4 (low); 
x 10 (medium); x40 (high power) 

stage - microscope 
slide placed here 

---- condenser - focuses light on 
to the object w ith an 
iris diaphragm - used to vary 
the intensity of light reaching 
the object 

In the simple microscope (hand lens), the instrument can be held very close to the eye and is today 

mostly used to observe external structure. Some of the earliest hand lenses detailed observations of 

living cells. 
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Light (compound) microscopes have been instru1nental in un<le.rstanding cell structure and 
function, and revealing organisms that are not visible ,vith the naked eye. The objective lens fon11s 
an image (in the n1icroscope rube) that is then further magnified by the eyepiece lens, producing a 
greatly enlarged in1age. Initially, coarse focus enables you to locate and see the speci1nen under lo,v 
povver. Fine focus can be used to resolve the image under higher powers. 

Tool 1: Experimental techniques 

The light microscope 
1 Select a low-power lens. Make sure the lens clicks 

into position. 
2 Examine the prepared slide without the microscope 

and note the position, colour and rough size 
of specimen. 

3 Place the slide on the stage, covershp uppermost, 
viewing it from the side. Position it with stage 
adjustment controls so that the specimen is lit up. 

5 For higher magnifications, swing in the relevant 
objective lens carefully, checking there is space for 
it. Adjust the focus using the fine control only. If 
the object is in the centre of the field of view with 
the x10 objective, it should remain in view with the 
x40 obiective. 

6 When you have finished using the microscope: 

• turn the objective lens back to x1 O and then 
lower the stage 4 Focus using first the coarse and then the f ine focusing 

controls. Use both hands to alter the focusing 
controls; this helps keep the controls working properly 
and to not go out of alignment. 

• remove the last slide and return it to the correct 
section in the tray 

Note: The image will be reversed and upside down 
when seen by viewing the slide directly. When focusing, 
always move the stage down, away from the objective 
lens, to avoid moving the slide on to the objective lens 
(which could damage the lens and break the slide). 

• clean the stage if necessary and check eyepiece 
lenses and objective lenses are clean 

• unplug the cable and store tidily, replacing the 
dust cover. 

A2.2 Cell structure 

( • Common mistake 
When using a compound light microscope: 
• Never force any of the controls. 
• Never touch any of the glass surfaces with anything other than a clean, dry lens tissue. 
• Do not hold the microscope with one hand. When moving the microscope, hold the stand 

above the stage with one hand and rest the base of the stand on your other hand. 
• Do not tilt the microscope. Always keep the microscope vertical (or the eyepiece may fall out). 
• Do not touch the surface of lenses with your fingers. 
• Do not allow any solvent to touch a lens. 
• When focusing, move the stage down, away from the objective lens, to avoid moving the slide 

on to the objective lens. 

Biological 111aterial to be exa,nined by compound microscopy must be sufficiently transparent for 
light rays to pass through. When bulky tissues and parts of organs are to be exan1ined, thin sections 
are cut. Thin sections are largely colourless. 

■ Table A2.2.3 The ski lls of light microscopy 

You need to master and be able to demonstrate these aspects of good practice 

Knowledge of the parts of your microscope and care of the instrument- its light source, lenses and 
focusing mechanisms. 

Use ,n low-power magnification first, using prepared slides and temporary mounts. 

Switching to high-power magnif1Cation, maintaining focus and examining different parts of the image. 

Types of microscope slides and the preparation of temporary mounts, both stained and unstained. 
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Tool 1: Experimental techniques 

Preparation of a temporary mount 

Cells can be mounted on slides so they can be viewed 
under a microscope. These can be disposed of once the 
cells have been seen and studied. Stains can be used to 
view cell features more clearly. Techniques describing 
how temporary mounts can be made are outlined here. 

Living cells are not only very small but also transparent. 
In light microscopy it is common practice to add 
dyes or stains to introduce sufficient contrast and so 
differentiate structure. Dyes and stains that are taken 
up by cells are especially useful. 

Observing the nucleus, cytoplasm and cell 
membrane in human cheek cells 

Take a smear from the inside lining of your cheek using 
a fresh, unused cotton bud you remove from the pack. 
Touch the materials removed by the cotton bud on 
to the centre of a microscope slide and add a cover 
slip (see Figure A2.2.4). Dispose of the cotton bud 
safely and hygienically. Handle the microscope slide 
yourself and, at the end of the observation, immerse 
the slide in 1% sodium hypochlorite solution to sterilize 
the slide and cover slip. To observe the structure of 
human cheek cells, irrigate the slide with a drop of 
methylene blue stain (following the procedure shown 

feroK 

in Figure A2.2.4) and examine some of the individual 
cells with medium- and high-power magnification. 

Making a temporary mount 

mounted needle 

cover slip 

I /+ , --/-,/ microscope slide 

cheek cell smear 

Irrigating a temporary mount 

blotting paper 

a drop of stain placed 
beside the cover slip 

stain drawn across, 
under the cover sl ip 

■ Figure A2.2.4 Preparing living cells for light microscopy 

You could also observe chloroplasts in moss leaf 
cells, or the nucleus, cell wall and vacuole in an onion 
epidermis cell. 

Living tissues prepared for examination under the microscope are typically cut into thin sections and 
stained. Both processes may alter the appearance of cells. Is our knowledge acquired with the aid of 
technology fundamentally different from that which we acquire from our unaided sense? If so, what 
may be done about this, in practical terms7 

Tool 1: Experimental techniques 

The eyepiece graticule 

The size of a cell can be measured under the microscope. A transparent scale, called 
a graticule, is mounted in the eyepiece at the focal plane (there is a ledge ior it to 
rest on). In this position, when the object under observation is in focus, so too is the 
scale. The size (for example, length or diameter) of the object may then be recorded in 
arbitrary units. Next, the graticule scale is calibrated using a stage micrometer - in 
effect, a t iny, transparent ruler, which is placed on the microscope stage in place of the 
slide and then observed. With the eyepiece and stage micrometer scales superimposed, 
the true dimensions of the object can be estimated in micrometres. Figure A2.2.5 
shows how this is done. 
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A2.2 Cell structure 

compound light 
microscope 

nosepiece with --74'--l
medium- and high
power objectives 

built-in light - ..,,-::a. 
source 
with iris 
diaphragm 

eyepiece 

coarse and 
fine focus 
controls 

1 Measuring a cell (e.g. a red blood cell) 
by alignment with the scale on the 

shelf - -
the eyepiece 
graticule is 
installed here 

eye piece graticule ---""'=~;:===:::::::-----

using a prepared 
slide of mammalian 
blood smear 

j j .aynm•llfll••;;,Jwwwm1u•wrmii!!if"'nl¥;;;m;+'""'i 

0 1 2 3 4 5 6 7 8 9 10 

2 Calibrating the graticule scale 
by alignment of graticule and 
stage micrometer scales 

the stage micrometer is placed on the 
stage in place of the prepared slide and 
examined at the same magnification 

now graticule scale and stage micrometer 
scale are superimposed ~-

0 1 

1.5(15 units) 

0 

■ Figure A2.2.S Measuring the size of cells 

red cell diameter 
measured 
(arbitrary units) 

2 

graticule much 
enlarged - scale 
is arbitrary units 

red cell (side view) with 
the eyepiece graticule 
scale superimposed 

0 1 2 3 4 5 6 7 8 910 

2 

1oµm 

the measurement of the blood 
cell diameter is converted 10 a 
µm measurement 

in this case, the red cell 
appears to have a 
diameter of about 8µm 

Once the size of a cell has been measured, a scale bar line may be added to a n1icrograph or dra\ving 

to record the actual size of the structure, as illusrrated in Figure A2.2.6. 



■ Figure A2.2.6 
Recording size by 
means of scale bars 

ATLA2.2A 

photomicrograph of Amoeba 
proteus (living specimen) -
phase contrast microscopy 

Converting smartphones into 'CellCams' 
Photographs of microscope images (photomicrographs) have 
traditionally been taken using expensive camera-mounted 
apparatus. However, smartphones can take high-quality 
images without the need for such specialized apparatus. It is 
difficult to take photographs using hand-held smartphones, 
because slight variations in the angle of the phone make 
the image invisible or partially obscured. Simple methods 
can be used to attach the smartphone to the eyepiece of 
the microscope, enabling images to be taken. Such adaptors 
enable you to create your own 'CellCam'. 

■ Figure A2.2.7 Converting a smartphone 
into a 'CellCam': a) mid-mounted 

interpretive drawing 

cell surface membrane --< 

cytoplasm - outer. 
clear (ectoplasm) 

and inner, granular ~....-t
(endoplasm) 

scale bar 0.1 mm 

nucleus 

0 

_ _,____,,__ contractile 
vacuole 

Take a toilet~paper cardboard tube (4.5cm diameter and 4cm 
fn length) and add an adhesive foam weather-strip (1- 2 cm 
wide) to the fnside so that the cardboard tube fits securely 
around the eyepiece of the microscope. For a mid-mounted 
smartphone camera, attach the tube to the camera using 
ice-cream sticks secured either side of the tube using elastic 
bands (Figure A2.2.7a). For a corner-mounted camera, cut 
a slit in one edge of the tube and slot the camera inside 
(Figure A2. 2. 7b). Put the cardboard tube down over the 
eyepiece of the microscope. The CellCam can then be used 
to capture images or video of specimens. 

Try making a CellCam using your smartphone and the 
methodology above and taking photos of specimens under 
the microscope. Remember to be careful when putting the 
cardboard tube over the eyepiece of the microscope. 

camera b) corner-mounted camera a Mid-mounted camera b Corner-mounted camera 
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♦ Magnification: how 
many more times larger 
an object appears. 

2 Calculate what 
magnification 
occurs with a x6 
eyepiece and a 
x10 objective. 

3 Using the scale 
bar given in Figure 
A2.2.6, calculate 

the maximum 
observed length of 
the Amoeba cell. 

,1 Calculate the 
magnification 
of the image of 
Escherichia coli in 
Figure A2.2.1 on 
page 50. 

0 Tnn i!"' 
Scale bars can be 
used as a way of 
indicating the actual 
sizes in drawings 
and micrographs, 
and can be used to 
calculate magnification. 
Magnification is 
calculated by dividing 
the actual length of 
the scale bar by the 
length indicated on the 
scale bar. 

A2.2 Cell structure 

■ Magnification of an image 
Magnification is the number of ti111es larger an image is rban the speciluen. The n1agnificarion 

obtained \Vith a compound microscope depends on which of the lenses you use. f or example, using 
a XlO eyepiece and a XlO objective lens (mediun1 po,vei:), the in1age is 1nagnified XlOO (10 x 10). 

Vihen you S\Vitch to the X40 objective (high po,ver) ,vith the same eyepiece lens, then the 

magnification becon1es X400 (10 x 40). These are the 1uost usual orders of magnification you \Vill 

use in your laboratory "vork. 

There is actually no li1nit to magnification . For example, if a 11,agnified image is photogra.phed, then 

runher enlargement can be made photographically. This is what may happen \Vith photom icrographs 

sho\vn in books and articles. 

V-lhen an in1age from a light microscope is magnified photographically the detail will be no greater. 

see Figure A2.2.9, page 59. 

Tool 3: Mathematics 
' 

Calculating scales of magnification 

Make a temporary mount of a plant cell 
using the techniques outlined on page 54. 
Pondweed is a good plant to use as the 
leaves are thin and easily removed from 
the plant. Draw one plant cell using the 
method shown on page 56. Use an 
eyepiece graticule to estimate the size 
(either the length or width) of a plant cell 
using the technique in Figure A2.2.5. Now 
calculate the magnification of the image 
you have drawn. 

Magnif icat ion is given by the formula: 

·t· . size of image 
magru 1cahon = -----

size of specimen 

Scale bars 

So, for a particular plant cell of 
150 µm diameter, photographed with 
a microscope and then enlarged in 
a drawing or photographically, the 
magnification in a print showing the cell 
at 15 cm diameter (150 000 µm) is: 

150000 = xlOOO 
150 

If a further enlargement is made to 
show the same cell at 30cm diameter 
(300 000 µm), then the magnification is 

300 000 = x2000 
150 

To add a scale bar to your dra1~1ing of a bi.ological specimen: 

1 Use the stage micrometer and eyepiece gracicule to ,vork our the distance bet\veen r,vo markings 

on the eyepiece graticule, i.e. the nun1ber of micro1netres equivalent to one unit (or division) on 

the eyepiece graticule (Figure A2.2.5). 

2 Re1nove the stage n1icrometer and place the specimen on the stage. 

3 Nleasure the length of the specimen using the eyepiece graticule. The measurement \viii be in 

graticule units (\vhich \Vill depend on the magnification you are using). 

4 Deten11ine the length of the specin1en in n1icro1nerres by n1ultiplying the number of graticule 

units by the length represented by one unit. For exa1nple, if the length of the speci1nen is 
20 graticule units, and the length of each unit represents lOµm, the total length of the speci.111en 

wiU be 20 X 10 = 200µ 111. 
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Remember to convert 
all values to the same 
unit of measurement: 
if you do not do this, 
your results will be 
incorrect by a factor 
of 100, 1000 or even 
1 000000. 

Convert mm into 
µm by multiplying 
by 1000. 
Convert µm into 
mm by dividing 
by 1000. 

ldeaUy your scale bar needs to be aroun<l 20% of the length of the speci1nen. lr tl1e speci1nen is 
200µ111 then the scale bar would be 20°k> of200 = 40µ1n. Novv dravv the specimen on a piece of 
paper or in your lab notebook and measure the length of your drav,1ing. If the length of the dravving 
is 1001nm, then the scale bar needs to be dra\vn as 20% of this length= 201nm Draw a line next to 
your dravving 20 mm in length and 111ark on this the actL1al length it represents (40µm). 

The acrual length represented by the scale bar should be a ,.vhole number, and so the measurement 

taken fron1 the specimen may need co be rounded. For example, if the specimen is 52.5 µm , 20% 
of rhis number is 10.5µm. This can be rounded dovvn to give lOµm - ratios can then be used to 

establish the length of the scale bar. 10/52.5 gives one ratio (the length of the scale bar to the actual 

length of the organism). If the length of the drawing is 96mm, the second ratio is x/96 ,vhere xis tbe 

length of the scale bar. When the ratios are resolved: 

10/52.5 = x/96 

x = (10 x 96)/52.5 = 18.31nn1 

The scale bar is then clra,vn to the length 18.3 mm, and the actual length that this represents 

recorded as lOµ n1. 

The size of cells, or components of cells, can be 
calculated given the amount of magnification 
and a scale drawing of the object. Simple 
equations can be used to calculate the 
magnification or actual size of the specimen. 

I = size of image (drawing of an object 
on paper) 
A = actual size of the object being 
measured 
M = magnification (the size of an object 
compared to its actual size, i.e. the number 
of times larger an image is than the 
specimen) 

So, M = 1/A; A = 1/M and I= A x M . 

A memory diagram can be used, showing how 
to calculate the magnification, actual size or 
image size of an object (Figure A2.2.8). 

■ Figure A2.2.8 Memory diagram showing 
how to calculate t he magnification, 
actual size or image size of an object 

Remember the equation as A1M or 1AM, and 
remember to convert units so that they are the 
sarne for both I and A . 

5 A highly magnified electron micrograph of the bacterium Escherichia coli was 

accompanied by a scale bar of length 23 mm and labelled 1 µm. The following features 

were measured. Complete the following table. Express their actual size in 

appropriate units. 

Feature Measurement on scale bar (mm) Actual size 

thickness of the wall 1 

length of a flagellum 32 

width of the cell 24 

length of the cell 5 
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♦ Resolution: the 
amount of detail that can 
be seen. 

6 Distinguish 
between resolution 

and magnification. 

♦ Quantitative data: 
numerical measurements 
with units (and associated 
random uncertainty), 
which are often digital ly 
recorded and processed. 

♦ Qualitative data: 
descriptive information 
used to record the 
conditions in which 
data are recorded, or to 
describe the features or 
properties of an object. 

■ Resolution of an image 
The resolution (resolving po,ver) of a microscope is its ability to separate visually small objects that 

are very close together. If t\VO separate objects cannot be resolved, they are seen as one object. Merely 
enlarging them does not separate them. Resolution is a property of lenses that is quite different from 
their magnification - and is more in1portant. 

Resolution is determined by the ,vavelength of light. Light is composed of relatively long wavelengths, 
,vhereas shorter ,vavelengths give better resolution. For the light microscope, the limit of resolution is 
about 0.2µm. As a result, t,vo objects less than 0.2µm apart may be seen as one object, ,vhich means 
that the i1nage is blurred at lo,v resolution. Figure A2.2.9 sho,vs the irnportance of resolution over 
1nagnification. In this figu re, an image of a ch loroplasc at the sa1ne magnification is sho,vn at lo,v 
(left-hand i1nage) and high resolution (right-hand image). The high-resolution image has been taken 
using an electron microscope, and the lo,v-resolution image with a light 111icroscope. Details of the 
internal and external 1nembrane structure cannot be seen under lo,v resolution, ho,vever much the 
in1age is enlarged. This is because the 1nembrane is too thin to be seen and resolved as separate 
structures using the light microscope. 

a chloroplast enlarged (x6000) from a 
photomicrograph obtained by light microscopy 

b chloroplast from a transmission 
electron micrograph 

■ Figure A2.2.9 Magnification a) without and b) with resolution; 
the micrograph in b) has been colourized 

(o Nature of sciPncP• MPa~urements 

Using instruments is a form of observations often arise from questions of the form, 'How 
does variable X affect variable Y?' Knowledge acquired by the 
senses is known as empirical data. 

quantitative observation 

Biology - like all natural sciences - is an observation
based science, perhaps more so than chemistry or physics. 
Living organisms are very diverse and the first task of any 
biological investigation is the observation and recording of 
biological phenomena. 

Observations in biology are varied and may include counting, 
drawing, photographing, video recording (of animal 
behaviour) or measuring changes in concentration or pH 
during biochemical reactions. Quantitative observations 
are ones that involve numerical data, for example the 
recording values for a dependent variable. Qualitative 
observations reinforce quantitative data: t hey record 
observations relevant to the study. 

Observations and measurements are the basis for the 
development of new biological hypotheses. In biology, the 

A2.2 Cell structure 

Biologists often 'enhance' their senses by using technology 
with a variety of analytical instruments. This enables them to 
study phenomena that are beyond or outside the direct limits 
of our human senses. 

For example, the electron microscope has been used to study 
the ultrastructure of cells and the technique of NMR (nuclear 
magnetic resonance spectroscopy) has been used to study the 
folding and unfolding of proteins. In this technique, molecules 
are studied by recording the interaction of high-frequency 
radio waves with the nuclei of molecules placed in a strong 
magnetic field. The ef fect of ultrasound has been studfed 
on organisms such as bats., dolphins and porpoises which 
use it for 'echo location'. Humans are not able to directly 
perceive electromagnetic radiation or sound waves with these 
frequencies (energies). 



Developments in microscopy 
The technology used to vie,v cells and their internal structure has developed through tin1e, allo,ving 

greater detail to be discovered, vvhich has revealed increasing knowledge o[ ho\v cells function. 

■ Electron microscopy- the discovery of cell ultrastructure 
"'f• \1,t Microscopes were invented simultaneousl)' in different parts of the \vorld at a rime when information 

♦ Electron microscope 
(EM): microscope in 
which a beam of electrons 
replaces light so the 
powers of magnification 
and resolution are 
correspondingly 
much greater. 

♦ Ultrastructure: 
fine structure of 
cells, determined by 
electron m k roscopy. 

travelled slowly. Modem-day advances in n1icroscopy and comn1unications have allowed for 

improvements in the ability to investigate and collaborate, enriching scienti Fie endeavour. 

The electron microscope (EM) uses electrons to make a 1nagnified image in much the same way as 
the optical 1nicroscope uses light. Electrons can shov,1 particle and wave properties, and need to 

travel through a vacuu1n. This 1neans the biological material must be dead. Ho,vever, because an 
elecrron beam has a much shorter ,vavelength, its resolving po,ver is much greater. When the 

electron n1icroscope is used vvith biological materials, the li1nit of resolution is about 511111. (The size 

of nanometres is given in Table .A2.2.1, page 51.) 

Only vvith rhe electron microscope can the detailed structures of cell organelles be observed. This is 

v-1hy the electron n1icroscope is used to resolve the fine detail of the contents of cells, the organelles 

and cell membranes, collectively known as cell ultrastructure. lt is difficult to exaggerate the 

in1portance of electron n1icroscopy in providing our detailed kno\~rledge of cells. 

In the electron microscope, the electron beam is generated by an electron gun, and focusing is 
by electromagnets, rather than by glass lenses. We cannot see electrons, so the electron bean, 

is focused on to a fluorescent screen for vie,ving, or on to a photographic plate tor pern1anent 
recording (Figure A2.2.10). 

Ln trans1nission electron microscopy (rEM), the electron beam is passed through an extremely 

thin section of fixed , biological material. lvlembranes and other stnictures are stained \Vith heavy 
n1etal ions, n1aking the1n elecu·on-opaque so they stand out as dark areas in the in1age. 

ln scanning electron 1nicroscopy (SEM), a narrow electron beam is scanned back and forth across 

the surface of the specimen. Elecrrons that are reflected or emitted from this surface are detected and 
converted into a three-dimensional image (Figure A2.2.ll). 

Electron microscopes have a greater 
resolving power than light microscopes. 
Their application to biology has established 
the presence and structure of all the cell 
organelles. 

■ Figure A2.2.10 Using the 
transmission electron microscope 

■ Figure A2.2.11 A scanning electron micrograph of red blood cells (5.7µm in diameter); 
the image from an electron microscope is in black and white - this image has been coloured 
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eTOK 
The investigation 

of cell structures by 

observation of electron 

micrographs of very 

thin sections of tissue 

(after dehydration and 
staining) raises the 

issue of whether the 
structures observed are 

actually present (or are 
artefacts). The solution 

to this problem, 

described above, is 

an example of how 
scientific knowledge 

may require multiple 
observations assisted 

by technology. 

7 list the features of cells that can be observed by electron microscopy that are not visible 
by light microscopy. 

8 State two problems that arise in electron microscopy because of the nature of an 
electron in relat ion to the living cell. 

The impact of electron microscopy on cell biology· the presence and 
structure of organelles 

1·he nucleus is the largest substructure (organelle) of a cell and may be observed vvith a light 
1nicroscope. Hovvever, most organelles cannot be vievved by light microscopy and none are large 
enough for internal details to be seen. lt is by means o[ the electron 1nicroscope chat \Ve have learnt 
about the fine details o[ cell structure. Because electron microscopes have much greater resolving 
povver th.in light microscopes, they can reveal structures that are not visible by light microscopy, 
such as organelles made from tnembranes. 

ATLA2.2B 

What do you think are the strengths and limitations of light microscopy compared to electron 

microscopy? Discuss in a group and draw up a comparison table. 

■ Cryogenic electron microscopy 
A more recent development in electron microscopy is a technique that involves flash-freezing solutions 

of proteins or ocher biomolecules and then exposing them to electrons to produce very high-resolution 
i1uages of individual tuolecules. ·rhis technique is called cryogenic electron 1uicroscopy. because 
of the cryogenic ten1peratures used (Figure A2.2.12). The images are used to reconstruct the three
dimensional shape of the n1olecule, vvhich in turn reveals its [unction. Cryogenic electron microscopy is 
used to reveal ho\v proteins work, ho\v they n1alfunction in disease and how to target then1 with drugs. 

The most recent cryogenic electron microscopes are able to locate individual atoms within a protein. ln 
2017, the Nobel P1ize in cbemistry\vas awarded to three scientists (Jacques Dubochet,Joacbim Frank 
and Richard Henderson) for developing cryogenic electron microscopy. 

Tracl.itional electron microscopes place the specimen in a chamber that is kept under vacuum. 
This alJo,,vs a pure beam of elecLrons to interact with the sa1nple, ,vithouc interference from particles 

that ,vould be present in air. Hovvever, some materials, such as 

biological molecules, are not compatible with rhe high-vacuum 
conditions and intense electron beams used in tradi tional 
TEtv1s. Under the conditions of a vacuum, the \\later that 
surrounds the molecules evaporates, and the high-energy 
electrons destroy the molecules. Because cryogenic electron 
1nicroscopes use frozen sa1nples, less-intense electron beams 
can be used and the evaporation of \Vater is no longer a problem. 

■ Figure A2.2.12 Cryogenic electron microscope 

Prior to cryogenic electron microscopy, scientists relied on a 
technique called X-ray c1ystallography to vie,v biomolecules, 
,vhich involves c1ystallizing molecules, exposing them to 

X-rays and then reconstructing their shape from the patterns 
of diffracted X-rays. This technique ,vas used to reveal the 
structure of DNA (see page 20). 
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♦ Freeze etching: 
preparation of specimens 
for electron microscope 
examination by freezing, 
fracturing a long natu ra I 
structural lines and 
preparing a replica. 

observed as thin section 
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■ Freeze fracture 
In an alternative method of preparation, biological material is instantly frozen solid in liquid 

nitrogen. At atmospheric pressure this liquid is at -196°(. At this ten1perature living n1aterials do 

not change shape as the ,,vater present in then1 solidifies instantly. 

This solidified tissue is then broken up in a vacuu1n, and the exposed surfaces are allov.red to lose 

some of their ice; the surface is described as 'etched'. 

Finally, a carbon replica (a form of 'mask') of this exposed surface is made and coated ,vith heavy 

metal, such as gold, to strengthen it. The mask of the surface is then examined in the electron 

microscope. The resulting electron micrograph is described as being produced by freeze etching. 

A con1pa1ison of a cell nucleus observed by both transtnission electron n1icroscopy and by freeze 
etching is sho,vn in Figure A2.2.13. 

Look at these in1ages careji,lly. 

The picture \ve get of nucleus structure is consistent; therefore, we can be confident that our views of 

cell structure obtained by electron microscopy are realistic. 

replica of freeze-etched surface 

._...._,-+---- nuclear membrane ------, 
(a double membrane) 

• 
' .~~ ... . 
' ~. t .. r-,.z ,... •. 

!': ~~ 

....+--- nuclear membrane - ==::::j 
(with pores) 

..:....;;..i----- cytoplasm with ----~ 
mitochondria 

.• . 
■ Figure A2.2.13 Electron micrographs from thin-sectioned and f reeze-etched material showing the nucleus of a liver ce ll 

■ Figure A2.2.14 Fluorescent imaging: 
immunofluorescence of cancer ce lls with nuclei in blue, 
cytoplasm in red and damaged DNA in green 

■ Fluorescence microscopy 
Fluorescent dyes absorb light at one \vavelength and e1nit it at 
another longer wavelength. So1ne such dyes bind specifically 

to target molecules in cells, e.g., DNA, and can reveal 

their cellular location when examined with a l1uorescence 

1n1croscope. 

A fluorescence microscope is used to detect cells stained ,\rith 

fluorescent dyes. This is similar co an ordinary light microscope 

except that the illuminating light is passed through t\VO sets of 

filters. The first set filters the light before it reaches the 

specimen, passing only those ,vavelengths that excite the 

specifically chosen fluorescent dye. The second filter blocks out 

this light and passes only those wavelengths emitted ,vhen the 

dye fluoresces. Dyed objects sho,v up in bright colour on a dark 

background (Figure A2.2.14). 
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♦ lmmunofluorescence: 
a technique for 
determining the location 
of target cells by reaction 
with an antibody labelled 
with a fluorescent dye. 

♦ Nucleus: largest 
organelle of eukaryotic 
cells; controls and directs 
the activity of the cell. 

♦ Cytoplasm: fluid 
that fills each cell and is 
enclosed by the plasma 
membrane. 

♦ Plasma membrane: 
the membrane of lipid 
and protein that forms 
the surface of cells; 
constructed as a fluid 
mosaic membrane. 

♦ Differentiation: 
process by which cells 
become specialized, when 
some genes and not 
others are expressed in a 
cell's genome. 

A2.2 Cell structure 

Other dyes can be coupled to antibody 1nolecules, which chen act as highly specific and versatile 

staining reagents that b ind selectively to targeted biomolecules (for exan1ple, proteins or DNA), 

sho\ving their distribution in the cell. Such techniques \Vere used to explai!i the structure of cell 

plas1na membranes, and the 1nechanisrn by ,vhich muscles contract. 

lmmunofluorescence uses antibodies chemically labelled ,vith fluorescent dyes co visualize 

·1nolecules under a light microscope. The antibodies anach to affected cells and the dyes indicate 

\Vhich cells have been marked in this 1va)'. Fluorescence microscopy has allo,ved doctors to make a 

diagnosis on ,vhetber cancer is present based on small samples of tissue (Figure A2.2.14). 

Structures common to cells 
in all living organisms 

■ The features of cells 
A cell consists of a nucleus surrounded by cytoplasm, composed mainly of water, contained within 

the cell men1brane 1nade of lipids. The nucleus is the structure that conn·ols and directs the activities 

of the cell. It contains DNA, \vhich is the hereditary mate1ial of all living organisn1s (see page 44). 

The cytoplas1n provides the n1edju1n in \vhich many of the n1etabolic reactions ol the cell occur, with 

,vacer being the essential n1olecule needed for enzyn1es to function ac their optimu1n (see page 210) 

le is the site of the enzyme-controlled chemical reactions of life, which we call 'metabolism'. The 

cell metnbrane, kno\vn as the plasma membrane, is the barrier controlliJ1g entry to and exit fro1n 

the cycoplasn1. 

Ne,vly forn,ed cells grow and enlarge. A gro,-ving cell can norn,ally divide into rwo cells. Cell division 

is very often restricted to unspecialized cells berore they beco,ne rnodiried for a particular task - a 

process kno,vn as differentiation. 

Because of specialization, cells show great variety in shape, structure and function. 
This variety in structure reflects t he evolutionary adaptations of cells to different 
environments and to different specialized f unctions - for example, w ithin 
mult icellular organisms. 

■ Animal and plant cells 
No 'typical' cell exists- there is a very great deal of variety among cells. However, we shall see that 

1nost cells have features in comtnon. Viewed using a co1npound tnicroscope, the appearance of a 

plant cell and ani1nal cell are sho\vn in Figure A2.2.15. Both are bound by a men1brane and contain a 

nucleus. The plant cell has additional organelles that are visible (chloroplasts and a permanent vacuole). 
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■ Figure A2.2.15 Animal and plant cells with interpretive drawings to indicate t he structure and funct ion o f organelles 

1m 
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♦ Organelle: a unit of 
cell substructure. 
♦ Eukaryote: group 
of organisms that have 
a nuclear membrane 
surrounding their genetic 
material, Le., they have a 
true nucleus. 
♦ Prokaryote: 
unicellular organism 
without a true nucleus; 
they have a loop of 
naked DNA. 

I lrtl 
In HL Biology, you 
need to know the 
drfferences between 
the two domains of 
bacteria. See Chapter 
A3 .2, page 137. 

A2.2 Cell structure 

Ani1na\ and plant cells have at least three structures in co1nmon. These are their cytoplasm \Vith its 

nucleus, surrounded by a plasn,a membrane. ln addition, there are many tiny structures in the 
cytoplas1n, called organelles, most of them com1non to both animal and plant cells. An organelle is 
a discrete structure ,vithin a cell, having a speciuc funct ion. Son1e organelles are too s1nall or th in to 
be seen at this magnification. We will learn about the structure of organelles using the electron 
tnicroscope (page 60) 

There are some imporr.ant basic differences ben.veen plant and animal cells, ,vbich will be explored 

later (see page 68 in this section). 

Cells of plants, anin1als. fungi and protoctista have cells with a large, obvious nucleus (although 

there are exceptions to this - see page 78). The surrounding cytoplasn1 contains n1any difierent 
1nembranous organelles. These types of cells are called eukaryotic cells (1neaning a 'true nucleus'). 

On the orher hand, bacteria contain no true nucleus and their cytoplasm does not have the 
organelles of eukaryotes. These are called prokaryotic cells (1neaning 'berore the nucleus'). 

This distinction betvveen prokaryocic and eukaryocic cells is a fundamental division and is more 
significant than the differences bet,veen plants and anin1als. We will first exa1nine the detailed 
structure of the prokaryotic cell. 

Although there are a large variety of different cell types, all cells can be divided into 
two distinctive groups: eukaryotes (cell that have a nucleus) and prokaryotes (cells 
that do not have a nucleus). Each cell type has distinctive features within the group; 
there are also similarities that all cells share (e.g. DNA, a plasma membrane, cytoplasm 
and ribosomes). 

Prokaryote cell structure 
\I\Te have seen that the use o( the elecrron microscope in biology led to the discovery of eukaryotic 

and prokaryotic cell structure (page 60). Bacteria and cyanobacteria (a group of bacteria that can 
photosynthesize) are prokaryotes. 

The generalized structure of a bacterium is sho\vn in figure Al.2.16. The prokaryote cell structure 
va1ies (as shown in the figure), but the distinctive features of the prokaryotes are: 

• they are exceedingly sn1all - about the size of individual organelles found in the cells 
of eukaryotes 

• they contain no true nucleus but have a single loop of DNA in the cytoplasm, refen·ed to as 
a nucleoid 

• their cyroplasn1 does not have the me1nbrane-bound organelles of eukaryotes. 

There are two broad groups, or domains, of prokaryotes - eubacteria and archaea. In this section, 
and when the term 'bacteria' is used, the group being referred to is the eubacteria. 
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in Figure A2.2.17. 
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■ Figure A2.2.16 Generalized structure of a bacterium 

ln Figure A2.2. l 7, r.he ultrastructure of Escherichia coli is sho\vn . E. coli is a common bacterium 

that occurs in huge numbers in the lov.,er intestine of humans and other endothermic (once 

known as 'warm-blooded ') vertebraLes, such as mammals. It is a major component of the faeces of 

these animals. 

This tiny organism \Vas named by a bacte1iologist, Professor T. Escherich. in 1885. Notice c_he 

scale bar in Figure A2.2.17. This bacteriun1 is c_ypically about 1-31.1,m in length - about the size of a 

mirochond1ion in a eukaryocic cell. 

Ali bacteria contain the following cell con1ponents: 

• a cell \Vall (made fron1 peptidoglycan - a polyn1er 1nade of polysaccha1ide and peptide chains) 

• plasma n1embrane 

• cytoplas1n 

• naked DNA (i.e. not associated \.vith histone proteins - see page 26) in a loop 

• 705 riboso1nes. 
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■ Figure A2.2 .17 The structure of Escherichia coli, together w ith an interpretive drawing 

♦Metabolism: 

integrated network of all 
t he biochemical reactions 
of life. 

♦ Metabolite: a 
chemical substance 
involved in metabolism, 

A2.2 Cell structure 

Ribosomes are organelles 1vhere protein synthesis rakes place. There are t,vo different sizes of 

ribosomes found in cells - smaller 70S ribosomes are found in bacteria and larger 80S ribosomes are 

found in eukaryotic cells (see page 69). 

Unlike eukaryotic chromosomes, which are linear (page 110) with many contained in each cell , 

prokaryotic chromoson1es are singular and form a loop within the nucleoid region of the cell 
(Figures A2.2.16 and A2.2.17} 

ATLA2.2C 

Species of bacteria can be divided into two broad groups - gram-posit ive and gram-negative 
bacteria. Find out the dif ferences between these two groups. How are these differences 
determined, and w hy is it important for scientist s to know the differences? 

Gram-positive eubacteria include Bacillus and Staphylococcus. Find out the structure of these t wo 
species. How do they differ from the bacterium shown in Figure A2.2.17? 

Eukaryote cell structure 
The chen1icals in the cytoplasm are substances formed and used in the chemical reactions of life. 
All the reactions of life are known collectively as metabolism, and the chemicals are known 

as metabolites. 

Cytoplasm and organelles are contained within the plasma n1en1brane. This n1en1brane is clearly a 

barrier of sorts. It must be crossed by all the 1netabolites that n1ove between the cytoplas1n and the 
envi.ronn1ent of the cell. We will return to the structure of the cell me1nbrane and ho1v n1olecules 

enter and leave cells in Theme B2. 

67 



animal cell 

free ribosomes Golgi apparatus 

plant cell 

free ribosomes 
rough endoplasmic 
reticulum (RER) 
with ribosomes 
attached 

• . . . . . . . . .. 
• 

• ... . . 
• • • •• 

ly,osome ----'I------? . . • • 

.. . . ~ 
• • • 

• 

0 . . .. 
0 

smooth ---1----,,--.,----------"--£1 -J----,1-tt--lysosome 

endoplasmic 
reticulum 
(SER) 

centnoles 

. .. . . . 

•••••• 

• • 

• • • •• 

• 

0 
11--~:~-➔-i--tt-t- smooth 

• • : • - endoplasmic 
reticulum (SER) • 

rough ---+----"'::..._--~--....=>,l,,_~;r,,.. 
endoplasmic 
reticulum 
(RER) with 
ribosomes 
attached 

• • • • • • • • •. 
• 

. . • ... 
••• ... . .. . 

. .. 
• • • 

H-+-- cell surface 
membrane 

• • -l---\:------r----... 
cell surface --\. 
membrane 

♦ Nuclear envelope: a 
lipid bi layer surrounding 
the genetic material 
of the cell, containing 
nuclear pores that 
control the movement of 
molecules between the 
inside of the nucleus and 
the cytoplasm. 

♦ Nuclear pore: a 
protein-lined channel in the 
nuclear envelope; regulates 
the transport of molecules 
between the nucleus and 
the cytoplasm. 

♦ Chromosome: length 
of DNA that carries 
specific genes in a linear 
sequence. 

♦ Chromatin: nuclear 
material comprised 
of DNA and histone 
proteins in the nucleus 
of eukaryotic cells at 
interphase; forms into 
chromosomes during 
mitosis and meiosis. 
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■ Figure A2.2.18 The u ltrastructure of the eukaryotic animal and plant ce ll 

We next consider the structure and function of the organelles. 

Our kno,vledge of organelles has been built up by e,-xatnining electron 1nicrographs ol many different 

cells. The outcome, a detailed picture of the ultrastructure of animal and plant cells, is represented 

diagrammatically in a generalized cell in Figure A2.2.18. 

■ Introducing the organelles present in all eukaryotic cells 

Nucleus 
The appearance of the nucleus in electron micrographs is shov,rn in Figure A2.2.13 (page 62). 

The nucleus is the largest organelle in the eukaryotic cell, typically 10-20µm in dian1eter. It is 
surrounded by a double-layered 1ne1nbrane, the nuclear envelope. This contains many nuclear 

pores formed by specific proteins. These pores are tiny, about 100nm in dia111eter. However, the 

pores are so numerous that they n1ake up about one-third of the nuclear 1nen1brane's surface area. 

This suggests that communications bet\veen nucleus and cytoplasm are i111portant. 

The nucleus contains the chromosomes. -rhese thread-like structures are visible at the ti1ne the 

nucleus divides (page 651). Chron1osomes are made of DNA bound to histone proteins (page 26). 

Histones help to pack the DNA into condensed structures so chat they can be moved within the cell 

during division. At other times, the chro1nosomes appear as a diffuse network called chromatin. 
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(e Common 
mistake 

Do not confuse the 
terms 'nucleus' and 
'nucleolus'. The 
nucleolus is a sub
organelle located 
inside the nucleus, 
whereas the nucleus 
is a membrane-bound 
organelle in the cell. 
The nucleolus produces 
ribosomes. and t he 
nucleus contains the 
genetic material of 
the cell. 

♦ Nucleolus: compact 
reg ion of nucleus 
where ribosomes are 
synthesized. 
♦ Mitochondrion 
(plural, mitochondria): 
organelle in eukaryotic 
cells, site of Krebs 
cycle and the electron
transport pathway. 
♦ Cristae: folds in the 
inner membrane of 
mitochondria. 
♦ Matrix: the fluid 
that is surrounded by 
the inner membrane 
of a mitochondrion, 
containing enzymes, 
ribosomes and 
mitochondrial DNA. 

small subunit 

large subunit 

■ Figure A2.2.20 
The ribosome 

A2.2 Cell structure 

(e Common mistake 
A common misconception is to regard a chromosome solely as a condensed structure, visible 
with a light microscope, implying that chromosomes are not present unless a cell is carrying out 
nuclear division. Chromosomes are continuously present in the nucleus of a eukaryotic cell; the 
uncondensed state should be seen as normal as this form persists longest and is when the genes 
can be transcribed into proteins. 

A nucleolus (plural , nucleoli) is a tiny, rounded, darkly-staining body. One or more nucleoli are 
present in the nucleus. It is the site ,~,here the sub-units of ribosomes (see belo,v) are synthesized. 

Chromatin, chro1noson1es and the nucleolus are visible only if stained with certain dyes. The 

everyday role of the nucleus in cell management, and irs behaviour ,vhen the cell divides, are the 
subject of Chapter D2.1 (page 648). 

~1ost cells contain one nucleus but there are interesting exceptions. For example, both the red blood 
cells of mam1nals (page 78) and the sieve tube element of the phloem of flo,vering plants (page 79) 

do not have a nucleus. Both lose their nucleus as they mature. 

Mitochondria 

Mitochondria appear mostly as rod-shaped or cylindrical organelles in electron micrographs (Figure 
A2.2.19). Occasionally their shape is 1nore variable. They are relatively large organelles, typically 
0.5- 1.5µm ,vide and 3.0-10.0µm long. Mitochondria are found in all cells and are usually present 

in very large nun1bers. Very metabolically active cells contain thousands of the1n in their cytoplas1n, 
[or example, muscle fibres and hormone-secreting cells. Human liver cells can individually have 
2000 mitochondria. 

The milochondrion also has a double membrane. The outer membrane is a smooth boundary, ,vhile 

the inner membrane is folded to forn1 cristae. The interior of the n1itochondrion contains an aqueous 

solution or metaboli tes and enzymes. This is called rhe matrix. The mitochondrion is rhe site o[ the 

aerobic stages of respiration (see Chapter Cl.2, page 416). 

a mitochondrion, cut open 
to show the inner membrane and cristae 

inner membrane - - ~ 

matrix ----~ ~~-//; 

In the mitochondrion many of the enzymes of 
respiration are housed, and the 'energy currency' 
molecules adenosine triphosphate (ATP) are formed. 

■ Figure A2.2.19 The mitochondrion 

Ribosomes 

Ribosomes are tiny structures, approximately 25 nm in diameter. They are built of t,vo subunits 

and do not have 1uembranes as part of their structures. Chen1ically, they consist of protein and 
the nucleic acid RNA. Riboso1nes are found free in the cytoplasm and bound to endoplasmic 

reticulum (rough endoplasmic reticulum - RER, see belo\v). They also occur ,~rithin milochonclria 
and in chloroplasts. The. sizes of tiny objects like ribosomes are recorded in Svedberg units (S). 

This is a measure of their rate of sedimentation in centrifugation, rather than of their actual size. 
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10 Explain why the 
nucleus in a human 
cheek cell (Figure 
A2.2.15, page 64) 

may be viewed by 
light microscopy in 
an appropriately 
stained cell, but 
the ribosomes 

cannot. 

Riboson1es of mitochondria and chloroplasts are slightly s1naller (705) than those iJ1 the rest of the 

cell (80S). As we have already seen, prokaryotes contain 705 riboso1nes (page 66). 

Ribosomes are the si tes \1/here proteins are made in cells. The structure of a ribosome is sho\.vn in 

figure A2.2.20. Many differen t types of cell contain vast numbers of ribosomes. Some of the cell 

proteins produced in the ribosomes have structural roles. Collagen is an example (Chapter Bl.2, 

page 219). Most cell proteins are enzymes. These are biological catalysts: they cause rhe reactions of 

metabolism to occur more quickly under the conditions found \.vithin the cytoplasm. 

Endoplasmic reticulum 

The endoplasmic reticulum consists of a network of folded membranes formed into sheets, tubes or 

sacs that are extensively mterconnected. Endoplasmic reticulum is contiguous with (connected to) 

the membrane of the nuclear envelope (figure A2.1 21). The cytoplasm of metabolically active cells 

is commonly packed with endoplasmic reticulum. In figure A2.2.21 \1/e can see there are t\1/0 

distinct types of endoplasmic reticulum. 

SER and RER in cytoplasm, showing origin from outer membrane of nucleus electron micrograph of RER 
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smooth endoplasmic 
reticulum 

site of storage of calcium ions 
in (relaxed) voluntary muscle 

■ Figure A2 .2 .21 Endoplasmic reticulum, rough (RER) and smooth (SER) 

♦ Endoplasmic 
reticulum: system of 
branching membranes 
in the cytoplasm of 
eukaryotic cells, existing 
as rough ER (with 
ribosomes) or as smooth 
ER (without ribosomes). 

• Rough endoplasmic reticulum (RER) has ribosomes attached. At its margin, vesicles are 

formed fron1 swellings. A vesicle is a small, spherical organelle bounded by a single membrane, 

\.Vhich becomes pinched off as it separates. These tiny sacs are then used to store and transport 

substances around the cell. for example, the RER is the site of synthesis of proteins that are 

'packaged' in the vesicles and then typically discharged from the cell by a process called 

exocytosis. Digestive enzyines are discharged in this way. 

• Smooth endoplasmic reticulum (SER) has no ribosomes. SER is the site of synthesis of 

substances needed by cells. For example, the SER is important in the manufacture of lipids. 

In the cytoplasm of voluntary muscle fibres, a special form of SER is the site of storage of calciu1n 
ions, \1/hich have an important role in the contraction of muscle fibres. 
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♦ Golgi apparatus: 
a stack of flattened 
membranes in the 
cytoplasm involved in the 
processing, modifying and 
packaging of molecules. 

I I 
I 

' ' 

i i 
I 

Golgi apparatus 

The Golgi apparatus consists of a stack-like collection of flattened n1e1nbranous sacs (Figure A2.2.22). 

One side of the stack of 1nembranes is formed by the fusion of membranes of vesicles fron1 the SER 

and RER. At the opposite side of the stack, vesicles are forn1ed from swellings at the margins that, 

again, beco1ne pinched off. 

The Golgi apparatus occurs in all cells, but it i.s especially prorninent in metabolically active cells 

[or example, secretory cells. lt is the site or synthesis of specific biochemicals, such as hormones and 

enzy1nes. These are then packaged into vesicles. 

electron micrograph of Golgi apparatus, in section 

'---- vesicles pmcheo--~ 
off here 

0 

0 stack of flattened, 
membranous sacs 

0 
C) 

0 

■ Figure A2.2.22 The Golgi apparatus 

♦ Lysosomes: 
membrane-bound 
vesicles, common in the 
cytoplasm, containing 
digestive enzymes. 

♦ Non-permanent 
vacuoles: small vacuoles 
in animal cells used 
to temporarily store 
materials or to transport 
substances. 

A2.2 Cell structure 

Lysosomes 

The Golgi apparatus produces a variety of different vesicles. In animal cells these vesicles may form 

lysosomes. Some vesicles develop into non-permanent vacuoles, which are small, temporary 

vacuoles that help sequester waste products. 

Lysoson1es are tiny spherical vesicles bound by a single membrane (Figure A2.2 23). They contain 

a concentrated mixture of digestive enzy1nes. These are correctly known as hydrolytic enzyn1es. 

They are produced in the Golgi apparatus or by the RER. 

Lysosomes are involved in the breakdo,vn of the contents of'food' vacuoles. For exa1nple, hannful 

bacteria that invade the body are taken up into tiny vacuoles (they are engulfed) by special white 

blood cells called 1nacrophages. Macrophages are part of the body's defence sysce1n (Chapter C3.2, 

page 526). 

Any foreign matt.er or food particles taken up into these vacuoles are then broken clown. This occurs 

"vhen lysosomes fuse \.vich the vacuole. The products of digestion then escape into the liquid of che 

cytoplasm. Lysosomes will also destroy damaged organelles in chis \Vay. 

\1\Then an organis1n dies, it is the hydrolytic enzymes in the lysosomes of the cells that escape 

into the cytoplasm and cause self-digestion, kno"vn as autolysis. Lysosomes are also involved in a 

process called apoptosis, or 'progran1med cell cleach ·, \vhich occurs in cells damaged by infection 

or mutanon. 
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11 Outline the roles 

of lysosomes, 
the Golgi 

apparatus and 
the endoplasmic 
reticulum in the 
eukaryotic cell, 

12 Outline how 
the electron 
microscope has 
increased our 
knowledge of cell 
structure. 

♦ Cytoskeleton: a 
microscopic network of 
protein filaments and 
tubules in the cytoplasm 
that give cells shape and 
are used for internal 
organization. 

♦ Microtubule: tiny, 
hollow protein tube 
in cytoplasm (e.g. a 
component of the splndle). 

I~ 8 soluble tubulln 

! t 

side view 

undigested remains 
discharged from cell 

lysosomes budding off Golgi 

steps in the 
formation of 
a lysosome 

■ Figure A2.2.23 Lysosomes 

Plasma membrane - the cell surface membrane 

The plasn1a membrane is an extremely thin structure - 7nm thick. It consists of a lipid bilayer 

in vrhich proteins are embedded. This membrane has a number of roles. Firstly, it retains rhe 

cytoplasm. The cell surface membrane also lorms the barrier across \Vhich all substances entering 

and leaving the cell must pass. In addition, it is \Vhere the cell is identified by surrounding cells. 

The detailed structure and function of the cell surface 1nembrane is the su~ject of Chapter B2.l 

(page 223). 

Cytoskeleton 

The cytoskeleton is a network of fibres extending throughout the cytoplasn1. It organises the 

structures and activities within the cell. There are three n1ail1 types of fi bre in the cytoskeleton : 

microtubules, microfilan1ents and intermediate filan1ents. 

Microtubules are the thickest class of rhe cytoskeleral fibres and are straight, unbranched, hollo,v 

cylindrical fibres (Figure A2.2.24) about 25 n1n in d iameter. The cells of all eukaryotes, ,-vhether 

plants or animals, have a \,vell-organized system of these 1nicrotubules that shape and support the 

cytoplasm. The net\vork or n1icrotubules is made of a helically a1Tanged globular protein called 

tubulin. This is built up and broken do,-vn in the cell as the microrubule frame,vork is required in 

different places ford i fferenr tasks. 

top view 

What are the functions of microtubules? 

The movement of chromosomes during cell division is achieved by the 

lengthening and shortening of microcubules. Microcubules are mvolved in 

movement of other cell components 1vichin the cytoplasm coo, acting co 

guide and direct chem. 

The movement of organelles is facilitated by motor proteins (Figure A2.2.25) 

carrying organelles along the n1icrotubules to their destmation. For 

example, microtubules guide secretory vesicles from the Golgi apparatus to 

the plasn1a 1nen1brane. 

■ Figure A2.2.24 Structure of microtubule~ 

Lt p rovides mechanical support and inaintains the shape of the cell. [r is 

also dynamic and can be quickly d ismantled and reassembled at another 

part of rhe cell, changing rhe shape of rhe cell. 
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■ Figure A2.2.25 
Computer il lustration 
of a microtubule with 
motor proteins 

♦ Microfilament: the 
thinnest class of the 
cytoskeletal fibres, made 
of sol id rods of globular 
protein called actin. 

■ Figure A2.2.26 
Structure and assembly 
of microfilaments 

Top tip! 
In plant cells, the flow 
of cytoplasm over actin 
filaments is important 
for the distribution of 
chemical substances 
within the cell. This 
cytoplasmic streaming 
is due to actin- myosin 
interactions. 

All organisms, 
whether unicellular 
and multicellular, 
share the same life 
processes. 

A2.2 Cell structure 

vesicle 

receptor for 
mot or protein 

motor protein 
(powered by ATP hydrolysis) 

microtubule of 
cytoskeleton 

Microfilaments (Figure A2.2 26) are the thinnest class of the cytoskeletal fibres, about 7 nm in 

diameter, and n1acle up of solid rods of globular protein called actin. Each filament consists of a 

twisted double chain of actin molecules. Micro[ilaments are designed to resist tension. 

monomer ~ -' 
subunits 

~ 

actin microfilaments 

The functions of microfilan1ents are: 

• They are involved in cleavage furro\v formation to divide the cell during cell division. 

• They play a part in cell motility, particularly in muscle contraction. 

• They maintain and change cell shape. 

13 Distinguish between the structure of prokaryot ic and eukaryotic cells. 

14 Construct a table to distinguish between the chromosomes of prokaryotic and 
eukaryotic cells. 

Processes of life in unicellular organisms 
Unicellular and multicellular organisms share the san1e functions of life. The functions of lite are: 

♦ homeostasis: maintaining a constant, stable internal environment 

♦ metabolism: the complex network of interdependent and interacting chen1ical reactions 

occurring in living organisms 

♦ nutrition: process by which organisms take in and/or make use of food//nutrients 
♦ movement: moving fron1 one place to another 

♦ excretion: elimination of waste created by metabolic processes inside cells 

♦ growth: increase in size, mass or number of cells ,vithin an organistn 

♦ response to stimuli (sensitivity): reaction to changes in the environment 

♦ reproduction: formation of ne,v individuals by sex-ual or asexual means. 
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The functions of life can be demonstrated in un i<.:ellular organ isms as shovvn in ·r.ible J\2.2,4. 

■ Table A2.2.4 Life processes in unicellular organisms 

Paramecium - a large protozoan (about 600 µm), common 1n 
freshwater ponds 

waste 
disposed of j 

~ 
;;-.-..; ' it. ' -

food vacuoles of 
bacteria formed here 

gullet ('cytopharynx') 
\ 

contract11e vacuole 

■ Figure A2.2.27a Paramecium 

Contractile vacuoles are used to expel water from the cell 
that has entered by osmosis. This maintains water levels 
within closely controlled limits. 

Homeostasis 

Ch/ore/la - a small alga (about 20 µm), abundant in freshwater 
ponds where its presence colours the water green 

plasma membrarie 

cellulose ---,,1 
cell wal l 

chloroplast 
cytoplasm 

■ Figure A2.2.27b Ch/ore/la 

Water enters the cell by osmosis and is collected 
in contractile vacuoles. These vacuoles expel the 
water through the plasma membrane so that 
1nternal water levels are kept within acceptable 
limits. 

Obtains the biochemicals it requires for metabolism by 
digestion of food particles. Energy t ransferred by respiration 
makes this possible. Respires aerobically, transferring energy 
to maintain cel l functions. 

Metabolism (including 
respiration) 

Jvlanufactures all biochemicals tt requires for 
metabolism using sugars from photosynthesis 
and ions (such as nitrates) from the surrounding 
water. Energy transferred by respiration makes 
this possible. 

A ·particle feeder', it takes in small floating unicellular Nutrition 
organisms into food vacuoles ,n the cytoplasm where the 
contents are digested and the products absorbed. 

Loss of waste products (mainly C01 and NH) over the entire Excretion 
cell surface. 

Commonly, reproduction occurs by nuclear division followed Reproduction 
by a transverse constriction of the cytoplasm. 

Moves rapidly through the water, rotating as rt goes. Movement 
Food vacuoles w ithin can be seen berng carried around 
the cytoplasm. 

Typically detects favourable food particles in the water and Sensitivity 
moves towards thern. 

Small cells grow to full size prior to cell division (dividing into Growth/development 
two cells). 

Respires aerobically, transferring energy to 
maintain cell functions. 

Synthesises sugars by photosynthesis in the light, 
using carbon dioxide and water (in a way that is 
almost identical to photosynthesis 111 flowering 
plants). 

Loss or waste products (mainly CO,.) over the 
entire cell surface. 

Periodically the cell contents divide into four 
autospores that each form a cell wall around 
themselves. Eventual ly these are released by 
breakdown of the mother-cell wall. 

A stationary cell. 

Cytoplasm streaming al lows redistribution of 
biological molecules w ithin the cell. 

Typically responds to the absence of light by 
nuclear division followed by cell division. 

Small cells grow to full size prior to cell division 
into autospores. 

Theme A: Unity and diversity- Cells 



ConceP.t: 
Di~er:sit 

Although some 
cellular structures 
are common to all 
eukaryotic cells, 
there are structures 
that are only found 
in particular types 
of cell, which 
relate to functional 
differences 
between different 
groups of organisms 
(kingdoms). 

♦ Centriole: a small 
cylindrical organelle 
which occurs in pairs; 
located near the nucleus 
in animal cells; involved in 
the production of spindle 
fibres during cell division 

♦ Centrosome: 
organelle situated near 
the nucleus in animal 
cells, involved in the 
formation of the spindle 
prior to nuclear division. 

♦ Spindle: structure 
formed from 
microtubules, associated 
with the movements of 
chromosomes in mitosis 
and meiosis. 

A2.2 Cell structure 

ATLA2.2D 

1 Put a drop of pond water on to a slide. Look at micro-organisms (microscopic living unicellular 
organisms) under a microscope. 

2 Find Eug/ena. If it is moving too fast, use a slide with a dimple in it (a dip in the middle) - this will 
restrict its movement to one part of the slide. 

3 If you don't have access to pond water containing Euglena, access the following website: 
https://sketchfab.com/3d-models/euglena-17b2a7d702834a759c42f4927109d74a or use the 
search terms: pond life, microscope. 

4 What organelles (structures in the cell) can you see? Do the features belong to the animal 
kingdom? Do the f eatures belong to the plant kingdom? How would you classify this organism? 
Use scienti fic reasoning to explain what you have observed. 

5 Dravv and label a diagram of Euglena, using your interpretation of the organism you have seen 
under the microscope. Use scientific reasoning to deduce the functions of the structures you 
have observed, and then annotate the diagram to explain these features. 

Differences in eukaryotic cell structure between 
animals, fungi and plants 
As well as the organelles that occur in all eukaryotic cells, there are structures that are only tound in 

particular types of cell. 

■ Structures typically found in animal cells (and some protists) 
Ani1nal cells have organelles not present in plant cells. These will be explored no,v. 

Centrioles 

A centriole is a tiny organelle consisting of nine sets of three 1nicrotubules each (see page 72), 

arranged in a short, hollow cylinder. In animal cells, c,vo centrioles occur at right-angles, just outside 

the nucleus, forn1ing the centrosome (\vhich can be seen in figure A2.2.28). Before an anin1al cell 

divides, the centrioles replicate, and their role is to gro,v the spindle fibres - the spindle is the 

sn·ucture responsible for the 1novement of chromosomes during nuclear division. 

■ Figure A2.2.28 Electron micrograph of a cell showing two centrioles (in red) 
at right angles to each other, forming a centrosome 



♦ Cilium (plural, cilia): 
motile, hair-like outgrowth 
from the surface of certain 
eukaryotic cells, which 
move rhythmically to 
propel objects such as 
mucus in the trachea and 
eggs in oviducts. 

♦ Flagellum (plural, 
flagella) a long, thin 
structure occurring singly 
or 1n groups on some 
cells and tissues; used 
to propel unicellular 
organisms and to move 
liquids past anchored cells 
(flagella of prokaryotes and 
eukaryotes have a different 
internal structure). 

♦ Chloroplast : 
organelle that is the site 
of photosynthesis and 
contains chlorophyll. 

♦ Thylakoid: membrane 
system of chloroplast. 

♦ Granum (plural, 
grana): stacked discs 
of membranes found 
within the chloroplast, 
containing the 
photosynthetic pigments, 
and the site of the 
light-dependent reaction 
of photosynthesis. 

♦ Stroma: colourless 
flu id contents of 
the chloroplast; 
site of the light
independent reaction 
of photosynthesis. 

♦ Plastid: an organelle 
containing pigments 
(e.g. chloroplast). 

♦ Vacuole: fluid-fi lled 
space in the cytoplasm, 
especially large and 
permanent in plant cells. 

♦ Tonoplast: membrane 
around the plant cell 
vacuole. 

Liolc: 
For more on 
photosynthesis, 
see Chapter C1 .3, 
page 425. 

Cilia and flagella 

Cilia (singular, cilium) and flagella (singular, flagellu1n) are made up of 111icrotubules (see 

Figure A2.2.24) and are al111ost structurally identical, except chat cilia are usually shorter and 111ore 

nu1nerous than flagella. They are organelles chat project fro111 the surface of certain cells and both 
can 1nove. 

Cilia occur in large numbers on certain cells, such as the ciliated lining (epithelium) of the air tubes 

serving the lungs (bronchi), ,vhere they cause the movement of mucus across the cell surface. It is 

rhe cilia of this 'bronchial tree' that cigarette s111oke destroys over time. They are also fou nd inside 

rhe oviduct ,,vhere they help move the egg (ovun,) from the ovary to 1he uterus. Cilia are also found 

in some prorists (e.g. Euglena and Pan1mecium). Flagella occur singly, typically on small, motile cells, 

such as sperm, or they may occur in pairs. 

A cilium is about lOµm in length and 0.2µm in diameter. A l1agellum is about lOOµm in lengLh and 

0.2 µm in diameter. Both contain a ring of nine microLubule doublets surrounding a central pair of 

microrubules (9 + 2 arrangement). Both contain a basal body at the base of each cilium or flagellum. 

Basal bodies are identical in structure to centrioles and help anchor the cilia and l1agella 10 the cell. 

■ Structures typica lly found in plant cells (and some protists) 
Just as anin1al cetls have structures not present in plant cells, plants contain organelles tbat are not 

present in anin1al cells. 

Chloroplasts 

Chloroplasts are large organelles, typically biconvex in shape, about 4-lOµm long and 2-3 µ111 \.\ride. 

They occur in green plants, where most occur in the mesophyll cells of leaves. A me.sophyll cell may be 

packed with 50 or more chloroplasts. Photosynthesis is che process that occurs in chloroplasts. 

Look al. the chloroplasts in Lhe electron n1icrograph in r1gure A2.2 29. 1 n each chloroplast, two continuous 

membranes form the envelope. A third syste1n of membranes is tucked co form a system of branching 

membranes called la111ellae or thylakoids. The thylakoids are arranged in flattened circular 

piles called grana (singular, granurn). These look a little like a stack of coins. lt is here that the 

chlorophylls and other pigments are located. Most chloroplasts incorporate several grana, and the 

number of me1nbranes present in each 'stack' is larger in leaves gro,vn at lov'1er light levels. Bet\veen 

them, the branching rnembranes are very loosely arranged in an aqueous matrix, usually containing 

sn,all starch grains. This part of the chloroplast is called the stroma. 

Chloroplasts are one of a larger group of organelles called plastids. Plasticls are found in many plant 

cells but never in animals. The other members of the plastid family are leucoplasts (colourless 

plastids) in \vhich starch is stored. and chromoplasts (coloured plastids), containmg no11-

phoros>7nthetic pigmenrs such as carotene, and occurring in flower petals and the root tissue of 

carrots, and anthocyanin ,vhich shades and protects the photosynthetic apparatus by absorbing 

excess visible and UV lighL 

■ Figure A2.2.29 The chloroplast 

Permanent vacuole 

A vacuole is a fluid-filled space vvithin the cyroplasrn (see 

Figures A2.2.15 and A2.2.18, pages 64 and 68), surrounded by 

a single membrane (called a tonoplast). The tonoplasr separates 

rhe contents of the vacuole from the cell's cytoplasm. The main 

functions of vacuoles include maintaining cell turgor pressure 

and regulating waste. As the vacuole fills \Vith \Vater, it pushes 

the cytoplasm against the cell wall, creating turgor pressure 

in the cells which maintains the rigidity of plant tissue. 
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15 Discuss, in tabular 
form, the location 
of membranes 
and their function 
within plant and 
animal cells. 

16 Outline the 
functions of the cell 
wall in a plant cell. 

17 Describe how a 
typical plant cell 
differs from a 
typical animal cell. 

(e Common 
mistake 

Cell walls are not only 
found in plant cells -
prokaryote cell walls 
exist as well, and cell 
walls are also part of 
fu ngal cell structure. 

♦ Glycoprotein: 
membrane protein with 
a carbohydrate chain 
attached. 

Ions in the sap ,vithin the vacuole provide the negative 0s1notic pressure (or potential) thal d 1-a,vs ,.vater 
tnoleculcs into the vacuole (see Chapter D2.3, page 692) Che1nicals can be pennanently stored in 
the vacuole, such as pigments (for exa111ple, bccalains, the red pigment in beetroot} Carbohydrates, 
proteins and fats arc stored in the vacuoles of storage cells in seeds. In addition, the vacuole functions 
in a sin1ilar way to lysosomes in animal cells - ,.vaste material is n1oved there for disposal. 1-he 
environment inside a vacuole is slightly acid (about pl-l 5.0), allowing hydrolase enzymes to break 
do~vn large molecules. The products o[ the breakdo,.vn process are retained ,vi thin the vacuole. 

Tnn tinl 

Plant cells frequently have a large, permanent vacuole present. By contrast, animal cells may have 
small vacuoles, but these are mostly temporary. 

■ Extracellular components 
We have noted that the contents of cells are contamed ,1/lch1n the plastna membrane. 1-:lovvever, cells 
may secrete n1aterial outside the plas1na membrane; for exatnple, plant cells have an external ,vall, 
,vhile n1any animal cells secrete glycoproteins. 

The cell wall 

The plant cell differs from an animal cell in char it IS surrounded by a \Vall. This \.vaU is completely 
external to the cell; it is not an organelle. Plant cell walls are prin1arily constructed of cellulose - a 
polysaccharide and an extremely strong material. Cellulose n1olecules are very long and are an·anged 
in bundles called microfibrils (discussed in Chapter Bl.I, page 193). 

Cell ~valls 111ake the boundaries of plant cells easy to see ,vhen plant tissues are exa111ined by 
n1icroscopy. The presence of this strong structure allo,.vs the plant cell to develop high internal 

pressure due to 'Nater uptake, \Vithout danger of the cell bursting. This is a n1ajor difference between 
the cell water relations of plants and ani111als. 

Cell \Valls are also found in fungi (see more belo1v) and prokaryotic cells, alLhough Lhe chemicals 
used in Lhe consLruction of Lhe 1valls are cliITerenL in each case. 

cell wall 
(made of chi tin)-..,...;:;;;;;:;;;;~~::;:: 

Extracellular glycoproteins around animal cells 

Nlany ani.J11al cells can adhere to one other. Th.is property enables cells to form 
compact tissues and organs. Other anin1al cells occur in sin1ple sheets or layers, 
attached to a basement men1brane belo\v then,. These cases of adhesion are brought 
about by glycoproteins that the cells have secreted. Glycoproteins are large 
molecules of protein to which a s1nall nun1ber of sugar 111olecules bonded together 
(called oligosaccharides) are attached by covalent bonding. 

cytoplasm +H--

vacuole -;+----1.-

1 µm 

■ Figure A2.2.30 Diagram of a yeast 
cell; yeast is a single-cel led fungus 

18 Compare and contrast the 
structure of plant, animal and 
fungal cells. 

A2.2 Cell structure 

Fungal cells 
Fungi are a large group or eukaryoLic organisms that obtatn their rood by absorbing 
nuLrients from their external environment. They cannot photosynthesize as they 
do not contain chloroplasts. Fungal cells have a cell ,vall buL are made of a different 
maLerial con1parecl lO plants and bacteria - chitin. The n1ajoriry are 1nulticellular, 
although some, such as yeasL, are unicellular. 

The cell su·ucture of yeast is shovro in Figure l\2.2.30. 

77 



c:: T,,.n fi I 

Some bacteria have flagella for movement, although the structure is different to those in animals. 

♦ Multinucleate: 
a cell that has two or 
more nuclei. 

Atypical cell structure in eukaryotes 
♦ Hypha: the tubular 
filament 'plant' body 
of a fungus, whfch in 
certain species is divided 
by cross walls into either 
multicellular or unicellular 
compartments. 

Although most organisms conform to the cell theory (page 50), there are exceptions. In addition to the 

familiar unicellular and multicellular organization of living things, there are a few multinucleate organs 

and organisms that are not divided into separate cells. These are known as atypical cells. An example of 

an atypical organism is the 1nould Mucor, in ,vhich the main body of the organism consists of fine, 

thread-like stn1crures called hyphae (Figure A2.2.31). An example of an atypical organ is the striped 
muscle fibres that 1nake up the skeletal n111Scles or mam1nals (Figure A2 2.32). 

fungal hyphae diagram of the cell structure at the tip of one hypha 

11--- sporangiophore 

hyphae 
stolon 

■ Figure A2.2.31 Atypica l structure in Mucor 

skeletal musde cut to show the bundles of fibres 

bundle of thousands QV of muscle fibres 

=-~ ~~r'::. 'IT---&.J 

individual 
- - muscle libre (x300) 

~ Q!1fi~i);:,%fil,1 11Mlm@11m~u . , , 
each muscle fibre contains · ¼ktM11,:\l,v ~ 
several nuclei (i.e. a syncytium) 

■ figure A2.2.32 Atypica l structure in 
skeletal muscle fibres of mammals 

cell wall mitochondrion 
nucleus 

vacuole ribosome cel l membrane 

Another example of atypical cell struc1 ure i.s demonstrated by red 

blood cells (Figure A2.2.ll, page 60). These cells have no nucleus. Th·is 

adaptation allo\vs more roon, for haemoglobin - the red pig1nent that 

carries oxygen in the blood and gives the cell it.s reel colour. The lack 

of nucleus also creates a bicon<:ave shape for the cell, which gives a 

greater surface area for the diffusion of oxygen into and our from the red 

blood cell. 

Phloem tissue transports sugars as sucrose in planes. Plant tissues ,vill 

be explored in more detail in Theme B3, but for no,v ,ve ,vill locus on 

one cell type in the phloem - the sieve tube elements. Phloem tissue 
(Figure A2.2.33) consists of sieve tubes and companion cells. The 

sieve tube elements are another example of an atypical cell stn1crure 

in eukaryotes. 
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■ Figure A2.2.33 The 
structure of phloem t issue 

A2.2 Cell structure 

sieve tube with 
sieve plate companion cell 

c:,c:,c:,cf~=l 

0 

=-- ~ cytoplasmic connections 
between companion cells 
and sieve tube contents 

-H--H-- cytoplasm loses nucleus 
and many organelles 

photomicrograph of LS phloem in HP 
(x200) phloem is a tissue that may 
become crushed and damaged as stem 
t issue is sectioned for microscopy 

sieve tube 

• 

sieve plate 
in 5ection 

sieve plate 
m face view 

l 
phloem tubes are the site of movement 
of sugar and amino acids 

Sieve rubes are narro,v, elongated elen1encs, connected end to end to form tubes. There is no nucleus or 

many ocher organelles in the cytoplas1n of a mature sieve tube. The end walls, kno,vn as sieve places, 

are perforated by pores and each sieve tube is connected co a companion cell by strands of cytoplas1n, 
called plasn1odesn1ata, that pass through narrow gaps (called pits) in the ,valls. The companion cells are 

believed to service and maintain the cytoplastn of the sieve rube, because the sieve tubes have no nucleus. 

Tof' t"rl 

You may be asked to state the limitations of cell theory. These include: 
striated muscle cells contain many nuclei whereas most eukaryotic cells have one nucleus 
red blood cel ls have no nucleus whereas most eukaryotic cells have one nucleus 
multicellular fungi, such as Mucor, have multicellular hyphal cells 
sieve tube elements in phloem tissue do not contain a nucleus, and rely on companion cells to 
provide metabolic support 
viruses have some characteristics of living organisms but are not cells. 

If all cells come from pre-existing cells, where did the first one come from? 

Cell types and structures viewed in 
light and electron micrographs 
You should be able to identify cells in light or electron 1nicrographs as prokaryote, plant or animal. 

In electron tnicrographs, you should be able to identify these structures: nucleoid region (see 
Figure A2.2.18, page 68), prokaryotic cell wall, nucleus, n1itochondrion, chloroplast, sap vacuole, 

Golgi apparatus, rough and smooth endoplas1nic reticulum, chromoso1nes, riboso1nes, cell ,vall, 

plasma 1ne1nbrane and microvilli. 
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19 Examine 

the electron 
micrographs of 
specialized animal 
and plant cells in 
Figure A2.2.34. 
a List the 

organelles 
common to 
the animal 
and plant cells 
illustrated in 
Figure A2.2.34. 
Annotate your 
list by recording 
the principal 
role or function 
of these 
structures. 

b List separately 
any organelles 
you observe to 
be present only 
in the plant cell. 

ATLA2.2E 

Identify the features 
of struct ure in the cell 
in Figure A.2.2.35 - its 
shape, size and the 
organelles present. 
Based on these 
observations, deduce 
the specialized role of 
the cell, giving your 
reasons. 

I@ 

• 

electron micrograph of an exocrine 
gland cell of the mammalian pancreas 

electron micrograph of a spongy mesophyll cell 

■ Figure A2.2.34 Elect ron micrographs of named animal and plant cel ls 

Electron micrographs can be used to show structures not visible by light microscopy, such as 

microvilli present on the surface of epithelial cells in the small intes tine (Figure A2.2.35). 

microvilli "--

■ Figure A2.2.35 Electron micrograph of a specialized cell in tissue lining the small intestine (x4500) 

Drawing and annotating based 
on electron micrographs 
You should be able to dra\\' and annotate diagrams of organelles (nucleus, mitochondria , 

chloroplas ts, sap vacuole, Golgi apparatus, RER and SER, and chromoson1es) as ,veil as 

other cell s tructures (cell ,vall. plasn1a membrane, secretory vesicles and microvilli) sho\vn in 

electron micrographs . 
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Tool 1: Experimental techniques 

Drawing annotated diagrams from observation 

For a clear, simple drawing: 

• use a sharp HB pencil and a clean eraser 

• use unlined paper and a separate sheet for each 
specimen you record 

• annotate (add notes about function, role and 
development) if appropriate 

• include a statement of the magnification under 
which the specimen has been observed. 

• draw clear, sharp outlines, avoiding shading or 
colouring (density of structures may be represented 
by degrees of stippling) 

Figure A2.2.36 shows an interpretive drawing of a liver 
cell and the original TEM photo on which it is based. 

• label each drawing with appropriate information, 
such as the species, conditions (living or stained; 
if stained, note which stain was used) and type 
of section (transverse section, TS, or longitudinal 
section, LS) 

• label your drawing fully, with labels well clear of 
the structures shown, remembering that label lines 
should not cross 

■ Figure A2.2.36 
Transmission electron 
micrograph of a mammalian 
l iver cell (x15 000) with 
interpretive drawing 

interpretive drawing 

f0 T'l tjnl 

. . . . 

nucleus - controls and directs 
the activities of the cell 

lysosomes 

~Common 
mistake 

When drawing organelles and other cell structures, you need to include the functions in your annotations. 

Many students 
mistakenly think that 
the organelles (e.g. 
chloroplasts and 
mitochondria) are cells 
with cel l membranes, 
cell walls or even 
nuclei. Look carefully at 
electron micrographs 
and the information 
provided before you 
answer a question 
on organelles. 

A2.2 Cell structure 

When drawing eukaryotic cells, follow this guidance: 
Cell walls should be shown with two continuous lines to indicate the thickness. 
Cell membranes should be shown as a single continuous line. 
Chromosomes can either be drawn as single lines or 'X' shaped, indicating two chromatids 
joined by a centromere in a cel l about to divide. 
When drawing a plant cell or fungal cell, do not forget to add a single line to represent the 
membrane directly beneath the cell wall. 
Nuclear membranes should be shown with a double membrane and nuclear pores. 
Vacuole membranes should be shown as a single continuous line. 
Chloroplasts should be shown with a double line to indicate the envelope and internal structure 
(thylakoids/grana). 
Mitochondria should be shown with a double membrane (indicating cristae). 
Avoid overlapping, multiple or discontinuous lines for structures that have a single continuous edge. 
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Collecting data 

lmages of cells and tissues may be n1agnified, displayed, projected and saved for printing by the 
technique of digital microscopy. A digital microscope is used or, alternatively, an appropriate 
video camera is connected by microscope coupler or eyepiece adaptor that replaces the standard 
microscope eyepiece. lmages are displayed via video recorder, TV 1nonitor or co1nputer, and may be 
printed out by the latter. 

20 Draw and annotate a representation of the electron micrograph of the spongy 
mesophyll cell in Figure A2.2.34, using the interpretive drawing of an animal cell in Figure 
A2.2.36 as a model, and following the guidelines on biological drawing on page 81. 

Inquiry 2: Collecting and processing data 

Draw, label and annotate the cell shown in 
Figure A2.2.37. 

What kingdom is the cell from? What evidence did you 
use to reach this conclusion? 

Notice that the magnification of this electron 
micrograph is recorded. Using this informat ion, it 
is possible to estimate the actual length of the cell, 
expressed in µm. 

Draw a table with two columns and ten rows. 

• In the f irst column, list the organelles whose 
structure and roles are explained in this section, 
pages 68- 77. 

• Then record the presence of each type of organelle 
that you can confidently identify in the cell by 
means of a tick. 

Remember, a section through a cell is likely to expose 
some, but not necessarily all, of the organelles present, 
especially if their numbers are limited. Illustrations 
such as Figure A2.2.18 on page 68 are idealized 
representations of the complete range of organelles of 
eukaryotic cells. 

■ Figure A2.2.37 Electron micrograph 
of a cell, x70000, colourized 

• 

Origin of eukaryotic cells by endosymbiosis 
Prokaryote cells differ fron1 microspheres (see Figure A2.l.5 on page 41) in a number of ways. For 

example, attached to the plasma 1nen1brane in the prokaryote cell is a circular chromoson1e of 
DNA. Also, a cell ,vall of complex chen1istry is secreted outside the men1brane barrier. However, 

the first prokaryotes could have survived nutritionally on the organic 1nolecules of the pre-biotic 
'soup'. ln this early environment, ,1/ith its abundance of organic molecules su1Toundi.ng si1nple cells, 
'digestion' and 'respiration' ,vould have demanded li1nited enzyn1atic n1achinery. These biochemical 
sophistications ,vould have to evolve ,vith time - if life originated in this manner. 

Present-day prokaryotes appear similar to fossil prokaryotes, some of which are 3500 rn iJUon years 
old. By comparison, the earliest eukaryote cells date back only 1000 million years . 
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♦ Endosymbiotic 
theory: theory that 
suggests that some 
organelles in eukaryotic 
cells, e.g. mitochondria 
and chloroplasts, 
were once free-living 
prokaryotic microbes that 
were incorporated into an 
ancestral host cell. 

2, Explain why we 

can expect that, of 

all the fossils found 

in sedimentary 

rock, eukaryotic 

fossils in the lowest 

strata may bear the 

least resemblance 

to present-day 

forms. 

(e Common 
mistake 
A common error 
in explaining 
endosymbiosis is to 
say that the original 
engulfing process 
was carried out by a 
eukaryote, rather than a 
prokaryote. The theory 
of endosymbiosis states 
that a larger prokaryotic 
cell engulfed smaller 
prokaryotic cells, 
ultimately forming the 
first eukaryotic cell. 

A2.2 Cell structure 

H()w did eul1a1yotic cells arise? 

The origin of eukaryotic cells can be explained by the endosymbiotic theory (Figure A2.2.38) 

proposed by Lynn 1v[argulis in 1967. Evidence suggests that all eukaryotes evolved from a common 

unicellular ancestor that had a nucleus and reproduced sexually. The eukaryotic cell may have formed 

from large prokaryote ceUs tbar came co contain their chromosome in a sac of infolded plasma 
membrane. I.f so, a distinct nucleus \Vas no,~, present. But ho,v did the other organelles originate? 

Remember, membranous organelles are a feature of eukaryotes, additional to their discrete nucleus. 

ATLA2.2F 

Research has shown that some genes or DNA sequences ,n mitochondria are similar to those 
found in a photosynthetic bacterium. What is the biochemistry of this bacterium? Why was 
photosynthesis lost and respiration retained in these pnm1tive mitochondria (proto-mitochondria)? 

Use this paper as a starting point for your research: www.ocbi.nlm.nih.gov/pmc/articleslPMC163477S 

prokaryotic cell 

free-living cyanobacteria 
(photosynthetic prokaryotes) • • • • • -• 

• • • • • 

nuclear membrane and 
endoplasmic reticulum 
formed by mtucking of 
plasma membrane free-living 

aerobic bacteria 

• • . ,. , •. -' , , 

ancestral eukaryotic 
cell with mitochondria 

ancestral eukaryotic plant 
cell with chloroplasts 

■ Figure A2.2.38 Origin of the eukaryotic cell 

In the evolution of the eukaryotic cell, prokaryotic cells (\vhich had been tal<en up into food vacuoles 

for digestion) ,nay have survived as organelles inside the host cell, lather than beco,n ing food items, 

The double rnen1brane of the mitochondrion is the result of endocytosis (the outer 1nembrane 

originating [rorn the food vacuole a nd the inner membrane of tl1e mitochondrion from rhe engulfed 

cell). The engul fed prokaryotic cells \vere not destroyed or digested and \vould have become 

integrated by natural selection into the bioche1nistry of tl1eir 'host' cell over time. An 'endosyn,bioti c.:' 

(or ,nutualistic) relationship developed. 

T11n -ti i 

Endocytosis would have allowed a free-living prokaryote to enter and remain ,n a host prokaryotic 
cell. Because the prokaryote made itself useful, for example providing energy in the case of an 
aerobic prokaryote, there was a selective advantage in developing a mutualtstic relationship rather 
than digesting the engulfed cell. 
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■ Table A2.2.5 Evidence for the endosymbiotic theory 

Unicellular organisms are known to inhabit larger eukaryotic cells. 
For example, green algae (Ch/ore/la - see page 74) are known 
to form mutualistic endosymbiotic relationship with species of 
Paramecium (page 74). 

Chloroplasts and mitochondria reproduce by binary fission, just as 
prokaryotes do. 

Chloroplasts and mitochondria contain circular DNA (not associated 
with histone proteins), like that of prokaryotes. 

Chloroplasts and mitochondria contain 70S ribosomes, also found 
in prokaryotes. 

Chloroplasts and mitochondria transcribe mRNA from their 
DNA and synthesize specific proteins in their ribosomes, as 
prokaryotes do 

Chloroplasts and mitochondria are similar in size to prokaryotes. 

Chloroplasts and mitochondria have double membranes: double 
membrane suggests engulfing by endocytosis. 

r;:; T ti I 

This theory explains ~1hy mitochondria (and chloroplasts) 
contain a loop of naked DNA, together ,vith 705 riboso1nes, 
just like a bacterial cell. lt is these features that suggest these 
organelles are descendants of free-living prokaryotic organisn1s 
that came to inhabit larger cells. 

The nature of the engulfed cell ,voulcl have determb1ecl their 

role in the cell: 
• If the engulied prokaryotic cell respired aerobically, 

consuming oxygen, it v:ould have provided the host cell 
,vith energy i.n the form of ATP, and formed mitochondria. 

• If the engulied cell could photosynthesize, it ,vould have 
formed chloroplasts. 

This concept is knov1n as the endosyinbiotic origin of 
eukaryotes CTable A2.2.5). 

Evidence that mitochondria and chloroplasts evolved by endosymbiosis include the presence of 
70S ribosomes in mitochondria and chloroplasts, naked circular DNA and the ability to replicate. 

i ' 22 Explain what 
is meant by the 
'endosymbiont 
theory'. 

You should recognize that the strength of a theory comes from the observations the theory explains 
and the predictions it supports. A wide range of observations are accounted for by the theory of 
endosymbiosis. 

f e Nature of science: Theories 

Factors which determine the strength of 
a theory 

A scientific theory not only explains known observations and 
data; it also allows scientists to make predictions of what they 
should observe. Scientific theories must be testable. New 
observations should support the theory and, if they do not, 
then the theory must be modified or rejected. The longer the 
central features of a theory hold, the more observations and 
data it predicts, the more tests it passes, the more it explains, 
then the stronger the theory. 

The evolutionary or1gins of eukaryotes can be grouped into 
autogenous theories and endosymbiotic theories. 
Although both theories involve natural selection, they prov1de 
different explanations and novel predictions. 

In autogenous theories, it is suggested that all the structures 
and functions of eukaryotes evolved gradually from a single 
ancestor of prokaryotes. One common feature of autogenous 
theories is the proposed infolding of regions of the cell 
membrane forming internal vesicles, which subsequently 
evolved into the various organelles. 

However, the presence of DNA in the mitochondria and 
chloroplast cannot be explained by most autogenous theories. 
The presence of extra-nuclear DNA in mitochondria and 
chloroplasts was discovered indfrectly in the 1960s and 
1970s. American evolutionary biologist Margulis carried 
out experiments providing indirect evidence for DNA ln the 
cytoplasm of algae (i.e. in the chloroplast). 

In endosymbiotic theories ,t is believed that certain eukaryotic 
organelles evolved from prokaryotic organisms, which entered 
into symbiosis with an ancestor of eukaryotic cells (the proto
eukaryote). 

The most widely accepted and supported variant of the 
endosymbios,s theory hypothesizes that the mitochondrion 
and chloroplast evolved from bacteria. There is a broad range 
of biochemical, molecular and cell structural data to strongly 
support this theory of endosymbiosis, especially for the 
chloroplast evolving from cyanobacteria. 

However, debate continues about the exact nature of 
the bacteria that were involved in the evolution of the 
mitochondrion in the proto-eukaryote. Margulis also proposed 
that the eukaryotic flagellum originated by a process of 
endosyrnbiosis, but very little evidence supports this proposal. 

Theme A: Unity and diversity- Cells 



The discovery of DNA in mitochondria and chloroplasts was 
supportive of the endosymbiont hypothesis, but it was the 
later evolutionary analysis of the mitochondrial and chloroplast 
genomes themselves that provided the strongest evidence for 
the theory. 

The DNA sequences of chloroplasts were most similar to those 
of free-living photosynthetic cyanobacteria (as one would 
predict based on their shared photosynthetic properties, 
pigmentation, etc.), while the mitochondrial DNA was clearly 
bacterial but did not initially have a strong connection to a 
specific type of bacteria. -

,r- ' • J 
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~~ !" ,!.. loo,/ • ;c 
...... ~< ,, - . 

Around the 1980s it started to become clear that mitochondrial 
DNA was specifically linked to alphaproteobacteria (a large and 
diverse taxon of bacteria) and Rickettsiales (Figure A2.2.39) 
(non-motile, gram-negative bacteria associated with disease) in 
particular, and this result has stood the test of t ime. 

-
■ Figure A2.2.39 Rfr:kettsia rickettsii 

♦ Tissue: collection of 
cells of similar structure 
and function. 

♦ Organ: a part of an 
organism, consisting of 
a collection of tissues, 
hav1ng a definite form 
and structure, and 
performing one or more 
specialized functions. 

A2.2 Cell structure 

Cell differentiation and the development of 
specialized tissues in multicellular organisms 
'0le have seen that unicellular organisms, although structurally simple, carry out all the [unctions 

and activities of life with in a single cell. The cell takes in nutrients, respires, excretes, is sensitive to 

internal and external conditions (and may respond to them), may move, and eventually di,rides or 

reproduces (page 73). 

By contrast, most mukicellular organisms - all animals and plants, the majority of fungi and seaweeds 

in the Protoctista - are made of cells, most of which are highly specialized to perform a particular role 

or function (Figure A2.2.40). Specialized cells are organized into tissues and organs. A tissue is a group 
of similar cells that are specialized to perform a particular (unction, such as the heart muscle tissue of a 

man1mal or phloem tissue in plants (see page 79). An organ is a collection of clifterent tissues which 

performs a specialized and coordinated function, such as the heart of a mammal or the lea£ of plants. 

So, the tissues, organs and organ systems of multicellular organisms consist of specialized cells. 

Two of the many t issues that make up 
the gut are illustrated here. 

pavement epithelium 
- ~,-,,......__ a smooth. strong sheet 

,,,. ..1. • / • -~ of cells 

smooth muscle 
(circular and 
longitudinal) can lj 
contract and <elax 
repeatedly for 
long periods 
without fatigue --:-:: __ ~ . --~ -> . - ;- .,/"'_ TS small intestine, low power [LP) 

'"'--<'."-, • 

peritoneum -
(smooth lining) 

connective t issue 
(binds together 
all the tissues} 

attachment to 
body w all 

I 

't;t.~p- vill i (finger-like 
projections into 
the channel of 
the gut) 

■ Figure A2.2.40 Tissues of part of the mammalian gut 



(e Common 
mistake 
Dlfferentiation of 
cells is often dea It 
with superficially; if 
asked about th is in a 
question you need to 
refer to some genes 
being expressed and 
others suppressed, 
and not just say that 
'cells specialize'. The 
strongest answers 
explain how cells use 
genes selectively and 
give specific examples 
of specialized tissue 
and their functions. 

♦ Proteome; the entire 
set of proteins expressed 
by a genome. 
♦ Division of labour: 
the carrying out of 
specialized functions by 
different types of cell in a 
multicellular organism. 

Cells in a multicellular organisn1, Lhough they all contain the same DNJ\, are <lifferent'iated co 

carry out specialised functions. They express ('s\vitch on') different secs of genes according to their 

developn1ental history and to the signals they receive fron1 their environn1ent. These changes in gene 

expression are often triggered by changes in the environ1nenc of the cell. 

■ Control of cell specialization 
We have seen thac the nucleus of each cell is the structure rhat controls and directs the activities 

of the cell The information required for this exists in the form of a nucleic acid, DNA. The nucleus 

of a cell contains l he DNA in thread-like chromosomes, \Vhich are linear sequences or genes 

(Chapter Al.2, page 14). Genes conrrol Lhe develop1nent o[ each cell \vilhin che 1nature organism. Vle 

can define a gene in different \Vays, including: 

• a specific region o[ a chromosome which is capable o[ determining the development of a specific 

characteristic of an organism 

• a specific length of the DNA double helix (hundreds or thousands of base pairs long) \Vhich 

codes for a protein. 

When a cell is becoming specialized, ,ve say the cell is differentiating: son1e of its genes are being 

activated and expressed. These genes determine ho,v the cell develops. In Chapter D2.2 (page 670) 

,ve explore both ,vbat happens during gene expression and the mechanism by ,vh1ch a cell's 

chen1ical reacnons are controlled. For now, we can just note that the nucleus of each cell contains all 

the infonnation required to make each type of cell present within the whole organisn1; only a 

selected part of that information is needed in any one cell and tissue. How a cell specializes, and 
,vhich genes are activated, are controlled by the im1nediate environ1nent of the differentiating cell 

and the cell's pos1tion in the developing organism. 

■ Differences between the proteomes of cells within a 
multicellular organism 

The proteome of an organ isn1 is the totality or proteins expressed \Vithin a cell, tissut: or organism 

at a certaln time. Because the genome - the ,vhole of the genetic_ information of an organ ism - is 

unique to each individual. the proteome it expresses is also unique. 

The geno,ne is the same in all Lhe cells of an organism because all cells in a multicellular organism 

are ultimately derived from one original cell, by cell division. The genome instructs the expression 

of proteins. Because individual tissues have specific structures relating to their function, dil[erent 

proteins are expressed in each specific tissue cell type. Specific genes are e}..-pressed (turned on or 

ofO in different cells, according co a required function. As the proteome is all the pror.eins produced 

by a cell, the proteome varies ,vith the function, location or environmental conditions of the cell 

through the process of cell differentiation. 

■ The cost of specialization 
Specialized cells are efficient at carrying out their particular function, such as transport, support 
or protection. We say the resulting differences between cells are due co division of labour. By 

specialization., increased efficiency is achieved, but at a price. The specialized cells are 110\v totally 

dependent on che activities ol other cells. For exai:nple, in animals, nerve cells are adapted for the 

transport of nerve impulses but depend on red blood cells for oxygen, and on heart muscle cells co 

pun1p che blood. This modification of cell structure to supporc differing functions is another reason 
,vhy no 'typical' cell really exists. 
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A2.2 Cell structure 

Evolution of multicellularity 
Many fungi and eukaryotic algae and all plants aJ1d anin1als are 111ulticellular, iJJdicating that 
n1ulticellularity has evolved repeatedly. The broad distrilJution o[ n1ulticellular taxa across the 
eukaryotic tree of life suggests that multicellula1ity is relatively 'easy' to evolve ,vith fe,v barriers. 
The various mechanisn1s needed for n1ulticellularity {e.g. cell adhesion, con11nunication bet\veen 
cells and differentiation) found across taxa shovv that there are many ,vays it can evolve. 

Multicellulariry has the advantages of allowing larger body size and cell specialization. The frequen1 
occurrence of mulcicellularicy is most probably due co strong selective pressures favouring it, cl1e few 
genetic changes necessary ro enable the change, or a combination of these £actors. 

-
LINKING QUESTIONS 

What explains the use of certain molecular building blocks in all llvlng cells? 
z What are the features of a compelling theory? 
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♦ Virus: non-cellular 
parasite of animals, 
plants and bacteria that 
consists of nucleic acid 
surrounded by a protein 
coat (a capsid). 

♦ Parasite: an organism 
that lives on or in another 
organism (its host) for 
most of its life cycle, 
deriving nutrients from 
its host. 

(e Common 
mistake 

A common mistake is 
to say that a vi rus 1s a 
cell (cellular organism), 
In fact. a virus 1s 
considered 'non-cellular', 
meaning that no part 
ot it ,s cellular. 

Tnn ttnl 

Vi ruses a re not pa rt of 
the Linnaean system 
of classification or the 
three domain system. 

Guiding questions 

• How can viruses exist with so few genes? 
• In what way do viruses vary? 

This chapter covers the following syllabus content: 
► A2.3.1 Structural features common to viruses (HL only) 
► A2.3.2 Diversity of structure in viruses (HL only) 
► A2.3.3 Lytic cycle of a virus (HL only) 
► A2.3.4 Lysogenic cycle of a virus (HL only) 
► A2.3.5 Evidence for several origins of viruses from other organisms (HL only) 
► A2.3.6 Rapid evolution in viruses (HL only) 

Introduction to viruses 
All living organisms (eukaryotes and prokaryotes) have nucleic acids that tnake up their genomes. 
Viruses contain nucleic acids but require living cells to reproduce. This makes viruses obligate 
parasites as they can only reproduce \.vithin a host cell, since they do not have the 1ibosomes and 
1netabolic enzymes necessary [or protein synthesis. Viruses are kno,.vn to infect all cellular organisn1s 
and are highly diverse in their shape and structure. They are classified according to their genome and 
life cycle (Figure A2.3.l). 

This topic \vi ii look at their common features, the diversity of Lheir structures, the life cycles or 

viruses and the evidence of their origin and rapid evolution. 

DNA viruses 
1 single-stranded: 

'M 13' virus of 
bacterial hosts 

size: 500nm 

2 double-stranded: 
herpes simplex virus 
of animal hosts 

size: 200 nm 

RNA viruses 
1 single-stranded: 

poliovirus 
of animal hosts 

(@ size: 25 nm 

human 
1mmunodefic1ency 
virus, HIV (retrovirus) 

size: 100nm 

2 double-stranded: 
reovirus of 
an,mal hosts 

s,ze· 80 nm 

■ Figure A2.3.1 A range of different viruses classified according to their nucleic acids 

Unlike LUCA for cellular organisms (discussed on page 47), there is no presumed single common 

ancestor for viruses. One method of classifying viruses is based on the genome present in rhe virus. 

The nucleic acid present will be DNA or ·RNA, \vhich 1vi l1 ei rher be single or double stranded and 

\Vith positive or negative polarity. 
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♦ Micro-organism: 
a living organ ism that 
cannot be seen by the 
naked eye, such as 
bacteria, protists and 
single-celled fungi. 

Some infections are caused by micro-organisms, such as bacteria. Other infections are caused by 
viruses. However, bacteria and viruses have very different structures and life cycles. Table A2.3.l 

su1n marises the differences bet\veen bacteria (unicellula1~ and viruses (non-cellular). 

■ Table A2.3.1 Summary of the differences bet ween viruses and bacteria 

♦ Capsid: the protein 
coat of a virus. 

Characteristic Viruses 

Cellular no 

Approximate diameter (µm) 0.02-0.2 

Bacteria 

yes 

1-5 

1 State the 
differences in 
structure between 
a bacterial cell and 

Nucleic acid either DNA or RNA; never both both DNA and RNA 

Ribosomes rarely present 705 

Nature of outer surface protein capsid and lipoprotein cell wall containing peptidoglycan 
envelope (for some) 

Motility (movement) none so,ne (via rotating flagella) 
. 

a virus. Method of replica tion viral replica tion (protein syn thesis binary fission (generally outside cells) 
followed by self-assembly) inside cells 

(ii Nature of sciencP• Ohservat,ons and science as a shared endeavour 

Predicting the existence of viruses 
Viruses were first observed 1n 1931 when electron microscopes 
were developed, but scientists had already hypothesized their 
existence based on careful observations. Researchers used 
special, fine f ilters to remove bacteria from tissues that were 
infected. If bacteria were causing the infection, the filtered 
tissues should no longer be able to make other organisms sick. 
However, the fil tered tissues remained infective. This meant 
an infectious micro-organism much smaller than bacteria was 
causing the infection. In 1915, English bacteriologist Frederick 
Twort discovered bacteriophages, the group of viruses whose 
host cells are bacteria. He observed tiny clear spots within 
bacterial colonies and hypothesized that an organism was 
killing the bacteria. 

Edward Jenner and Louis Pasteur developed the first vaccines,. 
even though they did not know viruses existed as they were 
too small to detect with a compound light microscope. Jenner 
developed the first vacone against smallpox in 1798. At the 
time, many people who got smallpox died. However, those 
who had earlier contracted cowpox never died. (Workers who 
handled cows typically caught cowpox at some stage.) Jenner 
saw the significance of the protection the patients had acquired. 
He extracted fluid from a cowpox pustule on an infected 
milkmaid, and injected it into himself and into the arm of an 
eight-year-old boy. The child got a mild cowpox infection but, 
when exposed to smallpox, remained healthy. Jenner named 

this ted1nique vaccination (after the Latin 'vacca', which means 
cow). Of course, he did not understand the cause of smallpox; 
the chemical nature of viruses was not reported until 1935. 

Almost 90 years af ter Jenner's smallpox vacone, Pasteur 
developed the f irst vaccine against rab,es. Pasteur was looking 
for what caused rabies and thought 1t could be a pathogen 
too small to be detected with a microscope (at the t ime). 
Knowledge about viruses therefore goes back before 1931, 
before vi ruses were first observed, even if scientists did not 
know what viruses were. 

The discovery of viruses led to a whole new research f1eld 
- one that is a shared international endeavour. Today, the 
International Commit tee on Taxonomy of Viruses (ICTV), 
formed 1n 1966, coordinates the development, refinement 
and n1aintenance of virus taxonomy. The ICTV has developed 
a universal taxonomic scheme for viruses, aiming to accurately 
describe, name and classify every virus that infects living 
organisms. It uses a slightly modified version of the standard 
linnaean classification system to classify viruses - starting 
at order and going down to species, For example, HIV 
is in the Retroviridae family because it is a retrovirus and 
contains RNA and reverse transcriptase. It is in the subfamily 
Orthoretrovirinae because it is spherical and a tumour-causing 
virus in vertebrates. The ICTV maintains a database detailing 
the current knowledge and provides the database and other 
virus-related information ro the public (see http://ictv.gl01Jal). 

Structural features common to viruses 

A2.3 Viruses 

All viruses have common structural features: small, fixed size; nucleic acid (DNA or RNA) 
as genetic material; a capsid made of protein; no cytoplasm; and few or no enzymes. 

89 



No virus has been 
found to contain 
ribosomes (except 
the Arenaviruses, but 
the ribosomes are 
not required for virus 
replication and their 
presence may simply 
be an inadvertent 
result of the 
packaging process), 

a 

There are relatively fevv features shared by all viruses. Ho,vever, all viruses have the follovving features 

1n common: 

• they are extren1ely small and bave a fixed size range of 20- 400nm in dia1neter 

• they have nucleic acid (DNA or RNA) as genetic material 

• a capsid rnade of protein surrounds the nucleic acid 

• no cytoplasm 

• few or even no enzymes. 

(e Common mistake 
Viruses do not have a nucleus or nucleoid. These terms apply only to eukaryotes and prokaryotes. 
There is a viral genome, which consists of RNA or DNA. 

Diversity of structure in viruses 
Viruses differ in many aspects from host range (the number of species and cell types that they can 

infect), to the type of genome, their structure and their method of replication . They are highly diverse 

in their shape and s tructure, as seen in Figure A2.3.2. 

C 

■ Figure A2.3.2 The diverse shapes of three different viruses: a) TEM of Marburg virus, 
b) coloured TEM of COVID-19 coronavirus part icles, c) coloured TEM of bacteriophage lambda 

Viruses are 
highly diverse in 
their shape and 
structure. Genetic 
material may be 
RNA or DNA, 
which can be 
either single- or 
double-stranded. 
Some viruses are 
enveloped in host 
cell membrane 
and others are 
not enveloped. 

ATL A2.3A 

1 The Biointeractive Virus explorer website www.biointeractive.org/dassroom-resources/virus-explorer 
has three-dimensional models of ten different vi ruses including coronavirus, influenza A, HIV, 
tobacco mosaic virus (TMV) and adenovirus. Click on 'start interactive' to view the viruses. 
You can then click on each virus image to rotate them, view from dif ferent angles and see in 
cross-section. You can also explore diagrams of the viruses' replication cycles. Suggest possible 
groupings for the different viruses based on their structure. What classification system would you 
use for these vi ruses? 

2 The Baltimore classification (first defined in 1971) is a classification system that places viruses into 
one of seven groups depending on a combination of their nucleic acid (DNA or RNA), whether 
they are single-stranded or double-stranded, and their method of repfication. Use the internet 
to find out about the Baltimore classification of viruses and produce an annotated diagram as a 
poster outlining this approach to virus classification. 

■ The viral genome 
DNA viruses include adenoviruses (one of the causes of eye diseases) and nlOSt bacteLiophages 

(a virus that parasitizes bacteria). 
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♦ Coronavirus: a large 
and diverse family of 
RNA viruses that cause 
respiratory diseases in 
animals and humans. 

♦ SARS-CoV-2: 
severe acute respiratory 
syndrome coronavirus 
2, the virus that causes 
COVID-19. 

♦ Positive-sense RNA: 
viral RNA that has the 
same base sequence as 
mRNA, which allows it to 
function as a template for 
protein synthesis during 
viral replication. 

♦ Negative-sense 
RNA: viral RNA that is 
complementary to mRNA 
(i .e. the antisense strand 
of the viral mRNA) and so 
it cannot directly encode 
for protein synthesis; it 
must be replicated to 
mRNA before protein 
production can begin. 

The genetic code is shared bet\veen viruses and living organ isms, meaning that the host cells 

transcribe their DNA into n1RNA and then translate it into protein. RNA viruses include HlV 

and coronaviruses. 

( • Common mistake 
A coronavirus came to public attention in February 2020 when the World Health Organization 

(WHO) announced COVID-1 9 as the name of a new respiratory disease that was spreading rapidly. 

Many thought that the coronavirus itself was a new virus. However, coronaviruses were around 

prior to the 2019 pandemic; human coronavirus was first discovered in the 1960s. SARS-CoV-2, the 

virus which causes COVID-19 disease, is thought to have t ransferred from an animal host to humans 

in late 2019. 

The RNA viruses can be divided again into two groups. depending on how their RNA is reproduced 

and used in the host cell. ln some RI~A viruses, e.g. SARS-CoV-2, nucleic acid replication occurs 

entirely in the cytoplasn1, but influenza viruses replicate their RNA in the nucleus. In some viruses, 

e.g. Hl\T, their RNA is used as a template for synthesizing viral DNA in the cytoplasm, using a viral 

enzyn1e called reverse transcriprase. 

For viruses with an RNA genon1e, they may possess either positive-sense RNA (i.e. identical to viral 

n1RNA and thus can be in1mediately translated into proteins by the host cell riboson1es) as SARS

CoV-2 does, or negative-sense RNA (i.e. complementary to viral 111RNA, so must be converted to 

positive-sense RNA by RNA polyn1erase before translation) as in influenza viruses. 

The viral genome is eir.her a linear molecule of nucleic acid, for example as in corona viruses, or a 

circular molecule of nucleic acid, for example as in hepatitis B. In some vintses, the nucleic acid is 

single-stranded, as seen in the hepatitis E virus and coronavinises. In ochers, ho\vever, it is clouble
strandecl, for example as in l-U\T and SV-40. Some kinds of viruses may have more than one copy of 

the genome, for example HIV and influenza viruses. 

The genon1es of son1e simple viruses, such as that of the bacteriophage Qbeta, are only a few 

thousand nucleotides in length and contain only tour genes. Ocher viruses, particularly chose \Vith a 

complex structure, contain more genes. Bacteriophage T4 (see Figure A2.3.3) is an example of a virus 

having 289 genes. These extra genes are largely involved in the formation of the complex capsid. 

Viruses have a small genome, \.Vhich makes them highly 

adapted for virus replication, in ,vhich each infected host cell 

produces many copies of the viral genome from a single DNA 

or RNA template. Rapid replication is favoured b)' a small 

genome size: the smaller the genome, the faster it can replicate. 

The size of viral genomes also depends on the type of host cell. 

Viruses \Vi th prokaryotic hose cells tend co replicate rapidly 

due co the high rate of binary fission. This is reflected in the 

compact nature of the genome \Vith overlapping genes of many 

bacreriophages, leading to the minimum genome size. 

■ Figure A2.3.3 Coloured TEM ofT4 bacteriophage 

There is a roughly inverse relationship between genome 
si2e and dependence on the host for essential functions in 
DNA replication. 

A2.3 Viruses 



♦ Capsomere: one of 
the individual proteins 
that make up a viral 
capsid. 

end view of virus 

Going further 

A gene is usually defined as having a unique posit ion on a chromosome However, 
individual genes can overlap or share one or more nucleotides with adjacent genes -
something initially discovered in viruses and mitochondria but now also known from 
bacteria and higher organisms. 

■ Capsid 
The capsid (Figure A2.3.4) is a protein coat enclosing the vira l genome. There are a variety of shapes 

of capsid, including helical (for exa1nple the tobacco mosaic virus (TMV)), conical (for example , lilV) 

and polyhedral (for example, adenovirus). Capsids a re synthesized fro1n many protein subuni ts 

called capsomeres. Some viruses cany viral enzyme n1olecules \Vithin their capsids. 

side view shows hollo~v 
tube const ruction 

enlarged drawing of part of the virus 

3' 

position 
of RNA 

protein coat (capsid) of 
ii-- polypeptide building blocks 

arranged in a spiral around 
the canal containing RNA 

transmission electron micrograph of TMV (x40 000) negatively stained ~--------

healthy 
leaves 

5' arrangement of single 
strand of RNA in TMV 

■ Figure A2.3.4 The tobacco mosaic v irus (TMV), which infects the tobacco plant 

infected 
leaf 

Some of the 1nost co1nplex capsids are found an1ong bacteriophages (phages). The capsids of phages 

have elongated icosahedral heads enclosing their genome. These are made of equilatera l triangles 

fused together in a spherical shape, fonning a 20-sided structure, ,vhich is the optimal ,vay to form 

a closed shell using identical protein sub-units (Figure A2.3.5). The TEJvl image on page 91 shows 

the icosahedral head of a Phage T4 (Figure A2 3.3). Joined to the head is a tail shaft with fibres that 

the phages use to attach to a bacterial cell wall. Capsids protect the viral genome, but they are often a 

target of the imn1une system. 
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♦ Envelope: a membrane 
typically from the host cell 
plasma membrane with 
viral glycoproteins. 
♦ Nucleocapsid: the 
capsid of a virus with 
an envelope. 
♦ Virion: an isolated 
but infectious virus 
particle found outside the 
host cell. 

Lin~ 

Glycoproteins and 
phospholipids are 
covered in more detail 
in B1 .1, pages 195- 203, 
and B2 .1, page 223 
and page 234. 

(e Common 
mistake 

A common 
misconception is that 
a vi rus can move 
independently. Viruses 
cannot move by 
themselves; they can 
only move passively 
through phloem, 
blood, other body 
fluids or the air. When 
they reach a host eel I, 
they bind to receptors 
on the cell 's surface, 
which causes the vi rus 
particle to be drawn 
into the cell. 

A2.3 Viruses 

■ Figure A2.3.S Unf olded two-dimensional (left) and fo lded t hree-dimensional (right) icosahedron 

Envelope 
Viruses can be classified as enveloped (for example, HlV, innuenza viruses and coronavin1ses) or 
non-enveloped (bacteriophages and poliovirus). The viral envelope encloses the nucleocapsids of 

111any viruses that infect animals, for example rTIV and coronaviruses. 

Enveloped viruses conrain hose cell phospholipids, usually fron1 rhe plas111a 1nembrane of the hose 
cell embedded ,vich virally-encoded spike glycoproceins. lio,vever, the coronaviruses take their 
envelope from incen1al n1embranes of the hose cell rather than the plasn1a membrane. The viral 

envelope protects the virion from enzy1ues and other chen1icals, giving then1 an advantage over 
virions ,~rich only a capsid. 

Glycoproceins on viral envelopes help viruses enter host cells by binding to receptor 1nolecules on 
the cell. surface. Vi.lions recognize and bind to specific host protei.t1s, resulting in possible uptake of 
virions into the cell. 

Nature of ~riPnCP· P;:a terns and trends 

Measuring the infectivity of viruses 

For many years viruses could be studied only by observing the effects of virus-infected extracts on 
living an,mals The effects of infection with virus are commonly the production of disease symptoms 
and pathological changes, such as tissue damage. An approximate measure of the infectivity of 
the v,rus-infected extract could be estimated by observing how far it could be di luted yet remain 
capable of causing infection in living animals, 

Viral reproductive life cycles 
In this secrion ,~,e ~vill look at t,vo reproductive strategies, the lytic and lysogenic life cycles. using the 
example of bacceriophage lambda. 

The stages of viral reproduction are generally: 
• auach1nent (or adsorption) to host ceUs 
• enuy (or penetration) 
• replication of viral genon1e 
• transcription ot virus 1nRNA and protein synthesis using host cell ribosomes 
• tnaturation and asseo1bly of viruses and release from host cell. 

Vi rus particles cannot carry out life processes independently, and so use the n1echanisms available 
,vithin the host cell to carry out their functions. Tl1ey rely on the host cell (or energy supply, 
nutrition, protein synthesis and other life fu nctions. 
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capsid 
(isocahedral) 

---- double-stranded 
linear DNA 

collar 

core 

sheath 

■ Bacteriophage lambda 
Bacteriophages (or phages for short) are viluses that iu1ect bacteria. 

They played a central role i11 the development of n1olecular biology, 

especially in our understanding of gene structure and expression. 

They are also important in the laboratory, providing a ,vay in v.rhich 

genes can be transferred fron1 one bacteriun1 to another. With 

the development of gene cloning, phages ,vere used as vectors for 

cloned DNA. 

~ ~ [_ ___ con,cal part 

Bacteriophages are very specific in the bacteria they infect. 

Bacteriophage lambda()., phage) (Figure A2.3.6) only infects E.coli. 

The wild type or th is virus has a ten1perate li fe cycle that allo\vS it 

to be in the bacterial genome th rough 1ysogeny or enter a lytic cycle 

during ,vhich it kills the bacterial cell. We ,vill no,v look at rhe 

differences benveen lyric and lysogenic life cycles. 

~--- tail fibre 

■ Figure A2.3.6 Structure of bacteriophage lambda 

♦ Lytic: a phage life cycle 
where a phage attaches 
to a host bacterium, 
injects its DNA which 
undergoes replication to 
form new virions, which 
then lyse the cell. 

♦ Lysis: breakdown, 
typical ly of cells. 

♦ Virulent: the ability 
of a virus (or bacter1um) 
to cause rapid and severe 
disease. 

6 The cells lyses (bursts) 
and the newly made 

■ Lytic life cycle 
The lytic cycle is one of the life cycles viruses can undergo. At the srart of the reproductive life cycle, 

the rail fibre of the bacreriophage larnbda binds to specific receptors on rhe surface or E. coif (a 

process called artach1nent) before injecting its genome (double-stranded DNA) into the hosr cell 

(Figure A2.3.7). The protein capsid is left outside. 

The enrry of the vil·al DNA into the bacterium is knov.rn as penetTation. The viral DNA re1nains 

as a separate molecule within me bacterial cell, rather than becoming incorporated ,vith I he host 

DNA, and replicates separately from the host bacterial DNA. The bacterial DNA is broken do\vn via 

DNA hydrolysis, while the viral DNA is replicated and used ro form new virus particles (a process 

called biosynmesis). Viral genes are expressed using host enzymes to produce viral prorems, which 
self-assen1ble to [orm mature bacteriophage lambda virions (maturation process). The release of 

bacteriophage lan1bcla from its host E. coli cell involves rhe lysis of the bacterial cell \vall, resulting in 

the death of me cell. 

The lycic cycle results in the destruction o[ the infected cell and its n1embrane. Bacteriophages that 

only use the lyric cycle are called virulent phages. 

1 The phage attaches to the surface 
of the bacterium (the host). 

,,;;:::.===~ :---- bacterium 
,,..........,.,,__ bacterial DNA 

2 The phage is adsorbed onto 
the bacterium and injects ,ts DNA. 

phage particles ~-;;::;/. 
are released. ~ fl 0 3 The viral DNA enters 

the bacterium. 

■ Figure A2.3.7 An 
overview of the lytic 
cycle of a virus 

\ 

5 Phage proteins are made 
and assembled to make 
many new phage particles. 

I 

4 Phage DNA is replicated; 
bacterial DNA is broken down 
(i.e. DNA hydrolysis takes place). 
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♦ lysogenic: a phage 
life cycle where a phage 
attaches to a bacterium 
and injects its genome, 
but it does not undergo 
a full replication cycle; 
instead it becomes resident 
within the bacterial host 
where it is maintained in a 
dormant state. 
♦ Prophage: a 
bacteriophage in an 
inactive state in wh1Ch 
the genome is typically 
integrated into the 
chromosome of the 
bacterial host. 

6 The cell lyses, 
releasing phages. 

1 The phage 
infects a cell. 

■ Lysogenic life cycle 
In the lysogenic life cycle, the phage infects the bacte1ia cell by injecting its DNA into the cell 

(f igure A2 3.8). \Tiral DNA is incorporated into the host cell's DNA to form a prophage. This is 

different to the lyric life cycle, where cl1e viral DNA remains separate. A bacterial host with a 

prophage is called a lysogen, v.;hich is \Vhere the term lysogenic con1es fron1. In the lysogenic life 

cycle, the bacteriophage's viral DNA replicates together with the DNA of the E. coli host cell when it 

replicates, but since the propbage contains genes, it can give novel properties to E. coli. 

Healchy bacteria grown in rich 1nediu1n contain high levels of proteases (enzymes that break dov.1n 

proteins) and \vhen infected are more likely to support lytic replication. The role o[ these enzymes 

is to catalyse the splitting of specific bonds in viral precursor protein or in cellular proteins -this is 

essential for the completion of the viral infectious cycle. In contrast, poorly gro\ving bacteria have 

lower levels of proteases and so ,vill encourage establishment oflysogeny. 

5 Phage DNA replicates and 
phage proteins are made. 
New phage pamcles 
are assembled. 

4 Under stressful conditions. 
the phage DNA is removed 
from the bacterial chromosome 
and enters the lytic cycle. 

2 Toe phage DNA becomes incorporated 
into the host genome. Inserting 

3 The cell divides. When the 
bacterial chromosome ,s cop,ed, 
the phage's DNA is also replicated 
and passed on to the daughter 
cells in reproduction . viral DNA alters the genotype of the bacterium 

■ Figure A2.3.8 An overview of the lysogenic cycle of a virus; note that the last two stages (5 and 6) are part of the lytic cycle 

Bactenophages that 
can adopt either a 
lytic or a lysogenic 
replicat ion cycle are 
termed temperate 
phages. 

2 Distinguish 
between the lytic 
and lysogenic life 
cycles of a virus. 

A2.3 Viruses 

• Nat rP. of science: E1<PP.~imP.nts 

Determining the concentration of bacteriophage particles 

If a bacteriophage infects a liquid culture of bacteria, it may result in completely clearing the culture. 
However, if the bacteria are spread on the surface of an agar plate, the phages released from an 
individual infected cell will only be able to infect neighbouring bacteria, which will result in localized 
clearing of the bacterial lawn, referred to as plaques. This allows a biologist to determine the 
concentration of bacteriophage particles in a suspension (the phage titre), using the assumption that 
the number of plaques corresponds to the number of bacteriophage particles present in the sample. 
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3 Discuss why 
. 

viruses are 
considered non
living and why 
they are obligate 
parasites. 

Describe the role 
of the structural 
components 
of viruses. 

ATLA2.38 

Using the features in 
Table A2.3.2, research 
and create summary 
tables for SARS-CoV-2 
(COVID-19), influenza 
and HIV. 

Tool 3: Mathematics 

Applying general mathematics 

The mult iplicity of infection (MOI) is one factor that determines whether a virus enters 
the lytic cycle or lysogenic (dormant) phase. 

MOI = number of infectious virus pa11icles 
number of target cells present 

A scientist needed to use an MOI of 0.5 for an investigation. 

The virus particles were at a concentration of 2 x 109 crn-3 and the bacteria were at a 
concentration of 8 >< 108 cm-3 . 

Calculate the volume of virus particles that should be added to 0.25 cm3 of bacteria. 

■ Table A2.3.2 Summary of bacteriophage lambda 

Feature Description 

Viral genome linear DNA (with sticky ends) 

Capsid complex capsid comprising of an icosahedral head, a tail sheath and one 
tail fibre 

Envelope naked virus (no envelope) 

Host bacteria E. coli (gram-negative) 

Cycle lytic and lysogen,c cycles 

Attachment ta il fibre attaches to receptor on surface of host cell 

Entry/penetration (non-contractile) tail .sheath inserts viral genome into host cell; capsid is 
left outside the host cell 

-
lntegra tion into host chromosome integrated into bacterial host chromosome as prophage in the 

lysogenic cycle 

Degradation of host cell DNA DNA of host cell is only degraded durlng the lytic stage 

Replica tion of viral genome lysogenic: prophage replicates with the host chromosomes as host cell 
undergoes binary fission 

lytic: host cell DNA polymerase used to replicate phage DNA 

Synthes,> of viral proteans transcription and translation by host cell machinery 

Release when lytic cycle is induced, prophage is removed from bacterial host 
chromosome; osmotic lysis occurs and the death of host cell releases 

, phage particle.s 

Evidence for several origins of 
viruses from other organisms 
There are many different c:ypes of virus depending on the cells that they infect. It seen1s unlikely chat 
all currently knO\vn viruses have a comn,on ancestor. Many researchers hypothesize that viruses 

have probably arisen numerous times in rhe past by one or more mechanisn1s. 

Viruses are therefore considered to be polyphyletic in origin, meaning they have a fevvinde:pendent 

origins - almost certainly at different times fro111 cellular organisms. Three main hypotheses have 

been suggested to explain the evolutionary origin of vi ruses. 

The virus-first hypothesis suggests that viruses evolved before or co-evolved \Vith their cun·ent host 

cells. Viruses n1ay have co111e from bits o[ RNA that had self-co1nplernentary sequences, allo,ving it 
to fold irseu· like a protein. Gradually the bits of RN,'\ became more complex and could later self

replicate. They then began infecting other cells - becoming vi.ruses. 
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The escaped genes (progressive) hypothesis (Figure A2.3.9) suggests that viruses arose from genetic 

elen1ents that gained the ability to move between cells. Transposons are repetitive DNA sequences 
that can 111ove benveen chromosomes in eukaryotes. 
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■ Figure A2.3.9 The escaped genes (progressive) hypothesis for the origin of viruses 
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■ Figure A2.3.10 The regressive (reduction) hypothesis for the origin of viruses 

A2.3 Viruses 

Both rhe escaped genes and regressive hypo1 heses assume rhat cells existed before viruses. but some 

researchers have proposed chat viruses may have been the first replicaLing entities (appearing before 

LUCA) involved in rhe origin of life on Earth. 

There is a huge range of diversity in viruses (,vilh no gene shared by all viruses) and it has been 

argued tbat precursors of a group of viruses known as nucleocytoplasmic large DNA viruses 

(NCLDV) \Vere involved in the emergence of eukaryotic cells. This group of newly discovered viruses 

has a large geno1ne and the presence of genes involved in DNA repair, DNA replication, transcription 

and translation. They replicate in the host cell's nucleus and cytoplasm. It is hypothesised that the 

nucleus in eukaryotic cells may have arisen fron1 an enclosymbiosis in which a complex, enveloped 

DNA virus becan1e incorporated into an ancestral eukaryocic cell (see Chapter A2.2, page 82). 

Son1e researchers hypothesise that NCLDV viruses evolved through a regressive process, during 

vvhich their ancestral cells lost key genes and adopted an obligate parasite replication strategy. 

Their dependence on parasiris1n is likely to have caused the loss of genes that enabled chem to 
survive outside a cell. The irreversible succession of gene losses n1ay have been the dominant force in 

viral evolution. 
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I II k 
Convergent evolution 
and analogous 
structures are covered 
in more detail 
in Chapter A4.1, 
page 145. 

r::; Tnn tio! 
Viruses are 
evolutionarily 
dynamic and respond 
to changes in the 
macroenvironment 
and microenvironment 
(the body and 
Immune system). 

Pi Tn,.. fjp! 
The term 
'proofreading' is used 
In genetics to refer to 
the error-correcting 
processes. 

I lni 
Evolution and 
Darwin ism are 
covered in more 
detail in Chapter 
A4.1, page 138, 
and Chapter D4.1, 
page 779. 

r;:; T~n : I 

A variant describes 
a subtype or strain 
of a virus, e.g., delta 
and omicron variants 
of SARS-CoV-2, that 
is genetically distinct 
from the main strain, 
but not sufficiently 
different to be termed 
a distinct strain (e.g., 
influenza A, B, C 
and D). 

lt is possible that no single hypothesis explains the origin o[ viruses. Certain viruses, such as tl1e 
retroviruses, probably arose through a progressive process, \vhen n1obile genetic ele1nents gained the 

abilit>' to travel bec-veen cells, becoming infectious agents. On the other hand, large DNA viruses 
probably arose through a regressive process, whereby once-independent entities lost essential genes 
over ti1nc and adopted a parasitic replication strategy. It is also possible that all viruses arose via a 
mechanis1n that has yet to be discovered. 

Since all viruses share an extre1ne form of obligate parasitism on host cells. the structural features 
d1ey have in cotnmon could be regarded as a form of convergent evolution. Convergent evolution 
occurs when species occupy sin1ilar ecological niches and adapt in similar 1vays in response to 
similar selective pressures. Traits that arise through convergent evolution are referred to as 
'analogous structures'. 

Rapid evolution of viruses 
The evolution rate in viruses can be defined as the number of nucleotide substitutions per nucleotide 

site, per year. Various factors affect the rate including mutations, reco1nbination, large populanon size 
and a rapid life cycle. 

■ Mutation in viruses 
Mutations are a natural by-product of viral replication. The mutations occur at a frequency 
determined by the error race of the replication enzyn1es (and are then adjusted by the effect of any 
proofreading in the virus if it occurs). 

The success of 1.he mutant after generaLion is then determined by whether it has any form of 
aclvanr.age in a Dar1vinian sense (i.e. if ir has a selecLive advantage 1.ha1. enables the virus to survive). 

The mutations that give variants a selective advantage regarding viral replication, trans1nission or 
evading the in1mune syste1n of the host organisn1 ,,,rill incsease in frequency, while chose that reduce 
viral fitness will be re1noved from the population of circulating viruses. 

The rnutation of existing viruses is a n1ajor source of nev,' diseases. RNA viruses tend to have an 
unusually higher rate of mutation compared to DNA viruses because errors in replicating their RNA 
geno1nes are not corrected by proofreading. Coronaviruses, ho,~rever, have a lo,ver 1riutation rate than 
most RNA vi ruses because they produce an RNA polymerase that corrects some of the errors made 
during replication. Ho,vever, the viruses are evolving faster than their host cells, ,vhich gives the 
virus an advantage in overcoming the im rnune response. 

■ Case study: Influenza 
The rhree types of influenza (flu) viruses are A, Band C. It is an enveloped virus \vith a genome 
made up of negative sense, single-sLrandecl, segmented RNA. Influenza viruses infect me epithelial 
cells of the respiratory tract (and in birds the intestinal tract). The virions recognize their carget cells 
by complen1enrary binding ofhaemaggludnin (spike protein) in rhe viral envelope and specific sialic 
acid receptors on the cell plasma 1nembrane. 

Some mutations enable existing vin1ses to evolve into new strains that can cause disease in 

individuals who have developed in11nunity to the ancestral virus. Flu epidemics. for e,\'.ample, are 

caused by ne,v str-ains of influenza virus genetically different enough fro1n earlier strains tbat people 
have little i1n1nunity to them. 
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♦ Antigenic drift: 
small changes (caused 
by mutations) in viral 
genes that can lead to 
changes in the surface 
proteins of a virus, HA 
(haemagglutin1n) and NA 
(neuraminidase). 

♦ Antigenic shift: an 
abrupt, major change 
,n an influenza A virus, 
resulting in new HA 
and/or new HA and NA 
proteins. Happens when 
recombination occurs, 
♦ Recombination: 
occurs when viruses of 
two different parent 
strains co-infect the S'ame 
host cell and interact 
during replication to 
generate virus progeny 
that have some genes 
from both parent strains. 

I II I 
HIV is covered in more 
detail in Chapter C3.2, 
page 529. 

♦ Retrovirus: a virus 
that has RNA as its nucleic 
acid and uses the enzyme 
reverse transcriptase to 
copy Its genome into the 
DNA of the host cell's 
chromosomes. 
♦ Reverse 

t ranscriptase-: an 
enzyme found in HIV (and 
other retroviruses). HIV 
uses reverse transcriptase 
to convert its RNA into 
viral DNA, a process called 
reverse transcription. 
♦ Provirus: a virus that 
has integrated into a 
host's genome and is 
replicated when the cell 
replicates its DNA. 

A2.3 Viruses 

Antigenic drift consists of mutations in the genes of influenza viruses that can lead to changes in 

the surface proteins of the virus: haemagglutinin (HA) and neura1ninidase (NA). The surface 

proteins of influenza virus particles are antigens. These proteins are recognized by the i1nmune 

system and can trigger an immune response, including tbe production of antibodies that stop che 

development of disease. The changes associated ,,vi.th antigenic drift happen continually over time as 
innuenza viruses replicate, leading to surface antigens that are no longer recognized by the im111une 

system. This is tun, leads co tl1e development o[ disease and the signs and sy1nptoms of an illness. 

Antigenic shift (Figure A2.3.11) is a sudden major change in an influenza A virus, resulring in 

uev,1 haemagglucinin and neur-aminidase proteins. Antigenic shifc can resulc in a ne\v influenza A 

subtype. This process results in recombination, ,vhere DNA [rom different strains of the virus are 

recombined r.o produce ne,v combinations of alleles. 

If two different influenza viruses are present in the same cell, the nexvly produced viruses can take 

segments fro1n either of the infecting viruses to make a ne,v rype of influenza virus. 

Antigenic shirt can happen ir an in fluenza virus rron, an animal population gains the ability to 

in (ect bu111ans. Such animal-01igin viruses can contain hae1nagglutinin and neuraminidase protein 

co1nbinations that are different enough rrom hu1nan viruses that most people will not have im1nunity 

to the novel virus. 

different subtypes 
of influenza A 

antigenic shift 
(genetic shuffling) 

new influenza A 
subtype 

different influenza A 
strains 

aniigenic drift 
(r;indom muiation) 

■ Figure A2.3.11 Conceptual illustration of antigenic drift and antigenic shift 

■ Case study: HIV 
Acquired Immune Deficiency Syndrome (AIDS) is a condition caused by the human 

in1n1unodeficiency virus (HIV). HIV (Figure A2.3.12) belongs to a small group of viruses known as 

retroviruses, ,vhich have a unique li(e cycle and mechanism or viral replicarion. A retrovirus is a 

rype of virus that uses RNA as its genetic material. 

Having entering the cytoplasm of a host cell, the virus RNA is converted into DNA under the control 

of an enzyn1e called reverse transcriptase. The rerrovirus then integrates its viral DNA into the 

DNA o{ the host c.-ell's nucleus to forn1 a provirus. 

HIV has ah igh mutation rate in its geno1ne clue Lo errors by reverse Lranscriptase, ,vbich lacks a 

proofreading mechanisrn. AJDS patients ofLe.n carry many clifferenL genetic variants of H[V thar are 

distinct from the original Hf\! virus that infected Lhem, 
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Ernerg111g diseases, 
such as HIV and 
COVID-1 91 are often 
virulent as they are not 
adapted to their new 
host species. 

This is a significant problem in treating the infection. Antiviral drugs chat block essential viral 
enzyn1es ,vork only temporarily, because ne,v strains of the virus resistant to these drugs arise 
rapidly by mutation. 

f-lo,vever, combinations of drugs chat target 
differenr. virus proteins (typically three dn1gs ,vith 
differenr. targets) are highly effective at inhibiting 

the virus and preventing replication. 

The population size of HIV is the total number of 
infectious proviruses integrated into the cellular 
DNA of an individual at a given time. The high 
mutation rates of viruses such as in HIV, con1bined 

with short generation tunes and large population 
sizes, allows viruses to evolve rapidly and adapt to 
the host. 

glycoprote,n --.. __ 

reverse ---7~ft-~~~ 
transcriptase 
(enzyme) 

protease 
(enzyme) 
capsid 
(protein) 

■ Figure A2.3.12 The human 
immunodeficiency virus (HIV) 

r. Natur-,:a nf science: Falsification 

Discovery of reverse transcriptase in viruses 

The central dogma of molecular biology proposes that genetic information flows unidirectionally 
from DNA to RNA to protein. However, in 1970 the enzyme reverse transcriptase was discovered in 
retroviruses by David Baltimore, thereby falsifying the first step of the central dogma. Its discovery 
laid the foundation for the discovery of the HIV virus in 1984 and led to the development of 
effective therapy for treating HIV infection. The transfer of genetic information from RNA to DNA 
has since been recognized as a general principle of evolution operating not just in viruses but 
throughout biology. 

ATLA2.3C 

Choose a virus (that causes a well-known infectious disease) to write about, such as rabies or 
Ebola. You could create a poster showing the structure of its capsid and genome, its life cycle in a 
named host cell , its evolutionary history, its effects on human physiology and current treatments. 

■ Consequences of rapid viral evolution 
The rapid evolution of viruses has consequences for treating the diseases caused by these pathogens. 
Yearly flu vaccines are c.leveloped to ensure their efficacy (the percentage reduction in a disease 
in a group of people who received a vaccination in a clinical trial) ln the n1ost recent COVLD- L9 

pandemic, many variants evolved, sornetirnes vvith different syn1ptoms. The evolution of ne\>v 
variants leads to difficulties in rreati ng the virus, \>vith the vaccines first used in the pandemic 

becon1ing less efficacious as ne"v va1iants emerged. 
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Tool 2: Technology 

Using computer modell ing 

Compartmental models are a very general modelling 
technique often used in the mathematical modelling of 
infectious diseases, including COVID-19. The population 
is classified into compartments with labels, for example, 
S, I or R, (susceptible, infectious or recovered). 

People in the populat ion may move from S to I to R. 
Figure A2 .3.13 below shows the SIR model for the 
transition between these states. The SIR model is 
accurate for describing infect ious diseases that are only 
transmitted by human to human and where recovery 
gives long-lasting resistance. 

Susceptible 

Infectious 

, 

Recovered 

■ Figure A2.3.13 SIR model showing t he t ransition 
bet ween susce pt ible, infect ious and recovered st ates 

Models try to predict how a viral or bacterial disease 
spreads, the total number infected, or the time period 
of an epidemic, and estimate various epidemiological 

ATLA2.30 

parameters, such as the reproductive number, R
0

, 

where R
0 

is the expected number of secondary cases 
produced by a single infection in a population that 
is completely susceptible. The models can show 
how different interventions, such as a lockdown or 
vaccination, may affect the outcome of an epidemic. 
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■ Figure A2.3.14 SIR model showing numbers of 
susceptible, infect ious or recovered in a population 
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Figure A2.3.14 shows an SIR model for an outbreak of 
an infectious disease. The y-axis is the number of 
people and the x-axis is the t ime in days. S stands for 
'numbers of suscept ible', i.e. members of the 
population who can catch the infection; I for 
'infectious', or those in the population who have the 
infection and can spread it; and R for 'recovered', those 
who have had the disease but are now better. 

5 Describe the 
graph model in 
Figure A2.3.14 and 
then deduce how 
S, I and R interact 

with each other. 

What factors determine the spread of a virus? Use the fo llowing site to explore various scenarios: 
www.washingtonpost.com/graphics/2020/world/corona•simulator/ 

A2.3 Viruses 

What lessons have you learned about the most effective strategies for limiting the spread of 
rapidly evolving viruses? 

1 What mechanisms contribute to convergent evolution? 
To what extent is the history of life characterized by increasing complexity or simplicity? 
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♦ Species'. a group of 
individuals of common 
ancestry that closely 
resemble each other and 
that are normally capable 
of interbreeding to 
produce fertile offspring. 

♦ Variation: differences 
between individuals of a 
species. May be caused 
by environmental and/or 
genetic fac tors. 

I lnk 
The t heory of 
evolut ion by natural 
selection is explored 
more fully in Chapter 
D4.1, page 779. 

All species show 
variation. This is 
one of the pillars 
on which evolution 
by natural select ion 
is based. 

Guiding questions 

• What is a species? 

• What patterns are seen in the diversity of genomes wit hin and between species? 

This chapter covers the following syllabus content: 
► A3 .1.1 Variation bet ween organisms as a defining feature of life 
► A3 .1.2 Species as groups of organisms with shared traits 
► A3 .1.3 Binomial system for naming organisms 
► A3 .1.4 Biological species concept 
► A3 .1.5 Difficulties distinguishing between populations and species due to divergence 

of non-interbreeding populat ions during speciation 
► A3 .1.6 Diversity in chromosome numbers of plant and animal species 
► A3 .1.7 Karyotyping and karyograms 
► A3 .1.8 Unity and diversity of genomes within species 
► A3 .1.9 Diversity of eukaryote genomes 
► A3 .1.10 Comparison of genome sizes 
► A3 .1.11 Current and potential future uses of whole genome sequencing 
► A3 .1.12 Difficulties applying the biological species concept to asexually reproducing 

species and to bacteria that have horizontal gene t ransfer (HL only) 
► A3 .1.13 Chromosome number as a shared trait within a species (HL only) 
► A3 .1.14 Engagement with local plant or animal species to develop a dichotomous key 

(HL only) 
► A3 .1.15 Identification of species from environmental DNA in a habitat using barcodes 

(HL only) 

Variation between organisms 
In 1831, scientist Charles Danvin \.Vas employed as a naturalist on che ship I-IMS Beagle. The journey 
lasted five years and provided the fieldwork for Dar,vin's famous book On the Origin of Sp<Xies by 
lvfeans of Natural Selection, which was published in 1859. During his travels, and particularly duri ng 
his visit to the Galapagos Islands, Charles Darv,rin 
noted that all species sho"vecl large variation: each 
individual was slightly different from others in the 
population (see Figure AJ.1.1). This observation 
formed a central pillar of his theory of evolution by 
natural selection - an explanation of ho,v all species on 
Earth arose. Dar,vin had also observed that humans 
can select for different breeds of animals (for exa1nple 
pigeons - see page 141), and that if this 'artificial 
selection' could lead to ne,v varieties 1 hen there ,vas no 
reason ,vhy, given enough time, nature could not select 
for new varieties and, ultimately, new species (hence 
'natural selection') 

• • 

■ Figure A3.1.1 Variation in one species 
of beetle; the wing cases of fourteen 
spot ladybirds (Propylea 14-punctata) 
show variation in colouration patterns 
between these individuals, which were 
all collected from the same nettle plant 
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♦ Continuous 
variation: where there is 
a continuum of variation 
from one phenotype 
to another, e.g. humc1n 
height. 

♦ Polygenic 
inheritance: 
inheritance of phenotypic 
characteristics (such as 
height in humans) that 
are determined by the 
col lective effects of 
several different genes. 

♦ Discontinuous 
variation: arises 
when the characteristic 
concerned is one of two 
or more discrete t ypes 
with no intermediate 
forms. Examples include 
the garden pea plant (tall 
or dwarf) and human 
ABO blood grouping 
(group A, B, AB or 0), 

♦ Allele: an alternative 
form of a gene occupying 
a specific locus on a 
chromosome. 

♦ Homeotic mutation: 
alter atton in genes that 
determine the type or 
location of a body part 
during an organism's 
developrnent. 

♦ Morphology: form 
and structure of an 
organism. 

rn T n t1nl 

Discontinuous 
variat ion can be due 
to threshold effects 
in development or 
mutations of large 
effect, including 
homeotic mutations 
that cause discrete 
changes in form from 
a single mutation 
(e.g., loss of one pair 
of wings in insects; 
conversion of petals to 
stamens in plants). 

■ Continuous variation 
As Dar,vin noted, all species sho,v variation. Some of this variation can be at any value of 

measuren1ent for a specific characteristic, such as height, and is caUed continuous variation. 

Many features ofhun1ans are controlled by polygenes (i.e. several different genes), including body 

,veight and height. A graph of the height of a population of 400 people, figure A3. l.2, sho,vs 

continuous variation between the shortest person at 160 cm and the tallest person at 185 cn1, ,vi.th a 

mean height of 173 cm. 

Human height is determined genetically 
by interact ions of t he alleles of several 
genes, probably located at loci on 
different chromosomes. 

Variation in the height of adult 
humans 
The results cluster around a mean value 
and show a normal distribution. For the 
purpose of the graph, t he heights are 
collected into arbitrary groups, each of 
a height range of 2 cm. 
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■ Figure A3.1.2 Human height as a case of polygenic inheritance 
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'Nont1al distribution' means that when the frequency of measurement classes is plotted againsL 

the measuremenL classes, a symmetric,11 bell-shaped CL1rve is obLained, with values grouped 

symmet rically around a centn1l value (Figure A3.L2). 

Another factor that may affect tbe appearance of the phenotype (the physical appearance of an 
organism and its internal physiology) and produce variation bet,veen organisms is the effect 

of environmental conditions. This can affect the continuous variadon of a species by altering 

the physiology of iJ1dividuals. for exan1ple, a call plant n1ay appear almost dwarf if it has been 

consistently deprived of adequate essential n1ineral ions. Similarly, the physique of humans n1ay be 

greatly affected by tbe levels of nourishment received, particularly as children. So. the phenotype of 

an organiSJn is rhe product of both its genotype and the influences of tbe environment. 

Discontinuous variation 
Son1e va1iation in spec.ies is not continuous but discrete, such as blood type, and so is kno,vn as 

discontinuous variation. Discontinuous variation is, therefore, variation tbat has distinct groups 

that organisms belong to. There is no intern1ediate forn1 and no overlap benveen the rv,,o phenotypes. 

Characteristics that den1onstrate discontinuous variation are controlled by a single gene, usually ,vith 

two alleles (the human blood group system has three alleles - see Chapter D3.2, page 734). 

Discontinuous variation is not subject to environmental factors and is determined solely by the 

genotype (gene1ic composition) of the species. 

ln chis ,vay, species can sho,v both continuous and discontinuous patterns of variation. 

■ Distinguishing between different species 
figure A3.l.l sho,vs that there is morphological variation within a species, where morphology 

refers to the 'fonn and structure' of an organism. The question then arises, how can one species 

be distinguished from another species that also shows significant variation? Some individuals 

of one species, within the variation sho,vn , may resemble individuals of another species. 

A3.1 Diversity of organisms 



I ink 

For more on 
classifying organisms 
see Chapter A3.2, 
page 125. 

t Distinguish 

between 

continuous and 

discont inuous 

variat ion. 

♦ Sexual dimorphism: 
differences 1n appearance 
between males and 
females of the same 
species, such as in colour, 
shape, size and structure. 

♦ Species concept: 
a working definition 
of a species and a 
methodology for 
determining whether two 
organisms are members 
of the same species. 
♦ Morphological 
species concept: 
species are groups of 
organisms with shared 
traits. 
♦ Taxonomy: the 
science of classification. 
♦ Taxon: a classificatory . groupings 

Historically, taxonomists - scientists ,vho deCine and classify groups of biological organisms based 

on shared characteristics - over many years have learnt to distinguish one species from another. 

Many species sho,v sexual dimorphism, ,vhere males appear different fron1 females (e.g. lions), 

-A1hich also leads to mo17Jhological variation ,vithin a species. By collecting and studying a large 
nu1nber of individuals ,vithin a species, taxonomists can distinguish one species from another 

irrespective of the co1nplex variation sho,v n. Th is is the basis lor naming and classifying organisms. 

·Mosr natural history museums, 1vhere the process of classiOcation and storage of the 'Earth 's 

biodiversity takes place, have molecular laboratories for Lhe DNA profiling of species within their 

collecLion. This has allo,ved LaxonomisLS r.o check on the current classification of species, make 

necessary changes, and LO analyse new species 1.0 ensure they are p laced correctly wilhin the 

classincacion system (see page 135). DNA profiling (Chapter Dl.l, page 608) allows for geneLic 

variation 1vi1hin a species and ensures that clear parameters can be se[ ,vhen deciding ,vhe[her an 

individual belongs to one species or anoLher. 

What is a species? 
Species ,vere originally defined by their appearance - the species concept - based on ,vhat they 

looked like (shape. colour and other distinctive features). This is kno,vi1 as the morphological 

species concept. This concept therefore defines a species in ter1ns o( its body shape and other 
structural features (or 'traits'). Iv10 organis111s that had different n1orphologies ,vere placed in 

different species. Species have been defined in this way since before modern science. This original 
concept of 'species' ~,as used by Swedish scientist Carl Linnaeus (see more belo,v) in the 1700s. 

Although mucb criricised, the concept of morphological species is still a ,videly used species concept 

in everyday life, and still retains an important place ,vit11in the biological sciences, particularly in the 

case of plants. 

Advantages: 

• can be appUed Lo asexual and sexual organis1ns 

• does not require any infonnation on the extent of gene no,v 

• can be appUed Lo extinct and fossilized species 

• easiest and fastest concept. to apply in the field because it is based only on the appearance of 

the organism. 

linl.itations: 

• relies on subjecrive criteria and researchers 1nay disagree on ,vhich structural leatures distinguish 

a species 

• dil'le.rent individuals in a species may appear very different, such as 1nales and fernales. 

The binomial system for naming organisms 
Classification is essential to biology because there are too many different living organis1ns to sort and 

compare unless they are organized into manageable categories. There are currently approximately 

1.8 million described species, and so a process is needed to divide organisms into groups of similar 

species. Biological classification schemes are the invention of biologists and are based upon the best 
available evidence at the time. With an effective classification systen1 in use, it is easier to organize 

our ideas about organisn1s and n1ake generalizations. 

The science of classification is called taxonomy. The word comes from taxa (singular, taxon), \vhich 

is the general name for g1·oups or categories within a classificaLion system. 

Theme A: Unity and diversity- Organisms 



♦ Binomial system: 
double names for 
organisms, in Latin, 
with the generic 
name preceding the 
specific name. 
♦ Genus: a group of 
similar and closely related 
species. 

■ Figure A3.1.3 
Carl Linnaeus 
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■ Figure A3.1.4 
Carl Linnaeus' most 
famous work; Systema 
Naturae showed for 
the first time how life 
could be classified 

The scheme of classification must be flexible, allo,ving newly discovered living organisms to be 

added ,vhere they fit best. lt should also include fossils since ,~,e believe living and extinct species 

are related. 

The process of classification involves: 

• giving every organism an agreed name 

• imposing a scheme upon the cliversity of living things. 

Carl Linnaeus (Figure A3.l.3) was a Swedish botanist, physician and zoologist, who in the 1730s 

developed the method of classifying organistns that is still used today: binomial nomenclature or the 
binomial system (meaning 't,vo-part name'). Linnaeus is kno,vn as the father of modem taxonon1y 

and is also considered one of the fathers of modem ecology. Linnaeus published Systenia Naturae 

(The Natural World) in 1734 (Figure A3.l.4), in ,vhich he divided flowering plants into classes 

determined by the structure of their sexual organs. In 1749 he introduced the binomial 

nomenclature for ,vhich he is now fan1ous. Each plant was given a Latin noun (the genus) follo,ved 

by an adjective (the species). The genetic name co1nes first and begins ,vith a capital letter, followed 

by the species name. Traditionally, a species nan1e is ,vritten in italics (or is underlined). Hutnans, for 

exan1ple, have the species na1ne Horno sapiens, where 'Homo' is the genus and 'sapiens' is the species. 

There can be several different species in a genus - ,ve share the Horno genus with several other (nov.r 

extinct) species, such as the Neanderthals (Hon10 11ear1derthale11sis)- see f igure A3.l.5. 

Species in the same genus share sin1ilar traits. For exa1nple, the skulls from genus Honio sho,vn in 

Figure AJ. l.5 have a larger brain capacity and smaller [ace compared to other speci.es of the [amily 

Hominidae (the great apes). The similar traits relate to similar life histories and adaptations to the 

environ1nent (Chapter B4.2). 

Homo neanderthalensis Homo antecessor Homo sapiens Homo erectus 

■ Figure A3.1.5 Skulls of species in the genus Homo 

As shown in Figure A3.l.6, closely related organisms have the same generic name; only their species 
names differ. You ,vill see that, ,vhen organisms are referred to frequently, the full name is given 

the first time, but after the generic name is shortened to the first (capital) letter. Thus, in continuing 

references co humans in an article or scientific paper, I-lo1no sapiens ,vould become Ii. sapiens. 

When writing species names, the convention is to start the genus with a capital letter and the 
species with a lower-case letter. The species name should be either written in italics or underlined. 
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2 Outline the 
process by which 
species are named. 

• • • 

The binomial 
system provides a 
universal means 
of classi fying 
organisms that 
can be understood 
worldwide. 

3 Scientific names 
of organisms are 
often difficult 
to pronounce or 
remember. State 

why they are used. 

♦ Biological species 
concept: a species is a 
group of organisms that 
can breed and produce 
fertile offspring. 

• 

Panthera leo (lion) Panthera tigris (tiger) 

■ Figure A3.1.6 Naming o rganisms by the binomial system 

(e Common mistake 
Students often begin the genus name with a lower-case letter, for example homo sapiens. This is 
incorrect. The genus should start with a capital, e.g. Homo, and the fu ll species name should be 
underlined when written by hand, e.g. Homo sapiens. 

(n tJature of science: Science ac; a shared endeavour 

Why is a standardized, universal method for naming species needed? 

Many organisms have local common names, but these often differ around the world. They do not 
al low observers to be confident that they are all talking about the same organism. For example, 
the name 'magpie' represents entirely different birds commonly seen in Europe, in Asia and in Sri 
Lanka (Figure A3.1 .7). Instead, scientists use the international binomial system, so that everyone 
everywhere knows exactly which organism is being referred to. International cooperation and 
collaboration continue to develop and apply a common set of species names for use throughout the 
world. This agreed convention and the common terminology for species names used globally helps 
prevent ambiguous communication. 

European magpie 
(Pica pica) 

Asian magpie 
(Platysmurus leucopterus) 

■ Figure A3.1.7 'Magpie' species of the world 

The biological species concept 

Sri Lankan magpie 
(Urocissa ornata) 

The most widely used definition of species in modern science \Vas developed by zoologist Ernst tvlayr 

in 1942. According to his biological species concept, a species is a group of organisms that can 

breed and produce fertile offspring . 

Theme A: Unity and diversity - Organisms 



♦ Ecological species 
concept: a species ls a 
group of organisms that 
is adapted lo a particular 
set of resources (niche); 
this concept explains 
differences in form and 
behaviour between 
species as adaptations to 
resource availabllity. 

♦ Evolutionary 
species concept: 
a spec1es is a single 
If neage of populations 
descending from a 
common ancestor, which 
maintains its identity 
from other such lineages 
and which has its own 
selection pressures and 
evolutionary outcome. 

♦ Population: 
interacting groups of 
organisms of the same 
species livlng in an area. 

4 Dist inguish 
between the 
biological and 
evolutionary 
species concepts. 

[he.re are limitations co the biological species concept: 

• lt does not apply to organis1ns that reproduce asexual!)' all or most of the ti 1ne, e.g. prokaryotes 
• lt does not apply to organis1ns that are extinct. 
• lt overemphasizes gene llo\v and downplays tl1e role o[ natural selection, as natural selection can 

cause 1nany pairs of species that are n1orphologically and ecologically distinct to remain distinct 
and yet bave gene flow bet,~1een them. 

Alternat ive species concepts 
An alternative to the original morphological species concept is the ecological species concept. 

Ecology is rhe study of organisn1s in relation to their environment, and so chis concept uses 
ecological factors to define species. Each species has a parricular role in Lhe environmenr, kno\vn as 
its 'niche'. The niche of a species is everything about where and how ir lives - what it eats, ho\v ir 
reproduces, its habitat, and so on. Each species has therefore, by definition, a unique niche. 
The ecological species concept defines a species in terms of its ecological niche, i.e. the sumo[ how 
111embe.rs of the species interact \Vith the non-living (abiotic) and living (biotic) aspects of their 
environment. for example, 1wo species o[ finches on the Galapagos Islands may be silnilar in 
appearance but distinguishable based on whal they feed on. 

Advantages of the ecological species concept: 
• It can accomn1odate asexual as v;ell as sexual species. 
• It einpbas1zes the role of disruptive natural selection as organis111s adapt to different 

environmental conditions. 

Limitations of the ecological species concept: 

• Niches are generally difficult to identify because a niche involves the interaction benveen the 
organ ism and its environment (both biotic und abiotic). 

Today, genetic techniques allow scientists to compare genetic sequences from different organ isms 
to co111pare sin1ilari,ies and potential ancesny. These techniques have allowed the evolutionary 

species concept to be developed, which gives scientists a detailed overvie,v not only or what defines 
a species, but also the interrelationship berv,een species over geological time. 

Table A3.l.l compares the four different species concepts. 

■ Table A3.1.1 Comparing different species concepts 

Species concept Approach and methodology 

Morphological species relies on morphological data and emphasizes groups of physical t raits that are 
concept unique to each species 

Biological species concept relies on behavioural information and emphasizes reproductive isolation 
between groups 

Ecological species concept relies on detailed informat ion about how organisms interact w ith their biotic 
(biological) and ab1otic (non-living) environment 

Evolut ionary species concept relies on genetic data and emphasizes distinct evolutionary links between groups 

Difficulties distinguishing between 
a population and a species 
to nature, organisms are members of local populations. A population is a group of individuals of 
the same species, living close enough to be able to interbreed (see more in Chapter C4.l, page 548). 
Species cypically exist in localized populations, although the boundaries of a local population can be 
hard to define. 
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Looli at Figure AJ.1.8 be/01,v. 

You can see tha[ a population of garden snails migh[ occupy a small par[ of a garden, perhaps 

around a compos[ heap. A popula[ion of thrushes (snail-earing birds) might occupy some gardens 

and surrounding fields . So, the area occupied by a population depends on the size of the organism 
and on ho,v mobile it is, for example, as ,.vell as on environmental factors (such as food supply 

and predation). 

The boundaries of a population n1ay be hard to define. So1ne populations are completely 'open', ,vith 

individuals moving in from, or our to, other nearby populations. Alternatively, son1e populations are 

'closed'; they are isolated populations al1nost con1plerely cur off fro1n neighbours of the same species. 
The snails in the traffic island flo,ver bed (Figure A3.l.8) are a good exan1ple of a closed population. 

":.:":,:----- hedge (horne to 

-~.,·,)'_- " 
predators of 
garden snail) 

·semi-open' population 
'closed' population of 
sna,ls on traffic island 
flower bed 

of snails in vegetable patch 

roadways 
(barrier to effective migrations 
of snails in most cases) __ _..,. 

■ Figure A3.1.8 Th e con cept o f pop u lat ion 

lin!f 
The topic of 
speciation by splitting 
of pre-exist ing species 
is explored further 
in Chapter A4.1, 
page 147. 

Gene pools are 
discussed in Chapter 
D4.1, page 790. 

♦ Speciation: the 
process by which new 
spedes form, where one 
species is split into two or 
more speoes. 

lndividuals in local populations tend to resemble each other. They may become quite different from 

members of other populations. Local populations are very important because they are a potential 

starting poi nt for speciation. Speciation is the name we give to the process by ,vhich one species 

splits into r,vo or 111ore species. Present-day flora and fauna have arisen by change from pre-existing 

forms of life. The term 'speciation' emphasizes the fact that species change. The fossil record 

provides evidence for this process (see page 161). 

Development of barriers ,vithin local populations is a possible cause. Before separation, individuals 

share a common gene pool (See Chapter D4. l, page 790) but, after isolation, processes such as 

mutation can cause change in one population but not in the other. Alternatively, a ne,v population 

may form from a r.iny sample that became separar.ed from a much larger population. While the 

number of individuals in the new population may rapicl.ly increase. the gene pool from ,vhich they 

formed may have been totally unrepresentative of the original, with many alleles lost altogether. 

ln this ,vay, populations of the same species can change, through accumulation of gradual changes 

in the genotype through rime, r.o eventually form ne,v, genetically dis tinct species. 
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Going further 

The founder effect and genetic drift 

The founder effect occurs when a few individuals become geographically isolated 
f rom a larger population, and this smaller group may establish a new population whose 
gene pool differs from the source population. The isolation mechanism indiscriminately 
chooses some individuals, but not others, from the source population. 

Genetic drift describes the random fluctuations in the numbers of alleles in a 
population. Genetic drift takes place when the occurrence of alleles increases or 
decreases by chance over t ime. These variations in the presence of alleles are measured 
as changes in allele frequencies. 

Inquiry 1: Exploring and designing 

Exploring 

Think about the definitions of 'species' and 'populat ion', and the way in which separate 
populations of one species can evolve into distinct species. Is there a problem here? 

Isolated populations will show variation both within and between populations. At what 
point do variations between isolated populations show sufficient difference to allow 
separate groups to be called new species? 

Research problems regarding species concepts. Are there ways of deciding when 
speciation has occurred? Make sure you consult a variety of relevant sources 
of informat1on. 

Speciation usually happens gradually rather than by a single act, ,vith populacions becoming more 
and 1nore different in their traits. le can therefore be an arbitrary decision ,vhether two populations 

are regarded as the same or different species. A [urther difficulty arises because of che definition 

of 'species'. According co the biological species concept, a species is a group of organistns that can 
breed and produce fertile offspring. lf populations have diverged and can no longer interbreed 
(i.e. the indlviduals of one population do not reproduce ~1irh chose of another), ho,v can it be 

determined that the isolated populations have evolved sufficiently to fonn ne\\' species? lt is possible 
that separate populations can still, in theory, interbreed, and are st ill I herefore members of the sarne 

species, but this cannot be proven since they are isolated fron1 one another and so cannot physically 
1neet up and interbreed. 

( • Common mistake 
The smallest unit of evolution is a population. One common misconception about evolution is that 
individual organisms evolve during their lifetimes. Natural selection (Chapters A4.1 and D4.1) acts on 
individuals, but it is populations that evolve. Individual organisms cannot evolve. But a population 
can have genetic variation in traits and can undergo Darwinian evolution, resulting in all the 
changes in genotypes and phenotypes associated with evolutionary change" 
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The diversity in chromosome numbers 
of plant and animal species 

Chromosomes vary in number and shape among 
organisms. Bacteria have circular chromosomes whereas 
animals and plants have linear chromosomes. Variety 

The number of chromosomes in the cells of 
different species varies, but in any one species 
the number of chromosomes per cell is normally 
constant (Table A3.1.2). A fruit fly, for example, has 
8 chromosomes, while a rice plant has 24. 

in chromosome number can be related to evolutionary 
origin and functional differences between organisms. 

You need to know, as 
an example of diversity 
in chromosome 
numbers, that humans 
have 46 chromosomes 
and chimpanzees 
have 48. 

♦ Centromere: 
constriction of the 
chromosome, the region 
that becomes attached to 
the spindle fibres during 
nuclear division. 
♦ Diploid: cells having 
two sets of chromosomes 
(one from each parent 
organism). 
♦ Haploid: cells 
having one of set of 
chromosomes. 

The variety, or diversity, of organisn1s is demonstrated by the varying number of chron1oson1es seen 
in ani1ual and plant species (Table A3.l.2). There are five features of the chron1osomes of eukaryotic 

organisn1s that are helpful to remen1ber. 

1 The number of chromosomes per species is fixed 
The number of chromosomes in Lhe cells of different species varies, but in any one species the 
nu111ber of chromosomes per cell is normally constant (Table AJ.l 2). For example, the mouse has 
40 chron1osomes per cell, the onion has 16, humans have 46 and Lhe sunno\.ver has 34. Each 
species has a characteristic chro1nosome number. Note, these are all even numbers. 

■ Table A3.1.2 Diploid chromosome numbers compared 

Number of 
chromosomes 

Species per cell Species 

Parascaris equorum (roundworm) 2 Mus musculus (mouse) 

Drosophila melanogaster (fruit fly) 8 Homo sapiens (hurnan) 

Oryza sativa (rice) 24 Pan troglodytes (chimpanzee) 

Helianthus annuus (sunflower) 34 Canis familiaris (dog) 

■ 2 The shape of a chromosome is characteristic 

Number of 
chromosomes 

per cell 

40 

46 

48 

78 

Chromosomes are long, thin structures of a fixed length. Some\vhere along the length of 1 he 
chromosome is a narrow region called the centromere. Centromeres may occur anywhere along 
the chro1nosome, but they are ahvays in the sa1ne position on any given chromosome. The position 
of rhe centromere and the length of chro1nosome (as ,-vell as the banding patterns arter staining) on 
each side enable scientists to identify particular chromosomes in phoromicrographs. 

■ 3 The chromosomes of a cell occur in pairs called 
homologous pairs 

We have seen that the chromosomes of a cell occur in paiJs, called homologous pairs 

(Figure Al.2.9). One of each pair can1e originally from the male parent and one from che female 
parent. Cells in which the chromoson1es are in homologous pairs are described as having a diploid 

nucleus. We describe this as 2n ,vhere the symbol 'n' represents one set of chromosomes. A cell char 
has one chromosome of each pair has a haploid nucleus, We represent this as 11 . A sex cell has a 
haploid nucleus - formed as a result of the nuclear division kno\vn as meiosis (page 271). 
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Link 
The terms 'locus' 
and 'allele' were 
introduced in Chapter 
A1 .2, page 21. 

♦ Homozygous: havfng 
two 1dentical alleles of 
a gene. 

♦ Heterozygous: 
having two different 
alleles of a gene. 

5 Define the terms: 
a gene 

b allele. 

6 Explain how 
genes and alleles 
differ. 

♦ Karyotype: the 
nu,nber and type of 
chromosomes present in 
an organism. 

4 Genes occur at specific loci 
\Ille have seen that chromosomes carry genes in a linear sequence. The position of a gene is called a 

locus (plural, loci), and each gene has two or more forms, called alleles (Figure Al .2.9). The t,vo 

alleles n1ay ca1Ty exactly the sa111e 'message' - the same sequence o[ bases coding for an identical 

protein. A diploid organism that bas the sa1ne allele of a gene at the gene's locus on both copies of 
the homologous chromosomes in its cells is described as homozygous. 

Alternatively, the t\vo alleles may be different . A diploid organism that has different alleles of a gene at 
the gene's locus on both copies of the homologous pair is heterozygous. 

■ 5 Chromosomes are copied precisely 
Between nuclear divisions, ,vhile the chromosomes are uncoiled (in the forn1 of chromatin) and 

cannot be seen, each chromosome is copied. It is said to replicate. 

Replication occurs in the cell cycle, during interphase (page 651). The two identical structures 

formed are called chromatids (Figure,<\3.1.9). The chromatids remain attached by their centron1eres 

until they are separated during nuclear division. After division o[ the centron1eres, the chron1arids 

are recognized as chromosomes again. 

Of course, ,vhen chromosomes are copied, the critical evenl is the copying or the DNA double helix 
rhal runs fl1e length of the chromoso1ne. Replication occurs in a very precise ,vay, brought about by 
specific enzymes, as ,viii be discussed in Chapter Dl.l (page 602). 

sister chromatids attached at 
the centromere, making up one 
chromosome 

chromatids separate during 
nuclear division 

the centromere, a small constriction on 
the chromatids, is not a gene and does 
not code for a protein, as genes do 

each chromatld is a copy of the other, 
with its linear series of genes (individual 
genes are too small to be seen) 

( C, ) 
A t A 
I I 
I centromere divides I 
I 

i 
I 

' ' ( - • ) 

■ Figure A3.1.9 One chromosome as two chromatids 

Karyotyping and karyograms 
The number and type or chromosomes in the nucleus is knov,n as I he karyotype. In Figure /\3.1.10 

on the lert-hancl side, the karyotype or a diploid human 1nale cell is sho,vn, much enlarged. 

These chron1osomes are seen at an early stage of the nuclear division called mitosis (page 653). 

You can see that at this stage each chromosome is present as two chromaLicls, held together by 

its cencromere. 
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human chromosomes of a male (karyotype) 
(seen at the equator of the sr11nd le dudng 
nuclear division) 

chromosomes arranged as homologous 
pairs in descending order of size 

homologous each chromosome has been replicated 
chromosomes (copied) and exists as two chromatids -----~ 

~ .., ,-... 

r-"-. ~ held together at their centromeres 

L.;.,>"~K l,~ .~>> 
images of chromosomes 
cut from a copy of this 

photomicrograph can be 
arranged and pasted to 
produce a karyogram 

t\~ 
I 
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■ Figure A3.1.10 Chromosomes as homologous pairs, seen during nuclear d ivision 

1 size 

2 banding 
pattern 

1 size 

3 centromere 
position 

For the image on [he 1igh[ in Figure A3.1.10, the individual chromosomes ,,.,ere cut 

our from a copy of the original photograph. These were then arranged in homologous 

pairs in descending order of size, and nun1bered. A photograph of this type is called 

a karyogram. 

A karyocype, as ,,.,ell as being the nu1nber and appearance of chron1oson1es, also includes 

their length, banding pattern and centron1ere position. These differences can be seen in a 
karyotype stained to sho,v banding patterns (figure A3.l. l l). This is the easiest ,,.,ay to 

tell t\'IO different chron1oson1es apart. Banding patterns are sho,vn ,vhen chron1oson1es 

are stained ,vith Gien1sa dye, or fluorochron1es ,vhen chron1oson1es are to be studied 

,vith a fluorescent n1icroscope (page 62). The light and dark bands desctibe the position 

of genes on the chro1nosome - the size and location of bands on chron1osomes n1ake 

■ Figure A3.1 .11 Three features can 
be used to identify chromosomes 

each chromosome pair unique. Centromeres are regions in ch.ron1oson1es that appear as a 

consniction (Chapter D2. D and play a role in the separation of chromoson1es i.nto daughter 
cells du1ing cell division (nutosis and meiosis). Again, the position of the centron1ere varies 

(figure A3.l.l l) and can be used to disringuish. different chron1osomes. 

♦ Karyogram: a diagram 
or photograph showing 
the chromosomes of a cell, 
arranged in homologous 
pairs in descending order 
of size. 
♦ Sex chromosome: 
a chromosome which 
determines sex rather 
than other body (somatic) 
characteristics. 

L1 f1' k 
For more on mitosis 
and cell division 
see Chapter D2.1, 
page 653. 

Sex chromosomes 
ln Figure A3.l.10 you can see that t\vO cJ,romosornes are not numbered on the karyogram. Rather, 

they are labelled X (next to 6) and Y (next to 22). These are knov-,n as the sex chromosomes; they 

decide the sex of the individual - a male in this case. They are often shown as the final pair of 

chromosomes in the karyogram. All the other chromosomes (pairs numbered l to 22) are called 

autoso1nes. Karyograms are used by genetic counsellors to detect the presence of (rare) 

chromosomal abnormalities, such as Do\vn syndro1ne. 
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inl 
Chromosomal 
abnormalities are 
discussed further 
in Chapter 02.1, 
page 658. 

2A 2B 

1 2 3 

■ Investigating the differences in human and chimpanzee 
chromosome numbers 

Humans (Hon10 sapiens) have 23 pairs of chromoso1nes. However, every other living species in 

the family Hominidae, including our closest relatives the bonobo (Pan paniscus) and chimpanzee 
(Pan troglodytes), have 24 chro1nosome pairs. DNA sequencing has shown that less than 3% 

of human DNA is different from the chimpanzee. \~That might have happened to change the 

4 5 6 7 8 

number of chromoso1ne.s in humansl Have a look at 

Figure i\3.1 12, ,vhich compares the karyograms of 

chimpanzees and humans. What do you notice? 

An alignment of the human ancl chimpanzee 
chromoso1nes sho\vs that the centromere ofhu1nan 

chromosome 2 lines up almost exactly ,vith Lhat o[ 

chimpanzee chromosome 2A. The hypothesis has 

I I II II II I I 
been suggested that two of the ape chromoson1es must 

have fused to form one large one. Lei's evaluaLe the 

9 10 11 12 

I I I I I I I I 
17 18 19 20 

■ human chromosomes 

13 14 15 

I I I I 
21 22 X 

■ chimpanzee chromosomes 

16 

I I 
y 

evidence in the Inquiry. 

7 Outline the evidence that chromosome 
2 in humans arose from the fusion of 
chromosomes in a shared ancestor. 

■ Figure A 3.1.12 A comparison of human 
and chimpanzee chromosomes 

Inquiry 3: Concluding and evaluating , 

Concluding 
1 Scientists compared human and chimpanzee 

chromosomes and found remarkable similarity in 
banding between human chromosome 2 and chimp 
chromosomes that were originally numbered 12 and 13. 

2 Human chromosome 2 has Lwo sets of centromeres: 
usually a chromosome has just one centromere, but 
in the human chromosome 2 there are remnants of a 
second centromere (Figure A3 .1.13). 

3 There is a segment of the long arm of human 
chromosome 2, close to its centromere, that has 
significant similarity to chimpanzee telomeric DNA (see 
Figure A3.1.13). The detailed sequence in this region 
is exactly what you would expect to see if the two 
chimpanzee chromosomes had fused end-to-end. 

The evidence supports the hypothesis of an ancestral 
fusion event between the chromosomes originally 
numbered 12 and 13 in chimpanzees. This 'new' human 
chromosome is, in fact, the second largest chromosome 
as viewed under a microscope, and it is therefore named 
chromosome 2. The chimpanzee chromosomes involved 
in the fusion (12 and 13) have been renamed as 2A and 
2B in recognition of this fusion event (Figure A3 . 1.13). 
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The exact mechanism through which these two 
chimpanzee chromosomes fused is not yet completely 
understood, although studies show that no genes from 
the ends of chimpanzee chromosomes 2A and 2B appear 
to have been lost. 

0-- centromere 
(middle) 

human chimpanzee 
chromosome 2 chromosomes 2A and 2B 

■ Figure A3.1.13 Evolution of human chromosome 2 

113 
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Tool 2: Technology 

Identifying and extracting data from databases 

Genes are located at a specific position on a chromosome (its locus - see Chapter A 1.2, 
page 21). Online databases can be used to locate the locus of specific genes in the 
human genome. The database also provides information about the function of the 
gene (e.g. its polypeptide product). 

Procedure 
1 Access the Online Mendelian Inheritance in Man website: http://omim.org 
2 Go to the Gene Map search engine: www.omim.org/search/advanced/entry 
3 Enter the name of a gene into the search engine (access a list of genes here: 

http://en.wikipedia.org/wiki/List_of_human_genes). A box will appear with information 
about the gene, including the chromosome it is found on ('Location', the number 
before the colon), its locus and details of its function. 

4 Alternatively, you can enter the number or name of a chromosome- autosomal (1-22) 
or the sex chromosomes (X or Y) - and a complete sequence of gene loci for the 
chromosome will be displayed. 

In small groups, prepare a poster or presentation about one gene. Include the following 
information: 

• Which chromosome is it found on? 

• What is its exact locus? 

• What is the role of the gene in the body? 

• How did you locate the gene and information about 1t? 

(o Nature of science: Hvootheses 

Distinguishing between testable hypotheses 
and non-testable statements 

investigate questions in ethics, morality, aesthetics (principles 
concerning the nature and appreciation of beauty), philosophy 
and metaphysics (which concerns existence and the nature of 
entities that exist). A good scientific hypothesis has the following qualities: 

It is testable via experiments and verifiable through 
observations. 
It is predictive and predicts a specific outcome under 
particular conditions. 
It is explanatory. 

There are limits to what the natural sciences can investigate. 
Science explores natural or physical phenomena but cannot 
investigate paranormal and supernatural events. These 
limitations are largely due to falsifiability, which means that 
hypotheses should be testable via observations or experiments. 
If an idea is falsifiable and can potentially be disproved, then it 
is scientific and may be evaluated by the scientific method. 

Many areas of human knowledge are 'non-scientific' when 
viewed through this perspective. Science also cannot 

Falsifiability provides a characteristic of scientific knowledge, 
but in some areas of scientific research falsifiability is not 
always possible. Some of the scientific ideas that are being 
developed are so complex or so new that it is not possible to 
falsify them using experiments and observations. Disciplines 
such as evolutionary biology, geology and astronomy contain 
ideas that are scienti fic but not falsifiable. 

The origin of chromosome 2 is a testable hypothesis because 
observations made of the chromosomes in our nearest relative 
agree with genomic analysis which suggests a common 
ancestor between humans and chimpanzees some 4 million 
years ago. A variety of scientific evidence can therefore be 
used to develop a credible explanation for the origin of 
chromosome 2 in Homo sapiens. 
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Organisms in the 
same species 
share most of 
their genome. 

♦ Genome; the whole 
of the genetic information 
of an organism or cell. 
♦ Single-nucleotide 
polymorphism (SNP): 
polymorphism involving 
variation of a single 
base pair. 

Variations such as 
single-nucleot ide 
polymorphisms give 
some diversity in 
species' genomes. 

ATL A3.1A 

Unity and diversity of genomes within species 
The genome is all the genetic information of an organism (see also Chapter Al.2, page 24). 

Organisms in the sa1ne species share n1ost of their geno1ne but variations occur, \vhich give some 
diversity. The n1ost comn1on forrn of genetic va1iation an1ong hun1ans is called single-nucleotide 

polymorphism (SNP). 

Single-nucleotide polymorphisms 
An SNP represenLS a cUfference in a single nucleotide. For example, an SNP may replace the 
nucleotide guanine (G) \vich the nucleotide adenine (A). SNPs occur throughout the genome and 
occur, on average, approximately once in every 1000 nucleotides in humans, which means there may 
be bet\veen 4 and 5 million SNPs in the genome of one person. 

SNPs may be unique or occur in many individuals, and scientists have tound n1ore than 100 million 
SNPs in populations around the ,,vorld. These variations are usually found in the non-coding parts of 

DNA found bet\veen genes. ln this vvay, SNPs contribute to human diversity. 

SNPs can act as biological n1arkers, helping scientists locate genes that are associated ,vith disease. 
v\Then SN Ps occur ,vithin a gene or in a regulatory region near a gene. they n1ay play a n1ore direct 
role in disease by affecting the gene's fu nction. 

Scienlists have sho,vn that cenain SNPs may help co predict an individual's response to specific 
drugs and risk of developing pariicular diseases. SNPs can also be used lO trace the inheritance of 
genetic diseases \vithin families. 

The diversity of eukaryote genomes 
Genomes vary in overall size, ,,vhich is detennined by the total amount of DNA. Genomes also vary 

in base sequence. Variadon ben.veen species is much larger than variation vvithin a species. 

5 Access Clustal Omega. Change the input sequence type 

Nucleotide sequences of specific genes can be compared 
from different species. The genomes from different 
species can be identified and then compared using two 
online resources: 

to 'DNA' and paste the relevant FASTA sequences (from 
GenBank) into the space provided (Step 1). Alternatively, 
sequences can be saved as a document in plain text tormat 
(.txt) and then uploaded. 

6 Before the sequence, designate a species name preceded 
by a forward arrow, e.g. '>Mouse' or '>Human'. • GenBank - a genetic database of DNA sequences. It can be 

used to identify the DNA sequence for a gene in a number 
of different species: www.ncbi.nlm.nih.gov/genbaok 

• Clustal Omega - a programme that compares DNA 
sequences: www.ebi.ac.uk-/Tools/msa/clustalo 

Complete the following steps: 
1 Access GenBank. Change the search parameter from 

'nucleotide' to 'gene', 
2 Type in the name of the gene of interest, for example 

'cytochrome oxidase 1' or 'haemoglobin beta'. 
3 Choose the species of interest (right side of screen - Resul ts 

by taxon) and click on the link (under 'Name I Gene ID'). 
4 Scroll to the 'Genomic regions, transcripts and products' 

section and click on the 'FAST A' link. 
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7 Repeat with a second sequence from GenBank. Paste the 
sequence into the same 'Step 1' box, underneath the first 
sequence. Do not forget to name the sequence. 

8 When all sequences have been included, click 'submit' 
under 'Step 3 - submit your job'_ 

9 The programme will co111pare the geno111e of the two 
species selected, showing similarities and differences 
between DNA sequences. 

When you compare nucleoti.de sequences of two species 
think about: 
• To what extent are the base sequences similar? 
• What do the differences tell you about the two species and 

their evolution? 



(e Common 
mistake 

Comparing genome sizes 

Genome or genome 
size refers to the 

Not all DNA codes for proteins. Genon1e size refers to the amount of DNA in a set of chro1noson1es 
in a species, n1easured in ITJ.illions of base pairs (bp). 

total amount of DNA 
measured in base 
pairs, not the number 
of genes. 

Genome size varies becween organisms (see Chapter Al.2, Table Al.2.2, page 24). Ho,vever, larger 
genomes do not necessary confer greater complexity. Some organisms, in particular planes, form ne\V 
species by combining whole sets of chromosomes (a process called polyploidy- see Chapter A4.l, 
page 154). This results in extremely large genome sizes, which have nothing to do \Vi th the 
complexity of the organism. 

(e Common mistake 
DNA in chromosomes and in mitochondria are considered part of the genome, as well as 
chloroplast DNA in plants, but not mRNA or tRNA. 

Tool 2: Technology 

Identifying and extracting data from databases 

You should be able to extract information about 
genome size for different taxonomic groups from 
a database to compare genome size to organism 
complexity. Various databases exist to compare 
genome sizes of different organisms: 

• Animal Genome Size Database: 
www.genomesize.com/index.php 
Search for the genome size of species using common 
or scientif ic names. Data give chromosome number 
and genome size, measured by 'C-value'. The (-value 
is the mass of DNA in picograms (1 pg ,.,, 1 billion 
base pairs or 1000 Mb of DNA) in a haploid set of 
chromosomes (often measured from gametes). 
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• The genomes of plants can be researched using: 
https://cvalues.science.kew.org 

• Ensembl: www.ensembl.org/info/about/species.html 
Select an organism from the drop-down list then 
click on 'View karyotype' (Figure A3.1.14) to see 
image of all chromosomes and genome size. 

Comparing genome size w ith organism 
complexity 
1 Select two organisms and find their genome size. 
2 Find out about, or use your knowledge of, the size 

and complexity of these organisms, and relate this to 
the size of their genome. 

3 Is there a correlation? 
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■ Figure A3.1.14 Accessing genome size and other data using Ensembl 
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Current and potential future uses 
of whole genome sequencing 

■ The Human Genome Project 
"'~~- The Human Genome Project (HGP), an initiative to map che entire human genome, ,vas a publicly 
\\\• ..._,,, [·uncled project that ,vas launched in 1990. The ultin1ace o~jective of the HGP ,vas to discover the 

base sequence of the entire human genome. The ,vork was shared among n1ore than 200 laboratories 

around the ,vorld, avoiding duplication of effort. On 26 June 2000, an announcen1enc established 

chat the sequencing of the human geno111e had been achieved. 

At the same time as the HGP 1vas underv1ay, teams of scientists set about the sequencing of the 'DNA 

of other organisms. lniciall)', this included the common human gut bacterium (E. coli), the fruit fly, 

the mouse, bakers' reasc and Arabidopsis (a ,veed related co important crops such as broccoli and 

oilseed rape). Since then, scientists have sequenced the genomes of about 3500 species of complex 

Jjfe 1vith around 100 being sequenced at 'reference quality', which is used for in-depth research. 

■ Figure A3.1.15 Here the order of the nucleotide bases is being 
determined in a molecule of DNA by a largely automated process 

Developments in technology have meant chat the speed of 

genome sequencing has increased ,vhile the cost has decreased. 

Ultimately, n1ost, if not all, aspects of biological investigation 

\vill benefit fro1n the results of the HGP. 

1 How many individual genes do we have and 
how do they work? 

Genes may be located in base-sequence data by the detection 

of sequences that are uninterrupted by 'start' and 'stop' 

codons. Such regions are more likely to code for a protein. The 

3 X 109 bases chat make up the hun1an genome represent 

about 20000 genes, far fewer than was ei..7Jecced. Drosophila 
(the fruit fly) has almost half our nun1ber of genes, and a rice 

plant has more than 40000 genes. 

Promoters and enhancers are associated \Vith many genes and 

may determine which cells express \vhich genes, v.1hen they are 

expressed and at v1hat level. 

The genetic code of DNA is not altered by the environment (except in cases of mutation) -

infonnation flo,vs out of genes and not back into them. However, ,vhile our genes are largely immune 

to direct outside influence, our experience may regulate the expression of particular genes. f or 

exan1ple, genes are s,vicched on and off by promoters, and this n1ay occur in response to external 

factors. lf so, our genes may be responding to our actions, as ,veil as causing then1 (see Epigenesis on 

page 127) 

2 Locating the cause of genetic disorders 

Another outcome of the HGP is the ability to locate genes that are responsible for human genetic 

disorders. More than half of all genetic disorders are due co a mutation of a single gene that is 

commonly recessive. To prove a gene is associated ,vith a disease, it must be sho,vn that patients 

have a mutation in chat gene, but that unaffected individuals do not. The ouccon1e of the mutation 

in people is the loss of the ability to form the normal product of the gene. Common genetic diseases 

include cystic fibrosis (page 751), sickle-cell disease (page 623) and haemophilia (page 739). 
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Bioinformatics is the 
storage, manipulation 
and analysis of 
biological information 
via computer soence. 
At the centre of 
this development 
are the creation 
and maintenance of 
databases concerning 
nucleic acid sequences 
and the proteins 
derived from them. 

♦ Binary fission: when 
a cell divides into two 
daughter cells, typically in 
asexual reproduction of 
prokaryotes. 

3 Development of the new discipline of bioinformatics 

The genomes of n1any prokaryotes and eukaryotes have been sequenced already, as ,vell as that of 

humans. This huge volun1e of data requires organization, storage and indexing to 1nake practical use 
of the subsequent analyses. These tasks involve applied 1nathematics, infon11atics, statistics and 

con1puter science. 

Whole genome sequencing: current and potential fut ure uses 
Currently, genome sequencing is used to research evolutionary relationships (page 115). 1 n the 

fuLure, \vith advancing technology, potential applications could include n,ore \v idespread use of 

personalized n,edicine, where an ind ividual's genetic profile is used to guide decisions regarding the 

prevenLion, diagnosis and treatment of disease. 

Malaria, die most significant insect-bon1e disease, poses a threat to 40°/4 of the world's population_ 

Most malaria ca5es are found in Africa, south of the Sahara, and it is here that 90'3/c, of the fatalities 

due to tbis disease occur. Malaria is caused by Plasn1oclium, a protist. \Vbich is transmitted from one 

infected person to another by bloodsucking mosquitoes of the genus Anopheles. Of the four species of 
Plasn1ocliu1n. only one (P. falciparun1) causes severe illness. Vaccine research began in tbe l 980s but was 

at first unsuccessful. ·No,v the situation is more hopeh.1l. For example, the entire genome sequence of 

P falciparun1 bas been analysed. Ir consists of 14 chromosomes encoding approximately 5300 genes. 

Tbis development is a major boost to the attempts to design a successful vaccine. The sequencing of the 

genome of P. falciparuni could help lead to the develop1nent of vaccines by identi~ring potential antigens 
to ,vhich antibodies can bind. l lovvever, rbe complex parasitic lilescyle of Plasn1odiu1n makes i.[ difficult 

to eradicate. Plas1nodiu1n has quickly developed drug resistance against each currently effective dn1g. 

Tbe development of an effective malaria vaccine remains a major international challenge. 

The difficulties applying the 
biological species concept to asexually 
reproducing species and bacteria 
The biological species concept, discussed on page 106, does not \VOrk \vell for groups of organisms 

that do not reproduce sexually or vvhere genes can be transferred from one species to another, for 

example in prokaryores. 

■ Genetic transfer in prokaryotes 
Even though bacteria reproduce ase>,.'Ually via binary fission, their populations sho,v great genetic 

diversity. vVithin a given bacterial species, the tern1 strain refers to a lineage that has genetic 

differences compared to another strain. For example, one suain of E. coli may be resistant to an 
antibiotic ,vbile another strain n1ay be sensitive to the san1e antibiotic, 

The genetic diversity in bacteria comes p1irna1ily fron1 two sources. The first ,vay is th rough 

1nutarion. A 1nutarion can occur that alters the DNA sequence of the bacterial genorne and affects 

the t rairs of bacterial cells. For exan1ple, a mutation may give rise to a bacterial strain that requires 

a specific a1nino acid from an outside source for growth, while other strains of rhe same species can 

1nake this amino acid. 

The second way that genetic diversity can be generated is by genetic transfer/horizontal gene transfer, 

in which generic material is transferred from one bacterial cell to another. Generic transfer can occur 

in three very different \'lays: transformation, transduction and conjugation. 
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cut plasmid conjugation tube 
in donor cell to recipient cell 

a Conjugation tube forms 
between a donor and 
a recipient. An enzyme 
cuts the plasmid. 

t 
C----='--'CBE~·· ) 

b Plasmid DNA replication 
starts. The free DNA strand 
starts moving through the tube. 

c In the recip,ent cell, 
replication starts on the 
transferred DNA. 

d The cells move apart 
and the plasmid In each 
forms a circle. 

■ Figure A3.1.17 
Conjugation in bacteria 

Transformation 

Transfonnation is the alteration of a bacterial cell's genotype by the uptake of naked, loreign 
DNA from the sun:ounding environn1ent (Figure A.3.1.16). Usually, this DNA is released into the 

environ1nent \vhen another bacterium has lysed (broken down). M.any bacte1ia possess cell-surface 

proteins that recognize and transport DNA from closely related species into the cell. This foreign 

DNA can then be incorporated into the genon1e, either by insertion or recombination vla crossing 

over at hon1ologous regions. 

Transformation w ith DNA fragments 

// ~,..._';J-1 ___ DNA fragments 

"-4--- bacterial 
chromosome 

i uptake of ONA 

I Integration by 
t recomb1nat,on 

scable transformation 

Transduction 

Transformation with a plasmid 

0-DNA plasmid 

"-4--- bacterial 
chromosome 

i uptake of plasmid 

0 
stable transformation 

■ Figure A3.1.16 Transformation in bacteria 

Transduction occurs ,vhen a bacteriophage (a virus that infects a bacte1iu1n - see Chapter A2.3, 

page 94) inlects a bacterial cell and then transfers some of the cell's DNA to another bacteriu1n. The 

1nechanism of transduction is actually an error in a phage lytic cycle. During the synthesis of phage 
DNA and proteins, the bacterial chron1osome is degraded into small pieces. When the ne,v viruses 

are asse1nbled, coat proteins occasionally surrow1d a piece of bacterial DNA instead of phage genetic 

1naterial. This creates an abnormal phage carrying bacterial ch.romoson1al DNA. 

Conjugation 

Conjugation involves a direct physical interaction between ~vo bactelial cells and the transfer of 
genetic material fron1 a donor bacterium to a recipient bacte1ium (Figure A3.l .17). 

The DNA transfer is one-\.vay, i.e. one bacteriun1 donates DNA, and the other bacteriun1 receives the 

DNA. The donor sex pili (singular, pilus) attaches to the recipient. rhe ability to form sex pi11 and 

donate DNA during conjugation is due to Lhe presence of an F factor (F = [ertility). The F plasmid 

consists of several genes that are required to produce sex pili and also n1ay carry genes that con rer a 

gro\.vth advantage for the bacteriun1. After contacting a recipient cell, a sex pilus draws the donor and 

recipient cells closer together. A temporary cytoplasmic rnating bridge or tube Lhen fonns bet\.veen 

the t\.VO cells, providing an avenue for DNA transfer. 
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■ A species concept for prokaryotes and other asexually 
reproducing species 

As DNA can be exchanged between bacteria, it is difficult to apply the biological species concept to 
rJ1em. There are variable rates of genetic transfer bet\veen populations and the genotypes of bacteria 
are constantly changing. The requirement in the biological species concept definition to 'breed and 
produce fertile offspring' does not apply to bacteria and other asexually reproducing organisms. 
Therefore, species definitions 'Nith an evolutionary basis (so callecl 'phylogenetic' ones, as n1entioned 

on page 107) may be more appropriate for proka1yotes. 

Chromosome number within a species 
All individuals \vithin a species have the same number or chro1noson1es (\vith the exception of 
those with chromosome non-disjunction - see page 658). Chromoso1nes occur in even numbers. 
Th is is because chromosomes occur in pairs (these pairs-are called homologous chromosomes), one 
from each parent. To create gametes (sex cells), each set of homologous chromosomes separates 
into a different daughter cell (the gan1ete) so that each gamete has only one set or chron,osomes 
(see page 656). At [ertilizarion, when one male gam.ete fuses with one female gamete to create 
a genetically unique individual. the diploid (i.e. two or each chro1noso1ne) number is restored. 
Homologous chron1osomes divide into separate gametes during sexual cell division Cn1eiosis) so 
rhat rhe diploid nu1nber can be conserved in offspring. rr the chromoso1nes did not separate in this 
,vay, the number of chromoso1nes \voulcl double in each generation. Vv'ithin a species, the diploid 
and haploid (i.e. one set of chro1noson1es) nu1nber is constant, allowing gametes co (orm and 
fenilizarion co restore rhe diploid nu1nber. Breeding bet,veen different species is nor possible because 
a mismatch in the nu1nber of chromosomes in ga,neces leads to an inability of chromosomes co 
pair up [ollo\ving fertilization. Anatomical factors can also make individuals from different species 
reproductively incompatible. 

Cross-breeding between closely related species is unlikely to produce fertile offspring if the parenL 
chromosome numbers are different. lf tl1e offspring produced by hybridization of different but closely 
related species leads to an uneven number of chromosomes, such as in rhe case of the horse and 
donkey where a mule is produced (figure A3.L18), the chromosomes of the offspring \Vill be unable 
to divide equally into gametes. Mules have 63 chromoson1es: a number that cannot be divided by 
t\,VO, so mules are not fertile (cannot fonn functional gametes) [or this reason. 

Horse 
Equus cabal/us 

number of chromosomes in 
body cells = 64 

number of chromosomes u1 
gametes (sex cells) = 32 

Donkey 
Equus asinus 

number of chromosomes in 
body cells = 62 

number of chromosomes in 
gametes (sex cells} = 31 

■ Figure A3.1.18 Cross-breeding between closely related species is unlikely to 
produce fertile offspring if parent chromosome numbers are different 

Mule 

number of chromosomes in 
body cells = 63 

gametes cannot form 
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♦ Dichotomous key: 
identification key in which 
a group of organisms is 
progressively divided into 
two groups of smaller 
size. 

Developing a dichotomous key 
The process of identifying unknown organisms - for exan1ple, in ecological field \VOrk - is in1portant 
but tin1e-consuming. We often attempt this by making comparisons, using identification books that 
are illustrated ,vith drawings and photographs, and provide i.nformation on habitat and habits, to 

give us clues as to the identity of organis1ns. 

Alternar.ively, the use of keys may assist us in the identification of unkno\vn organisms, for example 
a dichotomous key. The advantage of using keys is chat it requires careful observation. \Ve learn a 
great deal about the structural features of organisms and get some understanding ofho,.v different 
organisms may be related. 

The steps in the construction of a dichotomous key are illustrated first (Figures A3.l.19-A3.l.22). 

Follow the steps in Tool 3, then put the-n1 into practi.ce _yourself. 

Tool 3: Mathematics 

Designing dichotomous keys 

The steps in key construction are illustrated using eight 
different tree leaves, as shown in Figure A3.1.19. When 
selecting a leaf, care must be taken to ensure that it 
is entirely representative of most of the leaves of that 
particular t ree. 

A Macedonian Oak (Italy/ Balkans) B Picrasma (China) 

First, each leaf is carefully examined, and the most 
signif icant structural features are listed in a matrix, 
where their presence (or absence) is recorded against 
each specimen, as shown in Figure A3.1.20. 

C Horse Chestnut (Greece) D Sweet Chestnut (N. Africa) 

E Pignut Hickory (N . America) F Osier (Central and W. Europe) G Southern Catalpa (N. America) H Indian Horse Chestnut (Himalaya) 

■ Figure A3.1.19 Collect ion of leaves for t he construction of a dichotomous key ➔ 
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Tree leaves, identified by number 

A B C D 

... 
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u "' "' ., ... ... 
"' ;: u 0 

Feature of leaf : present (✓) or absent (-) ::iE 0:: J: 1/1 

leaf not divided Into leaflets (leaf entlre) ✓ - - ✓ 

leaf consists of leaflets - ✓ ✓ -

leaf blade narrow, with almost parallel sides ✓ - - -
leaf blade broad - - - ✓ 

leaflets radiate from one point (palmate) - - ✓ -
leaflets arranged in 1wo rows along stalk - ✓ - -
leaf / leaflet margin smooth - - - -
leaf/ leaflet margin toothed, like a saw ✓ ✓ ✓ ✓ 

leaf blade heart-shaped - - - -
leaf blade boat-shaped (widest in middle) - - - ✓ 

leaflet paddle-shaped, w idest near one end - - ✓ -
leaflets 5 In number or less - - - -
leaflets between 6 and 1 O in number - - ✓ -
leaflets more than 1 O in number - ✓ - -
■ Figure A3.1.20 M atrix of characterist ics shown by one or more of t h e sample 

leaf entire 
(A, D, F, G 

START 

leaf divided 
into leaflets 
(B, C, E, H} 

blade margin toothed 

leaf blade narrow _____.-'fr like a saw 
with parallel sides 

(A, F) -----_.. bl d ' h a e margin smoot 

____., blade boat-shaped 

leaf blade broad ---
(P, G) 

leaflets radiate 
from one point 
(C, H) 

-----.. blade heart-shaped 

leaflets paddle-shaped 
------ (widest at one end) 

-----.. leaflets boat-shaped 
(widest in middle) 

leaflets 5 or less 
leaflets arranged -----
in two rows 
(B, E) ---

------,.,. leaflets more than 1 0 

■ Figure A3.1.21 Dichotomous flo w diagram of leaf characteristics 
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From the matrix, a characteristic 
shown by half (or around half) of 
the leaves is selected. This divides 
the specimens into two groups. 
A dichotomous f low diagram 
is constructed, progressively 
dividing the specimens into 
smaller groups. Each division 
point is labelled with the critical 
diagnost ic feature(s), as shown in 
Figure A3.1.21. 
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Finally, a dichotomous key 
is constructed, reducing the 
dichotomy points in the flow 
diagram to alternative statements 
to which the answer is either 'yes' 
or 'no'. Each alternative leaf is given 
a number to which the reader must 
refer to carry on the identification, 
until all eight leaves have been 
identif ied (Figure A3 .1.22). 

1 Leaves en tire, not dlv1ded into leaflets 
Leaf blade divided Into leaflets 

2 Leaf blade narrow, with almost parallel sides 
Leaf blade broad rather than narrow 

3 Blade margin toothed like a saw 
Blade margin smooth 

4 Blade boat-shaped 
Blade heart-shaped 

S Leaflets radiate from one point 
Leaflets arranged in two rows 

6 Leaflets paddle-shaped - widest at one end 
Leaflets boat-shaped -widest in the middle 

7 Leaflets 5 (or less) in number 
Leaflets more than 1 O in number 

Go to ... 

2 
s 

3 
4 

Macedonian Oak 
Osier 

Sweet Chestnut 
Southern Catalpa 

6 
7 

Horse Chestnut 
Indian Horse Chestnut 

Pignut Hickory 
Picrasma 

■ Figure A3.1.22 Dichotomous key to the sample of eight t ree leaves 

rri Top 't I 

Limitations of keys include: 
The organism might not be in the key, 
lndivlduals of one species may vary in morphology, e.g. show sexual dimorphism. 
Terminology cari be difficult for non-experts. 
There might not be a key available for the organisms under investigation. 
Some features cannot be easily established in the field - for example, whether an animal has a 
placenta or not, or whether an animal is endothermic or ectothermic. 

Inquiry 1: Exploring and designing 

Exploring; designing 

Design a method of classifying animals and plants that are 
commonly found in gardens or farmland that might be useful 
to an enthusiastic gardener or farmer. Select animals or plants 
that are easy to identify from their morphological (i.e. physical) 
characteristics. Consider and address safety, ethical and 
environmental issues when planning how to collect your organisms. 

Inquiry 2: Collecting 
and processing data 

Collecting data; processing data 

Using your methodology created in 
Inquiry 1, sample insects or plants 
in your local area. What qualitative 
features can you use to separate 
different species? 

Tool 3: Mathematics 
' 
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Designing dichotomous keys 

Use the steps laid out in the Tool 3 box starting on page 121 and design a dichotomous 
key for your specimens. Make sure that the key enables each of the species to be 
identified using sets of paired questions. 



♦ DNA barcoding: 
species identification 
using short sections 
of DNA. 

' 

' 
, ATLA3.18 

Find out about an 
area where DNA 
barcoding has been 
used to establish the 
taxonomy of species in 
the environ111ent. How 
can this information 
be used to carry 
out surveys rapidly 
to establish the 
biodiversity of sample 
sites? How could this 
information be used to 
establish the effect of 
human disturbance on 
natural systems? 

LINKING QUESTIONS 

What might cause a 
species to persist or 
go extinct? 
How do species 
exemplify both 
continuous and 
discontinuous 
patterns of 
variation? 

Identifying species from environmental 
DNA in a habitat using barcodes 
As n1entioned earlier, approxin1ately 1.8 million species have been described. Some scientists estin1ate 

that there are bet,veen 8 and 10 n1illion species on Earth, although this nun1ber n1ay be higher. 

\,Vhichever estimate is used, there is clearly a large number of species that still avvait identification 

and classificarion. The current system of taxonomy requires expertise and time - both of ~vhich are 

currently lacking as many species face extinction (see Chapter A4.l, page 149). 

'Barcoding' is a n1ethod to identify, track and manage iten1s for sale. Every iten1 you buy in the shops 

is identified by a unique barcode. A barcode has lines and spaces of va1ying thicknesses prnued in 

different con1binauons. Similarly, the DNA profile produced by gel electrophoreslS (see page 605) is 

unique to the individual it comes from, and is made fron1 bars and gaps, forming specific patterns. 

Although individuals may have slightly different genetic profiles, overall 'barcodes' can be developed 

\Vhich represent the genetic makeup of the species. DNA barcoding is a method of species 

tdendfication using a short section of DNA from a specific gene or genes. The genes chosen have less 
intraspecific (within species) va1iation chan interspecific (ben,veen species) variation. For most 

animal groups, biologists use the sequence obtained from the 1nitochondrial cytochrome c oxidase 

gene. S1nall san1ples o[ DNA can be an1plified using a technique called polymerase chain reaction 
(PCR) - see page 605. 

Traditional taxonon1y is a laborious process that requires specialist training. Natural history 

museums, where such work is carried out, have lin1ited staff and capacity to identify species at a 

sufficient speed. In contrast, DNA barcoding offers a fast and accurate technique to identify species, 

avoiding the limitations of traditional methods (for example, inability to identify damaged or partial 
specimens, and the problen1 of morphological variation \Vithin species). 

Collection data, relating to the location and environmenL from \.vhich the specin1ens \Vere sampled, 

along "\Tith photographs and genetic data, can be made available on the internet so that scientisrs 

rrom around the ,vorld can access in formation about the species (Figure AJ.1.23). 

tissue sample 

t 

extract 
DNA 

PCR 
amplify 

~ specimen 

u ---------
collection data photogrc1ph 

~ i--------1 

sequence 
DNA barcode 

t t 

I 111111111 
web-accessible specimen 
data and DNA barcode 

■ Figure A3.1.23 Species identification data available on the internet 

Once barcodes for a sufficient nun1ber of species have been established, environments can be 

san1pled to obtain DNA from a va1iety of organisms, ,vhich allows the biodiversity of habitats to be 

investigated rapidly, 
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ConceP.t: 
Diversit:y, 

Given the great 
diversity of life, 
there is a need to 
classify organisms 
in order to provide 
a framework 
for biological 
knowledge. This 
in turn reveals 
functional and 
structural similarities 
and differences 
between organisms. 

' Guiding questions 
' 

• What tools are used to classify organisms into taxonomic groups? 

• How do cladistics methods differ from traditional taxonomic methods? 

This chapter covers the following syllabus content: 
► A3.2.1 Need for classification of organisms (HL only) 
► A3.2.2 Difficulties classifying organisms into the traditional hierarchy of taxa (HL only) 
► A3.2.3 Advantages of classification corresponding to evolutionary relationships 

(HL only) 
► A3.2.4 Clades as groups of organisms with common ancestry and shared characteristics 

(HL on ly) 
► A3.2.5 Gradual accumulation of sequence differences as the basis for estimates of 

when clades diverged from a common ancestor (HL only) 
► A3.2.6 Base sequences of genes or amino acid sequences of proteins as the basis for 

constructing cladograms (HL only) 
► A3.2.7 Analysing cladograms (HL only) 
► A3.2.8 Using cladistics to investigate whether the classification of groups corresponds 

to evolutionary relationships (HL only) 
► A3.2.9 Classification of all organisms into three domains using evidence from rRNA 

base sequences (H L only) 

The need to classify organisms 
Given the great variety of life on Earth, and the immense number of species, there is a need to 

group organis1ns together based on shared sin1ilariries. ln chen1istry, the periodic table is the central 
organizing frame,vork for all elements. Si111ilarly, classification gives biology an organizational 
structure that fac ilitates the study of the subject. Rather than a series of unrelated facts, taxonon1y 
gives biology a rationale for grouping organisn1s based on shared characteristics, ,vhich in turn 
reveals functional and structural similarities and differences. After classification is con1pleted, a 
broad-range of further study is carried out, which would not be possible ,vithout first classifying 

the organisms. 

The system of classification is universal (i.e. everyone uses it). By using the same 
methodology and language to describe and group species, collaboration is possible 
between scientists around the world. 

The quickest ,vay to classify living things is on rheir immediate and obvious similarities and 
differences. For exan1ple, we might classify together ani1nals that 11y, simply because the essential 
organ, \v ings, are so easily seen. This \VOuld include aln1ost all birds and many insects, as \vell as 
the bats and certain fossil dinosaurs. However, resemblances bet\veen the ,vings of Lhe bird and the 
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Kingdom: Plantae 

Phylum: Angiospermophyta 

Class: Dicotyledonae 

Order: Fagales 

Family: Fagaceae 

t-----'► other genera 

Genus: Quercus 

r---l► other species 

Species; robur 
'common oak' 

insect are superficial. Both are aeroroils (structures tl1at generate 'lift' when moved through the ais) 

but they are built from different tissues and have different origins in the body. This will be retun1ed 
to in Chapter A4.l , 

Difficulties classifying organisms into 
the traditional hierarchy of taxa 

■ The scheme of classification 
In classificacion. the aim is co use as many characteristics as possible vvhen placing similar organis1ns 

together and separacing dissimilar ones. Jusc as similar species are grouped cogerher into the same 

genus (plural, genera), similar genera are grouped together into families . 

This approach is extended fron1 fan1ilies to orders, then classes, phyla and kingdotns. This is the 
hierarchical schen1e ot classification, ,vi.th each successive group containing 1nore and more different 

kinds of organism. In a natural classification, the genus and accompanying higher taxa consist of all 

the species that have evolved fron1 one common ancestral species. 

The taxa used in taxonomy are given in Figure A3.2.1. 

kingdom the largest and most inclusive 
grouping, e.g. plants, animals, fungi, etc. 

! 
phylum organisms constructed 

on a similar plan 

! 
class a grouping of orders 

within a phylum 

! 
order a group of apparently 

related fami lies 

! 
family a group of apparently 

related genera 

! 
genus a group of similar and 

closely related species 

! 
species a group of organisms 

capable of interbreeding to produce 
fertile offspring 

(a mnemonic to remember the hierarchy of taxa: 

King Peter Called Out For Genuine Scientists) 

Kingdom: Ar11malia 

Phylum; Chordata 

Class: Mammalia 

Order: Primates 

Family: Hominidae 

Genus: Homo 

Species; sapiens 
'modern 
human' 

Normally several species occur 
in one genus, many genera make 

>- a family, several families make an 
order, and so on. However, this 
i amily contains only one genus. 

erectus habilis 
'upright human' 'handy human' 

extinct species - we learn about 
t hem from fossi l evidence only 

■ Figure A3.2.1 The taxa used in taxonomy, applied to genera from two different kingdoms, Plantae and Animalia 
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♦ Kingdom: second 
highest taxonomic rank, 
below domain. 

♦ Domain; the highest 
taxonomic rank in the 
h1erarchtcal biological 
classificatfon system, 
above the kingdom 
level. There are three 
domains of life: archaea, 
eubacteria and eukarya. 

1 In Figure A3.2.1, 
one plant and one 
animal species are 
classified from 
kingdom to species 
level. Suggest 
how these flow 
diagrams could be 
modified to show 
their classification 
from domain level. 

linlc 
Analogous and 
homologous 
structures will be 
covered in detail 
in Chapter A4.1, 
page 145. 

Domains and kingdoms 

At one time the living world seemed to divide naturally into t\VO kingdoms consisting of the plants 
(with autotrophic nunition) and the animals (with heterotrophic nutrition). These t\VO kingdon1s 
grew Eron1 the original disciplines of biology, namely botany, the srudy of plants, and zoology, the 
sn1dy of animals. Fungi and 1nicro-organisn1s were conveniently 'added' to botany. 

lni,ially there ,vas only one problem: rungi possessed the typically 'animal' heterorrophic nutri tion 
bur were superficially 'plant-like' in appearance. Then, ,vith the use or the electron 1nicroscope, came 
the discovery or the r~vo types or cell structure. namely prokal)1oric and eukal)10tic (page 79). As a 
resulr bacteria, \Vh ich have prokaryotic cells, could no longer be 'plants' since plants have eukaryoric 
cells. The division of living things into kingdoms needed changing. This led to the division or living 
rhings into five kingdoms rather than tvvo (Table A3.2.1). 

Today, taxonomists son1etimes reclassify groups of species ,vhen new evidence (usually 1nolecular 
based) shows that a previous taxon contains species that have evolved fron1 different ancestral species. 

■ Table A3.2.1 The five kingdom model of classificat ion 

Prokaryotae the prokaryote kingdom. the bacteria and cyanobacter1a (a group of photosynthetic bacteria}, 
predominately unicellular organisms 

Protoctista the protoctistan kingdom (eukaryotes), predominately unicellular, and seen as resembling the 
ancestors of the fungi, plants and animals 

Fungi the f ungal kingdom (eukaryotes), predominately mult icellular organisms, non-motile and with 
heterotrophic nutri tion 

Plantae the plant kingdom (eukaryotes), multicellular organisms. non-motile, wit h autotrophic nutrit ion 

Animalia the animal kingdom (eukaryotes), multicellular organisms, motile. with heterotrophic nutrit ion 

*Note that viruses are not classified as living organisms. 

When RNA sequencing beca1ne possible, American microbiologist and biophysicist Carl 'v\/oese 
theorized that since all llving organis1ns contained ribosomes, the 1ibosomal RNA sequence could be 
Ltsed ro determine the relateJness of all organ isms. 

l Iis work revealed mat the prokaryotes comprise rwo d.istincr groups - the bacteria and the archaea 
- mat diverged early in 1 he history or life on earth. The living ,-vorld therefore has three major 
domains: eubacteria, archaea and eukarya. 

The five-kingdon11nethod o[ classifying species as sho,vn in Table A3.2.l was n1od1fied in the 1970s 
following these ne,v discoveries in the areas of biochemisrry and genetics, leading to the inu·oduction 
of a classificanon group even larger than rhe kingdon1s - do1nains. The prokaryorae were divided 
into t\VO domains, eubacter1a and archae.a, ,vith the re1nain1ng four eukaryote kingdoms fonning the 
eukarya don1ain (see 1nore details later in this chapter on page 137). 

It can be difficult to detenn1ne which similarities bet\veen species are most relevant ,vhen 
. . group1 ng spec1es. 

• 1t is important to distinguish si1nilarities that are based on shared ancestry fron, those rhat have 
evolved independently but under si111ilar selective pressures and so appear Lhe same or similar, [or 
exa1T1ple human and ocLopus eyes (kno,vn as analogous structures). 

• Species that are sim ilar in appearance 1T1ay not be closely related - their resemblance is due to 
analogous adaptations to very si1n ilar environments ((or exa111ple, both bats and dragonnies have 
,vings for rl ight, see Chapter A4.l , page 146). ln contrast, structures that are homologous 1nay 
look very different, such as foreli1nbs in vertebrates, but represent con1mon evolutionary origins. 

• Morphology (for111 and structure) of organis1ns c,.,n lead to n1istakes in classification, due to 
misinterpreti ng whether structures are analogous or hon1ologous. Base or an1ino acid sequences 
are more accurate \vays or tletermini ng 1nembers of a clade (see belo\v) because they represent 
true homology. 
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♦ Cladistics: a 
classi fication system used 
to construct evolutionary 
trees. 0 rganisms are 
categorized based 
on shared derived 
characteristics that can be 
traced to a group's most 
recent common ancestor 
and are not present in 
more distant ancestors. 
Characteristics can be 
anatomical, physiological, 
behavioural, or genetic 
and protein sequences. 
♦ Clade: a group of 
organisms that have 
evolved from a common 
ancestor. 
♦ Cladogram: a 
diagram used in cladistics 
that shows evolutionary 
relations among 
organisms. 

2 Distinguish 
between the 
two diagrams in 
Figure A3.2.2. 

fa Nat re nl s,.,enc~• Theories 

A paradigm shift in classification 

Charles Darwin noted that for each species a 'number of intermediate forms must have existed, 
linking together all species in each group by gradations as fine as our existing varieties'. A fixed 
ranking of taxa (kingdom, phylum and so on) is arbitrary because it does not reflect the gradation 
of variation. The traditional hierarchy does not always match patterns of divergence caused by 
evolution. An alternative classification system is cladistics, using unranked clades (see below). 
Cladistics is a very powerful methodology for classification. It 1s entirely based on the observation of 
shared derived characteristics known as synapomorphies. It categorizes organisms based on these 
shared derived characteristics that can be traced to a group's most recent common ancestor and are 
not present in more distant ancestors. Relationships are shown as evolutionary trees. This alternative 
classification system is an example of the paradigm shift that somet,mes occurs in scientific theories. 
Paradigm shifts take place when a new theory replaces an old one. 

Advantages of classification corresponding 
to evolutionary relationships 
Ideally, a classification system should sho,v the evolutionary relationships between organisms. 
A phylogenetic classification system is based on evolutionary relationships and not just similarities in 
physical traits that may or may not have evolutionary significance, Through the process of evolution, 
organisms have changed into groups with a comn1on ancestry and con1mon characteristics. 

By grouping organisms using biochemical inforn1ation, such as that provided by DNA and proteins, 
changes in species though time can be mapped on to a 'tree of life', showing the interconnections 
and true evolutionary relationships beC\veen species (see page 135 lacer in this chapter, and 
Chapter A4, l, page 141). The characteristics of organisms \Vi thin such a group can b e predicted 
because they are shared ,vithin a clade. 

Classification systems that use ,norphological characteristics do not necessarily sho\v evolutionary 
relationships because analogous structures can evolve separately in groups of organisn1s that do not 
share a recent con1mon ancestor. 

Clades 
Wben classifying living things using evolurionary relationships, taxonomists display these 

relationships on phylogenetic trees called cladograms. Figure A3.2.2 is an example of a cladogr-am. 

classification by the grouping together of organisms 
with a more recent common ancestor to produce a 
cladogram 

this is what the classification of these three 
species would be based on morphology 
rather than common ancestors 

bi rd lizard 
!'::ii -• 

crocodile 

morphology 

bird 
-

■ Figure A3.2.2 Cladistics (left diagram) - one of two ways of classifying 
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The difficulty that 
cladistics creates is that 
there is no obvious way 
in which to create such 
a hierarchical taxonomy 
(and therefore a 
naming system) from a 
phylogeny (the history 
of the evolution of 
a species or group). 
There are, for practical 
purposes, a finite 
number of levels in a 
taxonomic hierarchy 
but an indefinite 
number of ancestors in 
a phylogeny. 

In cladistics, classification is based upon an analysis of relatedness, and the produce is a cladogram . 
A clade is a group of organisms that have evolved from a common ancestor. Figure AJ.2.2 shows 
tbat a bird, crocodile and lizard all have a co1nn1on ancestor, but chat rhe bird and crocodile share a 

1nore recenr ancestor. A clade is monophyletic, 1 hat is, one thaL includes all 1 he descendan1s of one, 

but only one, ancestor. 

Cladogra1ns have t,vo important feanrres: 

• branch points in the tree - representing che time at ,vhich a divide be(\veen two taxa occurred 
• the degree of divergence between branches - represenring the dilTerenccs that have developed 

between the t,vo taxa since they diverged. 

The 1nost objective evidence ror placing organisms in the same clade cornes from base sequences of 

genes or an1ino acid sequences of proteins. Morphological traits can be used to assign organis1ns 
to clades, although care must be taken ro ensure that these characteristics are ho111ologous and 

not analogous. 

In sumn,ary, a cladogram: 

• sho,vs patterns of shared charac[eristics 

• is a diagram that shO\VS the evolutionary relationships a1nong a group of organisms and classifies 
organisms according to Lhe order in cin1e at which branches arise along their phylogenetic tree. 

Taxonomists ponder the question: ,vhich reatures are 1T1ore sign iricant in a phylogenetic caxono111y, 
and so should receive [he greater emphasis in devising a scheme? Differences ill DNA and pro[ein 

sequences provide a system that accurately n1aps the relationship between species, v1hereas 

morphological dirferences, \Vhile being the only opLion for many organisms (ror example. rhose 
only with fossil remains), can lead to proble1ns 1,vhere convergent evolution has taken place (see 

Chapter A4. l , page 145) 

Cladistics was developed fro1n a body of taxonon1ic theory ki10,-vn as phylogenetic systen1atics and 

is organised around three principles: (i) monophyletic taxa are na1 ural, (ii) organisms are relaLed 

through evolurionary descent. and (iii) evolutionary modifications uniquely shared by organisn1s are 
evidence oft heir unique phylogenetic history. 

Evidence of evolutionary relationsnips comes fron1 a range of studies (Table AJ.2.2). 

■ Table A3.2.2 Evidence of evolutionary relationships 

Palaeontology 
(study of fossils) 

Comparative 
biochemistry 

Comparat ive 
embryology 

Comparative 
anatomy 

Fossils tell us about organisms in the geological past. Sometimes they represent 
in termediate forms - links between groups of organisms, such as Archaeopteryx, a 
possible 'missing link' between non-avian fea thered dinosaurs and birds. 

The composition of nucleic acids and cell proteins establish degrees of relatedness -
closely related organisms show fewer differences in the composition of specific nucleic 
acids and cell proteins. 

Study of the developmenl of an organ,sm from zygote to adult may reveal ils evolution. 
For example, the arrangement of arteries and development or the heart in early 
vertebrate embryos follow similar panerns. 

Studies of com para live anatomy show lhat many structural features are basically similar. 

■ Limitations of cladistics 
While cladistics is a povverful tool for testing phylogenetic hypotheses, it is not v,ithout conceptual 
and practical problems. Cladislics ,nakes rhe i1T1plicir assumprion that these shared derived 

characters are the result of linear or vertical genetic transfer: vertical in the sense of a pedigree, with 

genetic trans[e.r only fro111 parent co offspring. This is a reasonable assumption in tnost eukaryotes. 

Lateral or horizontal genetic transfer. e.g., transduction or conjugation (see page 119), however, 

disregards rhis assumprion. Cladislics does nor really have a mechanism ror dealing \Virh rhis 

problem so it has been of little use for taxonon1y of prokaryotes. 
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♦ Molecular clock: a 
measure of evolutionary 
change over time based 
on the mutation ra te of 
DNA sequences or the 
pro teins they encode; can 
be used for estimating 
how long ago two related 
organisms diverged from 
a common ancestor. 

M Tnp irl 

The molecular clock 
can only give estimates 
because mutation 
rates are affected 
by the length of the 
generation time, the 
size of a population, 
the intensity of 
selective pressure and 
other factors. 

Originally bacterial taxonornisrs used a technique called nu1nerical taxonomy, ,vhere ,1s rnany 
physical and bioche1n ical characteristics as possible (sometimes as 1nan>' as 200) vvould be identified 
in a group of related bacteria. A 1natrix \vould then be created that \vould group those isolates that 
had the most shared characteristics together 

This \Vas a completely morphological method (chat is. based solely on phenotype} It ,vas an expensive 
and arduous process, but it seemed to result in robust groupings. Unfortunately, it does not give any 
insight into hovv the identi6ed groups ,vere related to each other in an evolutionary sense. 

There is significant genetic variation in bacterial species. There can be as much as 30% DNA 

sequence variation bet\veen r,vo E.coli genon1es and. unlike eukaryotes, 111uch of that diHerence is 

due to the presence or absence of genes, not just sequence vatiations benveen diJterent versions of 
the same gene. In other vvords, one E. coli strain can have hundreds ot genes that another strain of 
E. coli co1npletely lacks. 

So, the l:lpproach rhat bacterial taxonomists CLlrren.tly use is whar is ca11ed rhe phylo-n1orpl1ological 
species concept. This is uses a combinarion or ribosomal phylogenetic information and phen.otypic 
characte1i shcs to fonn groups of sim ilar organisms, and then using a some\vhar arbitrary threshold or 
70°/o overall DNA similarity to delineare species boundaries. 

Sequence differences as the 
basis for clades divergence 
Today, the similarities and differences in the biochemistry of organisms have beco1ne extremely 
important in establishing the evolutionary links benveen different species and the point at 1.vhich 
common ancestors existed. For example, the~ chain ofhaen1oglobin, which is bui.lc from 146 amino 
acid residues, shows variation in the sequence of an1ino acids in diHerent species. Haemoglobin 
structure is determined by inherited genes. so the more closely related species are, the more likely 
tbei.r ami.no acid sequence is to march (Table A3 2.3). Variations are thought to have arisen by 
mutation of an 'ancestral ' gene for haemoglobin. lf so, tbe longer ago a species diverged from a 
common ancestor, the 1nore likely it is that clilferences may have arisen. 

■ Table A3.2.3 Number of amino acid differences in p chain of 
haemoglobin compared to human haemoglobin 

Species Differences Species Differences 

human 0 kangaroo 38 

gorilla 1 chicken 45 

gibbon 2 frog 67 

rhesus monkey 8 lamprey 125 

mouse 27 sea slug (mollusc) 127 

Similar studies have been made of the differences i.n rhe polypeptide chains of other protein 
molecules, including ones co1nmon to all eukaryotes and prokaryotes. One such is the universally 
occurring electron transport carrier, cytochrome c (see page 124). 

■ Biochemical variation used as an evolutionary or 
molecular clock 

Biochemical changes like those discussed above n1ay occur at a constant rate and, if so, 111ay be used 

as a molecular clock. If the rate of change can be reliably estimated, it records the rin1e that has 
passed bet\veen the separation of evolutionary lines. 
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The construction of cladograms 
DNA and protein comparisons are clone by aligning the sequences from different species and using 

con1puter software to identify the best phylogenetic tree joining the sequences, and thus inferring the 
phylogeny of the species. 

Using amino acid sequences to build cladograms 
Cladogratns can be constructed using amino acid sequences of proteins. An example comes from 
immunological studies - a means of detecting diJferences in specific proteins of species and, 
therefore (indirectly). their genetic relatedness. 

Sennn is a liquid produced from blood samples from '1-vhich blood cells and fibrinogen have been 

removed. Protein n1olecules present in tbe serun1 act as antigens if the serum is injected into an 
ani1nal ,vith an im1nune system that lacks these proteins (page 195). 

Typically. a rabbit is used when investigating relatedness to humans. ln the rabbit, the injected 

serum causes the production of antibodies against the human pror.eins. Then, serum produced 
from the rabbit's blood (no,v containing antibodies against bun1an proteins) can be tested against 

Immunological studies are a means of detecting differences in specific proteins of species 
and, therefore (indirectly), their relatedness. 

serum from a range of anilnals. The more closely 
related a test aniJ11al is to hun1ans, the greater 

sample of human serum (blood minus 
cells and fibnnogens) obtained 

human serum 
injected into 
rabbit 

~ ~\..-----
\\\ ~ 

serum from othe1 mammals mixed 
with anti-human antibodies 

---- the more closely 
related the animal 
is to humans. the 
greater the 
precipitation 

7 

later, sample of rabbit's blood taken 
for anti-human antibodies (rabbit 
antibodies to human proteins) 

the reaccion of rabbit ancibodies ,vith human-like 
antigens (bringing about obse1vable precipitation, 

Figure A3 2,3). 

The JJrecipitation produced by the reaction of 
treated rabbit serum 1vith human serum is Laken 

as 100°.0. For each species tested, the greater the 
precipitation, the rnore recently the species shared 
a common ancestor ,vich humans. This technique, 

called con1parative serology, has been used by 

taxonomists to establish phylogenetic links in 

ma1nmals and in invertebrates. 

human serum ~ r anti-human antibodies 

'---' 
spider monkey ~ r anti-human antibodies 
serum 

dog serum ~~~f anti-human antibodies 

'--' 
■ Figure A3.2 .3 Invest igating evolut ionary relatio nships by t he immune reaction 
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■ Table A3.2.4 Related ness investigated via t he immune reaction 

1 2 

Species 

human 

chimpanzee 

gorilla 

orang-utan 

gibbon 

baboon 

spider monkey 

lemur 

dog 

kangaroo 

~ 

=> 
E 8' 
a, "O 

3 4 5 

Difference to 
common ancestor Postulated time 

Difference from {half difference since common 
Precipitation/% human/% from human) ancestor/mya 

100 - - -
95 5 2.5 4 

95 5 2.5 4 

85 15 7 5 13 

82 18 9 15 

73 27 13.5 23 

60 40 20 34 

35 65 32.5 55 

25 75 37.5 64 

8 92 46 79 

The lisr or ani1nals reseed in rhis way is given in Table A3.2.4. or course. we 

do not kno"v the com1non ancestor Lo these animals and the blood or that 

ancestor is not available LO test. 1-'Io,,vever, if the sequence or the 584 amino 

acids that make up the blood protein albumin changes at a constant rate, 

the percentage immunological 'distance' beC\veen humans and any or r.hese 

animals vvill be a sum or 1he distance 'back' to the com1non ancestor plus 

the difference 'forv,ard' to the listed animal. Hence, the difference bet\veen a 

listed animal and human can be halved to estimate tlie difference bet1veen a 

1noclem form and the common ancestor. 

The divergent evolution of the primates is known from geological (fossil) 

evidence. So, the tonvard rate of change since che lemur gives us the rare 
o[ che n1olecular clock- namely 35% in 60 million years, or 0.6% every 

million years . 

■ Figure A3.2.4 A cladogram based on 
immunological evidence in Table A3.2.4 

Tbis calculation has been applied to all the data (Table A3.2.4, column 5). 

We can construct a cladogram based on rhe biochemical data in 

Table A3.2.4. as shown in Figure A3.2 .4. 

Different criteria for judgement can lead to different hypotheses. Parsimony is the concept that the 
simplest explanation for the data is preferred. In the analysis of phylogeny, parsimony means that 
a hypothesis of relationships that requires the smallest number of character changes is most likely 
to be correct. Parsimony analysis is used to select the most probable cladogram in which observed 
sequence variation between clades is accounted for with the smallest number of sequence changes. 

The term 'Occam's razor' has the same meaning as parsimony and is t l1e term more often used ,n 
everyday life. It states that the simplest explanation ,s usually the best one and advises not to make 
more assumptions than you absolutely need to, 
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DNA hybridization is a technique that involves matching the DNA 
of di fferent species io discover how closely they are related. 

DNA extracted-~ 
from _cells and '--..___ ~ 
·cur 1nto ~ 
fragments, 
about 500 
bases long 

fragments are heated 
to cause them to 
become single strands 

single strands are mixed 
with DNA strands from 
another species, prepared 
m exactly the same way 
(therefore comparable) 

IV\ 11.rv-\J\.f\J\J\J\ ,-

base pairing causes 
strands of DNA 

the greater the 
complementanty 

to align ,vith 
complementary DNA 

of the two strands, 
the more bonds link 
them together 

mr,ir,,rv'----- ,--,, rv-- i\ ::::::-,;y]G~ --1r 

high complementarity low complementarity 

The doseness of the two DNAs is measured by finding 
ttie temperature at whicl1 they separate - the lewer 
bonds iormed, the lower the temperature required. 

The degree of relatedness of the DNA of primate species can be 
correlated with the estimated number of years since they shared a 
common ancestor. 
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■ Figure A3.2.5 Genetic difference between DNA samples 

A3.2 Classification and cladistics 

Relatedness measured from 
DNA samples 

Cladograms can also be constructed using base sequences 

of genes. 

It is possible to rneasure rl,e relatedness of d ifferent groups 

of organ isms by the amount o[ difference between speciric 

t-nolecules, such as differences in the base sequence of genes 

in DNA. The genetic differences betvveen the DNA of various 

organisn,s give us data on degrees of divergence. Look at 

Figure f\3.2.5. Here, the degree of relatedness of the DNA of 

pri t-nate species suggests the number of years that have elapsed 

since Lhe various primates shared a co1-nmon ancestor. 

ln cladograms, the more derived characteristics nvo organisms 
share. the closer their evolutionary relationship (i.e. the more 

recently their common ancestor lived). 

• Points at 1~1hich tvvo branches lorm are called nodes, \Vbich 

represent speciation events (see Figure A3.2.6 overleaD. 

• Close relationships are sho,vn by a recent fork - the closer 
the fork in the branch be[lveen two organisms, the closer 

their relationship. 

• Terminal branches lead to terminal nodes chat represent 

organisms for which data exist (genetic or amino acid 
sequences); the organisms may be either still living (extant) 

or extinct. 

• The root is the central trunk of a cladogram that indicates 

the ancestor common to all groups branching from it. 

Cladograms provide sn·ong evidence for evolutionary 

relationships, although they cannot be regarded as absolute 

proof. This is because they are constructed based on the 

assumption that the smallest nun1ber of n1utarions possible 
account for differences benveen species (see below). lf such 

assumptions are incon·ect, errors may occur in cladogran1s. 

By using several different cladograms that have been derived 

independently using different data, such errors can be avoided. 

Figure A3.2.7 overleaf sho,-vs that the lion and jaguar (Panthera 

leo and Panthera onca) are the most closely related cat species. 

♦ Node: a branching point from the ancestral population In a 
dadogram. It represents a speciation event 

♦ Terminal branch: indicates both extinct and extant species in 
a cladogram, leading to a terminal node. 

♦ Terminal node: represents the hypothetical last common 
ancestral interbreeding population of the taxon labelled at a tip of 
a cladogram. 

♦ Root: the central trunk of a cladogram, indicating the common 
ancestor to all groups that branch from it. 
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■ Figure A3.2.6 A cladogram shows evolutionary 
relationships among a group of organisms 

'------ leopard (Panthera pardus) 

--- tiger (Panthera tigris) 

,__ __ snow leopard (Panthera uncial 

~-------- clouded leopard (Neofe/is nebu/osa) 

evolutionary past 

■ Figure A3.2.7 Part of the phylogenetic tree for t he Felidae 

Do not look at the end positions of species on a 
cladogram to determine relatedness, look at the nodes on 
the cladograrn. 

Tool 1: Experimental techniques 

Classifying and cladogram analysis 

Cladograms can be used to ensure that the 
classificat ion of species reflects evolutionary 
relationships. Analyse the cladogram in Figure A3.2.7. 
Which species diverged from the ancestor first? 
Which species is most closely related to the snow 
leopard? Which species do leopards share a common 
ancestor with? Comment on the evolut ion of species 
in the genus Panthera. 

( • Common mistake 
The branching off points of a cladogram are often poorly 
explained. The points where a cladogram branches (the 

nodes) represent common ancestors to the species that come 
after the branch point. All branch tips arising from a given 
branching point are descendants of the common ancestor at 
that branching point. 

r;:; T,"' n t j p I 

You should be able to deduce evolutionary relationships, 
common ancestors and clades from a cladogram. You should 
understand the terms 'root', 'node' and 'terminal branch', and 
also that a node represents a hypothetical common ancestor. 

3 Discuss how cladograms can be used in classification 
of organisms. 

Think about the different classification systems that have 
been used - for example the fixed ranking of taxa versus 
classification corresponding to evolutionary relationships. 
How has each system resulted in different conclusions about 
the relationship between species and the way in which life is 
interrelated? To what extent do the classification systems we 
use in the pursuit of knowledge affect the conclusions that 
we reach? 
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This case study is an 
example of how plant 
species have been 
transferred between 
families and is useful to 
develop understanding 
of the processes 
involved. Note; you 
are not required to 
memorize the details of 
the case study. 

ATLA3.2A 

Access this website: h1tps://tldal.northwestern.edutblog/bat 

In this interactive activity you create cladograms and add distinguishing features that determine 
branches in the diagram. The programme will give you a rat ing to determine how successful you 
have been. 
1 Click on the 'list' option on the right-hand side of the screen and select the game level you 

want to work on (there are levels 1- 7). Each level has a different selection of organisms and get 
progressively harder. 

2 Drag the images of the organisms into the central part of the screen. Rearrange them to create 
the cladogram that best resembles their relationships. 

3 Drag the distinguishing features (each has a different coloured dot, e.g. Level 1 orange - cells 
with nuclei) from the left-hand side of the screen on to the correct node, which defines the 
shared features of a clade. 

4 At the end of the activity, you will be given a score. You may need to work with a partner in the 
later stages and discuss the harder levels in groups. Can you complete all seven levels? 

Investigating whether the 
classification of groups corresponds 
to evolutionary relationships 
Cladistics can be used to investigate \~1hether the established classification of groups corresponds to 

evolutionary relationships. 

Reclassification of the figwort family (Scrophulariaceae) 
The Scrophulariaceae (fi~vort fan,ily) - one of the groups of flowering plants that has long been 

recognized by plant taxonomists - ,vas a large and varied family. Typically, genera of this fa1uily 
had in·egular (zygomorphic) flo\vers, like those of the snapdragon and the foxglove, for e.xa1nple. 

The flowering plant families were designated before 1nosc biochemical studies \Vere applied to plant 

taxonomy. Nevertheless, many families appear to be (largely) natural classifications, for example the 
rose fan1ily (Rosaceae), which includes many fruit plants, and the Crucifereae, vvhich includes n1any 

economically important plants. 

Today, flowering plant classification is being revisited. (lndeed. all classification is being revisited.) 

Most evidence for plant evolutionary relationships novv co1nes fron1 a co1nparison of DNA sequences 

in only one to three genes (these are conserved genes - see page 25) found in the chloroplasts of the 
plant cells. These genes are of n1odest length, each about 1000 nucleotides long. However, they have 

provided more secure information regarding evolutionary history than the differences in anatomy 
and 1norphology on \vhich the traditional classifications ,vere based. 

In the reorganization of the figwort family, these rl,ree genes have been compared [rom many species 

of plants, including some [orrnerly classified in the Scrophula1iceae. The outcome has been the 

repositioning of several genera into other families (and the reassignn,ent of olhers, previously i.n other 

[amities, to the ne\vly defi necl Scrophulari.aceae). Examine the cladogram that sums up Lhe evidence 

and identiGes some 1najor changes (Figure AJ.2.8 overleaO and the illustrations of representative 

plants involved (Figure A3 2 9). 

A3.2 Classification and cladistics 



Other families including 
Orobanchaceae 
- herbaceous root-parasites, 
some deprived of chlorophyll 

This family now includes genera previously in the 
Scrophulariaceae including: 
Pedicularis, e.g. P. palustris (Red-rattle) 
Rhinanthus, e.g. R. minor (Yellow-rattle) 
Melampyrum, e.g. /'vi. pratense (Cow-wheat) 
Euphrasia, e.g. E. micranthus (Eye-bright) 
Odontites, e.g. 0. verna (Red bartsia) 

branch 
bootstrap 
value 

66 

common 
ancestor 

61 Alonsoa 
...... ------+-- Hemimeris 

Nemesia 
.----Aptosimum 

Leucophyllum 50 

Myoporum --+--- •• 

100 

100~-Androya 

1 00 Budd/eja 
~---+-- Nicodemia 

Gomphostigma 

Scrophulariaceae ---.. 
1 oo ~-Se/ago --+---"* 

64 Hebenstretia 
86 Zaluzianskya 

99 Verbascum 
Scrophularia 

Other families including 
Plantaginaceae 
(Veronicaceae) 

This family now includes genera previously in the 
Scrophulariaceae including: 
Antirrhinum, e.g. A. majus (Snapdragon) 
Digitalis, e.g. D. purpurea (Foxglove) 
Veronica, e.g. V. officinalis (Speedwell) 

*•genera formerly 
placed in another 
family 

■ Figure A3.2.8 Cl a dog ram summarizing changes to the family Scrophulariaceae: 
'bootstrap values' provide a measure of accuracy of sample estimates. On a scale 
of 0- 100 it is a measure of support for individual branches in the cladogram 

A note of caution 

Plants of the family Orobanchaceae, previously 
in the large, diverse family Scrophulariaceae 

Yel low-rattle Eye-bright 
(Rhinanthus minor) (Euphrasia micranthus) 

Plants of the modern family Scrophulariaceae 

Mullein Figwort 
(Verbascum lychnitis) (Scrophularia nodosa) 

Plants of the family Plantaginaceae, 
previously in the family Scrophulariaceae 

Antirrhinum 
(Antirrhinum majus) 

Foxglove 
(Digitalis purpurea) 

■ Figure A3.2.9 Plants associated w ith the 
Scrophulariaceae, now and previously 

4 Suggest why 
molecular and 
computing 
techniques 
have made the 
construction 

Despite these additional, largely biochemical, sources of evidence, the evolutionary relationships of 

organis1ns are still only partly understood. Consequencly, current taxonomy is only partly a 

phylogenetic classification. 

of cladograms 
more accurate . 

• 

You should appreciate that theories and other scientific knowledge claims may eventually be 
fa lsified. In this example, similarities in morphology between the flowering plants was due to 
convergent evolution rather than common ancestry and suggested a classification that was shown 
to be false by cladistics. 
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TOK 
A major advance in 
the study of bacteria 
was the recognition, in 
1977, by Carl Woese 
that archaea have 
a separate line of 
evolutionary descent 
to bacteria. Famous 
scientists, including 
Luria and Mayr, 
objected to his division 
of the prokaryotes. This 
poses the question: 
to what extent is 
conser-,atism in 
science desirable? 

The archaea have been 
found in many extreme 
environments, such 
as deep ocean vents, 
geysers, salt pans and 
polar environments. 
However, their habitats 
are broader than this: 
some species occur 
only in anaerobic 
conditions, such as in 
the guts of termites 
and cattle, others at 
the bottom of ponds 
and swamps among 
the rotting plants. 

Classification of all organisms into three domains 
The realization that prokaryotes are composed of two very dillerent groups (ollov,ed the discovery 
of the distinctive biochemistry of the bacteria found in extremely hostile environn1ents (the 
extremophiles), such as the 'heat-loving' bacteria found in hot springs at about 70°C (see 
·rheme A2.l, page 47). This led on co the ne,v sche1ne of classification. These n1icro-organisms of 
extre1ne habi tats have cells that we can identify as prokaryotic. However, one group of prokaryotes, 
no,v identified as the domain archaea (see belo,v), contains rRNA that is unique and has n1olecL1lar 

regions distinctly different from the rRNA of other prokaryotes and eukaryotes. The fact that RNA 
1nolecules present in the 1ibosomes of extremophiles are different from chose of previously kno,V11 
bacteria is the key piece of evidence that has led to the reclassification of life. 

Further analyses of their biochen1isr.ry in comparison ,virh that of other groups has suggested new 
evolutionary relationships (figure A2.1.8, page 44). 

As a result, we now recognize three major fonns of life, called domains. The organis1ns of each 
domain share a clisanctive, unique pattern of ribosomal RNA and there are other differences which 
establish their evolutionary relationships (Table A3.2.5). These domains are: 

• the archaea (the extremophile prokaryotes) 
• the eubacceria (the true bacteria) 
• the eukarya (all eukaryotic cells - the protoccista, fungi, plants and animals). 

■ Table A3.2.5 Biochemical differences between the domains 

Domains 

Biochemical features A rchaea Eu bacteria Eukarya 

DNA of chromosome(s) circular genome circular genome linear chromosomes 

Bound protein (histone) present absent present 
present in DNA 

lntrons in genes typically absent typically absent frequent 

Cell wal l present - not made of present - made of somet imes present -
pept,doglycan peptidoglycan never made of 

peptidoglycan 

Lipids of cell membrane archaeal membranes contain lipids that differ from those of eubacteria and 
bilayer eukaryotes (Figure A3.2.10) 

Phospholipids of archaeal membranes Phospholipids of eubacteria 
and eukaryote membranes 

phosphate group 

L-glycerol \ hydrocarbon tails 
- unbranched 

D-glycerol 

0 I hydrocarbon tails 
- branched 
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■ figure A3.2.10 Lipid structure of cel l membranes in the three domains 

' 
How can sirnilarit,es between distantly related organisms be explained? 
What are some examples of ideas over which biologists disagree? 

A3.2 Classification and cladistics 
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♦ Evolution: cumulative 
change in the heritable 
characteristics of a 
population. 

Guiding questions 

• What is the evidence for evolution? 

• How do analogous and homologous structures exemplif y commonality and diversity? 

This chapter covers the following syllabus cont ent: 
► A4.1.1 

► A4.1.2 

A4.1.3 

► A4.1.4 

► A4.1.5 

► A4.1.6 

► A4.1.7 

► A4.1.8 

► A4.1.9 

► A4.1.10 

► A4.1.11 

Evolution as change in the heritable characteristics of a population 
Evidence for evolut ion from base sequences in DNA or RNA and amino acid 
sequences in proteins 
Evidence for evolution from selective breeding of domesticated animals and 
crop plants 
Evidence for evolut ion from homologous structures 
Convergent evolut ion as t he origin of analogous structures 
Speciation by splitting of pre-existing species 
Roles of reproductive isolation and differential selection in speciation 
Differences and similarities between sympat ric and allopat ric speciation 
(HL only) 
Adaptive radiation as a source of biodiversity (HL only) 
Barriers to hybrid ization and sterility of interspecific hybrids as mechanisms for 
preventing t he mixing of alleles between species (HL only) 
Abrupt speciation in plants by hybridization and polyploidy (HL only) 

Evolution as change in the heritable 
characteristics of a population 
Today, it is generally accepted that present-day flora and fauna have arisen by change ('descent ,vith 
modification'), probably very gradual change. from pre-existing forn1s of life. By evolution we mean 
cl1e developn1enc of li fe, fro1n its earliest beginnings to the diversity of organisms ,ve know about 
today, living and extinct. Evolution has occurred over geological time, bur 1nodern evidence sho,vs 
cl1at evolution can happen over much more rapid tin1escales (such as the evolution of bacteria -
see page 534). 

ATLA4.1A 

Explore the diversity of life on Earth using the Linnaean Society's interactive tree of life, OneZoom: 
www.onezoom.org/linnean, which connects all species together in a spiralling structure that 
sh ows evolutionary history. Each leaf on the OneZoom tree represents a species and the branches 

show how they are connected through evolution. 

Think of a species that is of interest to you (for example, the blue w hale). Can you find this species 

on t he t ree of li fe? To which organisms is it most closely related? 

Theme A: Unity and diversity- Ecosystems 



Evolution is a 
process that 
explains the great 
variety of life seen 
on Earth. Changes 
in the heritable 
characteristics 
of a population, 
combined w ith 
selection pressures, 
have resulted in 
diversity across all 
forms of organisms. 

I 1n~ 

Mass extinctions are 
covered in Chapter 
A4.2, page 162. 

Lamarck 
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Scientists have long appreciated that species have cl1anged over ti n1e. Evidence from the fossil record, 
[or exa1nple, makes it clear that life has changed substantially over geological history, becoming more 
complex over time but ,vith many species novv extinct. Mass extinctions have occurred in the past, 
,vhere over 75°k of species have been ,viped out. ln 1809, French naturalist Jean-Baptiste Lamarck 
proposed an explanation for change in species over time. His theory proposed that all the physical 
changes occurring in an individual during its lifetime can be inherited by its offspring. The theory 
influenced evolutionary thought throughout the fi rst half of the nineteenth century. 

Lamarck's theory of evolution 
• Change through use and disuse: The organs that are used frequently by the organism develop 

and the characteristics that are used seldom are lost in the succeeding generations. For example, 
as a giraffe stretches its neck to eat leaves the neck elongates, and this is then passed on to the 
next generation. The organs that the organisms have stopped using ,vould shrink ,vith ti rne. As 
the organis1ns adapted to their surroundings, they beca1T1e increasingly co1nplex co1npared to the 
simpler forms. Lamarck proposed that cornplexity arises due to usage or disuse of particular traits. 

• Inheritance of acquired characters: An individual acquires certain characteristics du1ing 
its lifetime. These characters are inherited by their offspring as \velL Lamarck explained this 
with an example of a blacksn1ith. A blacksmith has strong arms due to the nature of their 
work. He proposed that any children a blacks1nith conceives ,vill inhe1i t the developn1ent of 
srrong muscles. 

• Effect of environment and new needs: The envi ronment in fl uences all organisms. A slight 
change in the environment brings about changes in organisms. This gives rise to ne\V needs, 
which in turn produces ne\v structures and changes rhe habits of organisms. 

Supposed examples of evolution by acquired characters (Lamarckism) 
• The ancestors of the giraffe appeared similar to tnodern horses, ,vi.th smaller necks and forelimbs 

co1npared to modern giraffes. Lamarckism states that the ancestors of giraffes, striving to reach 
the leaves of trees as an alternative source of food, \Vere able to lengthen their necks. If such 

characters are inherited, the next generation of giraffes would be born with longer necks and 
would then stretch them further (Figure A4.1.1). 

• vVeighdifters acquire bettei~developed 1nuscle.s, \Vhich can then be passed on to their offspring. 

l n contrast, rhe theory of evolution proposed by Charles Dan~tin (page 140 and Chapter D4.1) 

proposed that variation ,~1ithin a population leads to selection pressures, ,vhich enables organisms 
that are better adapted to the environment to survive and pass on this advantage to future 
generations (,vith reference to gira!Tes, see f igure A4.Ll). 

Darwin 
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Ancestral giraffes 
stretched their 
necks to reach 
higher vegetation. 

The offspring 
inherited the 
st retched necks. 

Over generations, 
offspring repeatedly 
inherited longer 
and longer 
st retched necks. 

In populations of 
ancest ral giraffes, 
some individuals 
had longer necks 
than others. 

Giraffes with longer 
necks were better 
adapted to the 
environment and 

Over generations, 
the population 
evolved to have 
longer necks. 

■ Figure A4.1.1 Comparing Lamarck's and Darwin's theories of evolution 

A4.1 Evolution and speciation 

had more offspring, 
also w,th longer necks. 



I Compare and 
contrast Lamarck 
and Darwin's 
theories of 
evolution. 

rn T")f' ... .,, 

The key element 
of Darwinism, and 
not of Lamarckism, 
is that evolution ,s 
driven by differences 
between 1ndiv1duals 
in the population. 
In Lamarck,sm 
all the changes 
could be occurring 
in all individuals 
simultaneously. 

♦ Epigenetics: the 
study of heritable changes 
in gene activity that are 
not caused by changes in 
the DNA base sequences. 

Darwinian evolution 
explains the origin 
of all life on Earth. 
This theory unifies 
biology by providing 
a comprehensive 
explanation for 
the pattern of 
similarities and 
differences that 
exist in all living 
organisms. 

Many years after the lives of both Lamarck and Dar"vin, knowledge of DNA structure and fu nction 
led to a revolution in science's understanding of inheritance. DNA, as the biological molecule of 
heredity, sho"vs how genetics underpins the mechanis1n by \vhich evolution takes place. lt confirms 
Dar1,vin's theory of evolution by natural selection, where variation in populations plays a key role. 
As 1,ve no1,v kno1,v (but unkno1,vn to Danvin), variation is caused by random ,nutations in DNA 

(page 642) leading to alterations in the genetic makeup of members of a species (nev.r alleles) 1,vhich 
may confer a selective advantage. lf modification of DNA code occurs in reproductive cells, these 
changes can be passed on to the next generation. 

Modern genetics sho,vs that acquired biological characr.ers cannot be inherited, unless tbey cause 
some change co the organism's DNA or the vvay in ,vhich it is 'read ' Changes in the neck of a giraffe 

during its lifetin1e cannot be passed on as the changes do not affect rhe DNA that codes for neck 
length. The giraffe evolved itS long neck because offspring inherited alleles producing a slightly longer 
neck, which allo,~red them to reproduce faster than those ,vho carried the alleles for shorter necks. 

Interestingly, epigenetics (see page 672) sho\.vs ho\\' environmental !actors chat affect the 
survivorship of parents can alter the environment in \\1hich genes operate, and that these changes 

can be inherited by offsp1ing, leading to alteration of gene expression in the next generacion. These 
changes are not, ho,vever, Lan1arckian, as the changes in gene expression in offspring, although 

affected by the environ1nent experienced by the parents, do not lead to long-tern1 or evolutiona1y 
cbanges. Epigenetic inhe1icance 1nay last for only a fe,v generations, so it is not a stable basis for 

evolutionary change. 

Evolution is therefore the development of ne\v types of living organisn\ fron1 pre-existing types by 
the accun,ulation of genetic differences over rnany generarions through the process of narural 
selection of chance variations. The changes that an organism acquires in its lifetime are nor inherited 
and are not transmitted to its offspri ng. So, evolution is the process of cumulative change in the 
heri table characteristics of a population. This is an organizing principle o[ modern biology. 

The modern definition of evolution is 'change in the heritable characteristics of a population'. 
This defi nition helps to distinguish Darwinian evolution from Lamarck1sm. Acquired changes that are 
not genetic in origin are not regarded as evolution. 

Nature of sc1ene;e: Theories 

Explaining evolution by natural selection 

The theory of evolution by natural selection predicts and explains a broad range of observations and 
is unlikely ever to be fa lsifi ed. However, the nature of science makes 1t impossible to formally prove 
that it 1s true by correspondence. It is a pragmatic truth and 1s therefore referred to as a theory, 
despite al l the supporting evidence. 

The theory of evolution is an empirical description of reality, rather than being a mathematical 
theory that can be shown to be true through formal logic. In this way, the theory of evolution 
has the same status as, for example, the atomic theory in chemistry. It is not necessarily true, but 
it accurately describes the world. Given this, it is a mistake to think that some general scienti fic 
statements are scientific theories while other general scientific statements are scientific facts . All are 
JUSt empirically true, based on measurement and observation. 
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All living organisms 
are descended 
from a shared 
common ancestor: 
something that is 
demonstrated by 
the universality of 
the genetic code 
and similarities in 
cell structure. 

I 1nl 
Selective breeding 
(artificial selection) 
is further covered 
in Chapter D4.1, 
page 797. 

♦ Artificial selection: 
selection in breeding, 
carried out deliberately 
by humans to al ler 
populat ions. 

2 Explain the 
key differences 
between natural 
and artificial 
select ion. 

■ Figure A4.1.2 Charles 
Darwin's observation 
of pigeon breeding 

Evidence for evolution 
Evidence for evolution comes from many sources, including fron1 the study of fossils, artificial 
selection in the lJroduction of don1esticated breeds, studies of the comparative anaton1y of groups o[ 
related organisn1s and fron11nolecular information. We ,vill look at some of these sources now. 

Evidence from base sequences in DNA or RNA and amino acid 
sequences in proteins 

All living things have DNA as their generic material, \vitl1 a geneLic code that is virtually universal. 
The processes of 'reading' the code and protein synthesis, using RNA and o-anslarion in ribosomes, 
are very simiJar in prokaryotes and eukaryotes, too. Processes such as respiration involve the same 
types of steps and si1niJar or identical in Lennediates and biochemical reactions, similarly catalysed. 
i\TP is the universal energy currency Also, ainong rhe autoLrophic organisms, the biochemistry of 
photosynthesis is virtually identical. 

This biochemical commonahcy suggests a con11non oligin for life, as the biochen1ical differences 
be~veen tbe hvi.ng things of today are limited. Some of the earliest events in the evolution of life n1usc 
have been bi.ocherrucal, and the results have been inherited ,~1idely. Ho,vever, large 1nolecules such as 

nucleic acids and the proteins they may code [or are subjected to changes vvitb tin1e, but this change 
may be an aid co the study of evolution and genetic relatedness. It is possible co measure the relatedness 
of different groups of organism by the amount of difference between specific n1olecules such as DNA. 
proteins and enzyme syste111S. This relatedness is a function of time since particular organisms shared a 
common ancestor. In tbis vvay, sequence data give powerful evidence of co1nmon ancestry. 

Evidence from selective breeding of domesticated animals and 
crop plants 

Selective breeding, or artificial selection, is caused by humans. It is usually a deliberate and 

planned activity. It involves identifying the largest, the best or the most useful of che progeny, and 
using then1 as che next generation of parents. Continuous ren1oval of progeny showing less-desired 
features, generation by generation, leads to deliberate genetic change. Indeed, the genetic constitution 
of the population 1nay change rapidly. Although both artificial selection and natural selection have 
different selection mechanisms (one by nature and one by humans), che generation of che variation 
on ,vhich artificial selection aces is no different from the generation of variation in natural 
populations (i.e. random, by chance mutations). 

Charles Dar,vi.n started breeding pigeons because of his interest in variaLion in organisms 
(Figure A4 1.2). Tn the Origin of Species , he noted there \Vere more than a dozen varieties of pigeon 
\-vhich, had they been presented as \viJd birds to an experl, \vould have been recognized as separate 
species. A.II these pigeons were descendants of the rock dove (Columba livia), a common \,ril.d bird. 

From his breeding of pigeons, Darwin noted that there vvere more than a dozen varieties that, had they been 
presented to an ornithologist as wild birds, would have been classsified as separate species. 

Jacobin 
Pouter 

rock dove (Columba livia) 
from which all varieties of 
pigeon have been derived 

Fantail 
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ATL A4.1B 

Explore artificial selection in pigeons using this site: 
https,//learn.genetics.utah.edu/content/pigeons/pigeonetics 

In t he scenarios presented in the game, can you successfully breed pigeons with the 
desired characteristics? 

Dar,vin argued that, if so n1uch change can be induced in so fe,v generations, species n1ust be able 

to evolve into o ther species by the gradual accu1nulation of small genetic changes as environ1nental 

conditions change - selecting son1e progeny and not others. By artificial selection, the plants and 

animals used by hun1ans (such as in agriculture, transport , con1panionship and leisure) have been 

bred from ,vild organisms. The origins of artificial selection go back to the earliest develop1nents of 

agriculture, although at that s tage successful practice no doubt evolved by accident (figures A4.l.3 

and A4.l.4). 

What domestication of wild animals involves. 

• The identification of a population of a 'species' as a useful source of hides, meat, etc. and learning 
how to tell these animals apart from related species. Herd animals (e.g. sheep and cattle) are 
naturally sociable, and lend themselves to this. 

• The selective killing (culling) of the least suitable members of this herd in order to meet immediate 
needs for food and materials for living. 

• Encouraging breeding among the docile, well -endowed members of the herd, and providing 
protection against predators and disease. 

• Selecting from the progeny individuals w ith the most useful features, and making them the future 
breeding stock. 

• Maintenance of the breeding stock during unfavourable seasons. 

• Ultimately, the establishment of a domesticated herd, dependent on the herdspeople rather than 
living wild, leading to the possibility of trading individuals of a breeding stock with neighbouring 
herdspeople's stocks. 

Wild sheep or European mouflon 
(Ovis aries musimon) occur 
today on Sardinia and Corsica 

Soay sheep of the Outer Hebrides suggest to us 
what the earliest domesticated sheep looked like 

Modern selective breeding has produced shorter animals 
with a woolly fleece in place of coarse hair and with muscle 
of higher fat content; many breeds have lost their horns 

■ Figure A4.1 .3 From wild to domesticated species, and the origins of selective breeding skills 
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Wild mustard plant 
(Brassica oleracea) 

■ Figure A4.1 .4 Selective breeding of wild mustard to create different types of vegetable 

\lariation bet\veen different domesticated animal breeds and varieties of crop plant, and between 
them and the original wild species, shov,s ho\v rapidly evolutionary changes can occur. 

Examples of crop improvement by selective breeding 

Cereal grains are highly significant co1nponents of the human dier. Plant inaner forms the bulk 
of human food intake in both developed and less-developed countries, but it is the plants of one 
fan,ily, the grasses, that ,ve and most of our livestock depend on (Figure A4.l .5). This family includes 
cereals, \Vhich are the fru its (grain) of cultivated grass species. They are relatively easy to grow and 
the mature grains they yield are co1nparatively easy to store. Grains contain significant quantities of 
protein, as ,vell as starch, as ,ve shall see shortly. 

----
WHEAT MILLE! OAT BAR LEV RICE CORN 

■ Figure A4.1.5 Crops (cereal grasses) that have been selectively bred from wild grasses 

The cereals wheat, barley and oats and rice are the most important arable crops grown by 
agricultural communities in the Northern Hemisphere. They are examples of cultivated grass planes 
adapted to ternperate climates ,vith moderate amounts of rainfall. For example, \vheat grows best in 
cool springs \vith moderate moisture for early growth, follo,ved by sunny summer months that are 
dry for harvesting. 

Bread \vheat (Tri ti.cum aestivu,n) arose by natural crossings of va1ious wild ,vheats that occurred 

around 8000 years ago in the Fertile Crescent of the Middle East (an area that today includes parts 
of Israel, Jordan, Lebanon, Syria, Egypt, northern Iraq, southe1n Turkey and Iran). Today, 'winter' 
,vheat varieties are planted in the aurun1n and produce side shoots before lo\ver temperatures during 
the winter 1nonths suspend gro,vth. vVinter ,vheat n1arures in early sun11ner. 'Spring' ,vheat varieties 
are so,vn after \Vinter and are adapted to a shorter gro,ving season (but give lov,rer yields). 
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Today's growers 
and consumers seek 
the following maize 
characteristics: 
• plants that grow 

vigorously in the 
local environment 
(climate, soil) but are 
resistant to diseases 
and result in high
yielding cobs 

• crops of fairly 
standard size 
(height) and with 
cobs that are ready 
at the same time, to 
facilitate harvesting. 

♦ Homologous 
structures: similar 
structures due to 
common ancestry. 
♦ Natural 

classification: 
organisms grouped 
by as many common 
features as possible, and 
therefore likely to reflect 
evolutionary relationships. 
♦ Phylogenetic 
classification: a 
classification based on 
evolutionary relationships 
(ra ther than on 
appearances). 

There are two classes of ,vheat varieties. Hard wheats are higher in proteins, are gro,vn in areas oflo,ver 
rainfall, and are used to produce bread that can be kept for longer periods. Soft ,vheat varieties are 
starchier and are used to tnake pasta and 'French bread'. ·rhey are gro,vn in more hutnid conditions. 

Maize is the second most important food crop. It v1as probably originally domesticated in an area we 
now call Mexico. Today maize is gro,vn all over the vvorld. but most intensively in the USA. Modem 
varieties are hybrids - selected from the original form of wild maize (teosinte), ,vhich can still be 
fou ncl in the ,vild.. 

Plants originally gro~,n in the ,vild would have had some of these characte1istics, but 

not all. Selective breeding has been undertaken over the years to achieve the quality and 
consistency required. 

II 

Many modern food crops have been created by artificial selection from wild ancestral 
populations. Selective breeding has enabled humanity to diversify its sources of food 
and provide sufficient yield to feed a growing population. 

Inquiry 1: Exploring and designing 

Designing 

Develop a laboratory experiment that investigates selective breeding in plants. 
Which species will you select and how will you ensure viable repeated generations? 
You will need a species that shows genet ic variability and traits that can be easily 
measured. The following site will give you some ideas: 

https:l/fastplants.org/2018/03/15/observing•vanation-fast•plants 

How will you observe variation and measure selection? 

3 Charles Darwin argued that the great variety of breeds that we have produced in 
domestication supports the concept of evolution. Outline how this is so. 

4 Dogs of the breeds known as Alsatians, Pekinese and Dachshunds are different in appearance 
yet are all classified as members of the same species. Explain how this is justified. 

Evidence from homologous structures 
The body structures of some organisms appear fundamentally similar. For example, the limbs of 
vertebrates seem to con[orm to a common plan - called the pent.a.dactyl li1nb (meaning 'five 
fingered'). Scientists describe these limbs as homologous structures as they occupy similar 
positions in an organism, have a common underlying basic structure, bur may have evolved different 
functions (Figure A41.6). The fact that limbs of vertebrates conform but show modification suggests 
these organisms share a common ancestry. Fro1n chis common origin, rhe tetrapod veri:ebrates have 
diverged over a long period of time. This process is called adaptive radiation (see also page 152). 

Classification based on hornologous structures is a natural classification, or phylogenetic 

classification, because it is based on similarities and differences that are due to close relationships 
between organisms because they share common ancestors, reflecting evolutionary relationships. 
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(flight) 

5 

The pentadactyl limb as the 'ancestral' terrestrial 
vertebrate limb plan. subsequently adapted by 
modification for different uses/habitats. 

lay-out of a 'five-fingered' 
(pentadactyl) limb 
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■ Figure A4.1.6 Homologous structures show adaptive radiation 

♦ Analogous 

structure: a feature 

with a similar function 

and superficial structural 

similarity, but different 

fundamenta I structure 

and evolutionary origin. 

♦ Artificial 
classification: classifying 

organisms on the basis of 

few, self-evident features. 

♦ Convergent 
evolution; the process 

by wh1Ch distantly related 

organisms independently 

evolve analogous 

traits due to similar 

selection pressures. 

I Ink 
Galapagos finches are 
also an example of 
divergent evolution, 
see Figure A4.1 .15, 
page 153. 

Convergent evolution 
We can contrasl homologous strucnrres ,vilh other strucEures of organisms lhat have similar functions 

buE funda111entally differenl origins. Their resemblances are superficial; these are described as 

analogous structures. The wings of an insect and a bat are analogous, for example. as they look 

similar but were derived through separar.e evolutionary path,vays. Classification based on analogous 

srrucrures Ls an artificial classification. Table A4.1.l compares analogous and homologous sITUcrures. 

■ Table A4.1 .1 Analogous and homologous structures 

Analogous structures Homologous structures 

resemble each other in f unction are similar in fundamental st ructure 

differ m their fundamental structure are similar in position and development, but not 
necessari ly in function 

demonstrate only superficial resemblances are similar because of common ancestry 

for example, w ings of birds and insects for example. limbs of vertebrates 

Convergent evolution occurs ,vhen different species evolve similar biological adapcations in 

response to similar selective pressures. This happens \vhen species occupy similar ecological niches. 

Traics rhat arise through convergent evolution are referred to as analogous srrucrures. Analogous 

fealures are features char have similar functions in different organisms but have clifferent evolutionary 

origins. The similarity of function makes them look similar - such as rhe fins in dolpbi.ns and 

sharks, or bird and insect wings - bul they are not similar eir.her in terms of anatomy or origin 
(Figure r\41.7) 
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♦ Divergent evolution: occurs Convergent evolution contrasts with evolution rro1T1 a co1nmon ancestor, ,,vhich is 

kno,vn as divergent evolution (Figure A4 l.7), The vertebrates and invertebrates, for 
example, share a common ancestor. Ho1nologous structures are ones that may appear 
different but sho\v com1non evolutionary origins fro1n a co111mon ancestor, such as the 
forelimb of a bat and the foreli111b of a ,vhale (Figure A4.l.7). 

when an ancestral species splits into 
two reproductively isolated groups, 
causing each group to develop different 
traits due to their respective selective 
pressures and natural selection. 

Convergent evolution 

Locornot,oo through the air (shared selection pressure) 

insect wing 

... p 

Dragonfly 

Invertebrates 

Divergent evolution 

Bat 

forelimb 
of bat 

Vertebrates 

forelimb of dolphin 

Dolphin 

M ammals 

Common ancestor 

■ Figure A4.1 .7 Convergent and divergent evolution 

( • Common mistake 
Do not confuse the terms 'homologous' and 'analogous'. Analogous structures are ones that 
appear the same between different, unrelated species due to similar selection pressures, whereas 
homologous structures are ones that may appear different but show common evolutionary origins 
from a comrnon ancestor. Classification is based on homologous not analogous structures, 

Convergent evolution can be observed at both the phenotypic and n1olecular levels (an1ino acid and 
DNA sequences). lt is no,v thought that n1orphology and physiology often converge ovving to the 
evolution of sin1ilar molecular mechanisms in independent lineages (page 146). 

Most mamn,als have a placenta, 1vhich supporrs the offspring unril birth, A separate group of 
1na1nmals, the marsupials, do not have a placenta and so give birth to undeveloped offspring that 
1hey rhen need to support outside the body. Today, the marsupials are largely found in Australia. 
The placental mammals and Australian marsupials show many examples of convergent evolution, 
Animals 1,vi1 h comparable appearances occur in borh groups, due ro similar selection pressures. 
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fe10K 
In the study of 
evolutionary history, 
do experiments 
have any part to 
play in establishing 
knowledge? If an 
experimental approach 
has a limited role, is 
the study of evolution 
a 'science'? 

♦ Speciation: the 
process by which new 
species form, where one 
species is split into two or 
more species. 

ATL A4.1C 

Look at the following pictures of a dolphin and a dogfish (Figure A4.1.8). Are these animals 
closely related? Which features may make you think that they are closely related7 

Then think about what you know about the groups of animals they are in - are they in fact closely 
related? Which of the two would be more closely related to a human? 

a 

■ Figure A4.1.8 a) A dolphin and b) a dogfish 

Use these sites to help you find out the features of both animals: 

Dolphins: www.dolphins-world.com 

Dogfish: http://britishseafishing.eo.uk/dogfish 

Analyse and evaluate the information you have found out about each animal to explain the 
implications of using only physical characteristics to classify organisms. 
• Why should features that indicate common evolutionary origin be used (such as characteristics 

that group all mammals together compared with characteristics that group all fish) rather 
than superficial physical characteristics (e.g. the similarity in appearance between dogfish and 
dolphins)? Justify your answer using scientifically supported judgements. 

• Explain the way in which science is applied and used to address the problem of classifying 
organisms. Why is it important to use the correct method of classification? 

• Explain why it is important to use the same method of classification throughout the 
scientific community. 

Speciation by splitting of pre-existing species 
For a ne1,v species to form - a process called speciation - populations of an ancestral species need to 

becon1e separated so that different environn1ental factors ,viii act on the1n. 

Looh at the following diagrams in Figure A41 .9. 

■ Figure A4.1.9 Beetle speciation 
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Without a barrier, iwo 
populations would 
continue to mix and 
exchange genes; this 
would maintain the 
variety present in the 
initial population but 
not al low new species 
to evolve. 

Something has happened to separate the initial population of beetles into n,vo isolated populations 
- in this case, a river has fonned over thousands of years, but the isolation of the populations could 
equally be due to the creation of a mountain range through movement of the Earth's plates, or son1e 
other barrier. The environments on either side of the barrier are different, and so there are different 
selection pressures. Again, in this example, individuals to the north of the river are given an 
advantage by having a green colouration, 1natching their habitat \Vhich is covered in lush vegetation; 
individuals to the south of the river are given an advantage by having a brown colour as their habitat 
is arid \Vith 1nore exposed earth (Figure A4.l.10). 

Going further 

Today, evolutionary biologists think that a complete barrier is not necessary for 
speciation to occur. Populations in different environments can diverge, even to the 
point of becoming different species, with sorne exchange of genes. What is needed 
is that selection is strong enough (e.g. the two environments are different enough) to 
overcome the homogenising (i.e. making uniform or similar) effect of gene exchange. 
An example is the evolution of apple maggot fl ies from ancestors that infested 
hawthorn, following the introduction of apple trees to North America. 

Progressive evolutionary change in a species is not speciation, 
as individuals within the population maintain the sa1ne 
gene pool and interbreed with one another. The barrier, 

by separating populations, isolates the gene pools of t\vo 
populations so they can no longer interbreed and exchange 
genes (they become reproductively isolated). Thjs means 
that over ti111e, through the process of natural selection 
(see Chapter D4.l), adaptive genes are selected and others 
are lost, and so the nvo gene pools change and evolve. 
Eventually the two gene pools are so different that even if 
the t \VO populations c:on1e back together (if the 1iver dries 
up, for exan1ple) the individuals fron1 each population 

■ Figure A4.1.10 Predation pressures on beetles 
cannot interbreed - the t,vo populations have becon1e 
different species. 

S Discuss the 
factors that 
contribute to 
speciation. 

Through the process of speciation, che number of species increases (as opposed to periods of 
extinction ,,.,hen the number of species decreases, see page 162). Speciation is the only ,vay ne,v 
species have appeared. There are different mechanisms for speciation and these ,vill be 
explored below. 

fe Common mistake 
It is incorrect to say that speciation is 'evolutionary change over time in a species'. Speciation is the 
splitting of a species into two or more separate species. 

(e Common mistake 
Do not confuse the term 'speciation' for species classification and taxonomy. Speciation is a process 
leading to the evolution of new species, whereas classification and taxonomy refer to the way in 
which species are divided into groups based on shared evolutionary origin (see page 126). 
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Going further 

The Red Queen hypothesis 

The biologist Leigh Van Valen proposed a 'law of 
extinction' based on the constant probability (as 
opposed to rate) of extinction in families of related 
organisms. He analysed data compiled f rom the 
duration of tens of thousands of genera throughout 
the fossil record. Figure A4.1.11 shows a linear 
relationship between survival time and the logarithm of 
the number of genera, suggesting that the probabili ty 
of extinction is constant over time. 
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• Figure A4.1.11 The law of ext inct ion ('genera', 
on y-axis, is the plural form of genus) 

To explain his law of extinction, Van Valen proposed 
the Red Queen hypothesis, which describes how the 
coevolution of competing species creates a dynamic 
equilibrium in which the probability of extinction 
remains fairly constant over t ime. 

In an ecosystem, a species interacts not with one 
species of competitor or parasite but with many. As 
each species evolves by natural selection, it changes the 
environment of many other species. The environment 
of each species changes as other organisms evolve. 

Van Valen proposed that, even in a constant physical 
environment, evolutionary change will continue 
indefinitely as each species evolves to match other 
species' adaptations. This is an evolutionary 'arms 
race': as one species evolves adaptations that make it 
more competit ive, its competitors experience selection 
pressures that force them to evolve to match it. Species 
that lag too far behind will become extinct. 

In terms of speciat ion, the barrier (for example, a 
river) need not separate two physically different 
environments. Even in the same environment, two 
isolated populat ions will go on evolving due to the Red 
Queen process and get more and more different, to the 
point where they cannot interbreed. 

The hypothesis is named after a remark made by the 
Red Queen ,n Lewis Carroll 's Through the Looking 
Glass, where she told Alice that it took all the running 
she could do to keep in the same place. 

Roles of reproductive isolation and 
differential selection in speciation 
A. fi rst step to speciation may be \vhen a local population (particularly a s1nall local population) 
becomes con,pletely cut off in some \vay, such as in colonising an island. Even then, many 
generations may elapse before the composition of the gene pool has changed sufficiently to allow 
us to define a different species. Ho,vever, changes in local gene pools are an early indication 
of speciation. 
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Isolation by a new, natural physical barrier 

Occasionally, a population is suddenly divided into t\vo isolated 
populations by the appearance of a barrier (Figure A4.l 12 and 
A4.1.9). Before separation, individuals shared a co1nmon gene 
pool, but after isolation disturbing processes such as natural 
selection, mutation and random genetic drift (where there is 
randon1 fluctuations in the frequency of a particular allele in a 
population) 1nay occur independently in both populations, 
causing them to diverge in their features and characteristics. 

A natural habitat became divided when a river broke 
its banks and took a new route 

=====·~-=-~::::~...::;:~~-=--=--=-river 

species of forest 
plant or animal 

later river has formed 

with t ime, (small) isolated populations of 
the species may evolve into separate species 

Reproductive isolation 
By definition, different species cannot interbreed and have fertile 
offspring; gene flo\v benveen them is prevented. ,1/hen members 
of related populations have evolved to this point and have become 
fully reproductively isolaLecl, we recognise them as members o( 
d i£ferent species. 

Geographical isolation 
Geographic isolation bet,veen populations occurs vvhen barriers 
arise and restrict the 111oven1e11t of individuals (and their 

spores and ga1netes in the case of plants) benveen the divided 
■ Figure A4.1.12 A geographical barrier populations. Barriers can be natural or tnade by hun1ans. 

An exa1t1ple of speciation driven by geographical isolarion can be seen in t,vo species of great ape 
(ound in ,vestern and central Af1ica. Chin1panzees (Pan troglodytes) are found north of the Congo 
River (in two groups - central African chimpanzees towards rhe Atlantic coast, and a distinct group 
furthe r east, see Figure A4. I. I 3). A closely related species, the bonobos (Pan paniscus) are located 
south of the river (Figure A4.1. I 3). The Congo River forms a barrier bet,veen the t,vo difTere nt 
species, so thar there is geographical isolation benveen them. 

Although chin1panzees and bonobos appear superficially similar, rhere are significanL differences in 
the morphology and behaviour of both species (Table A4.1.2). 

■ Table A4.1.2 Differences between chimpanzees and bonobos 

Chimpanzee (Pan troglodytes) Bonobo (Pan paniscus) 

larger smaller 

male-dominated societies female-dominated societ ies 

display aggressive behaviour display peaceful behaviour 

strong and sturdy body long fegs, narrow shoulders, small head 

location: across west and central Africa; north of location: Democratic Republic of the Congo; south of 
Congo River the Congo River 
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■ Figure A4.1.13 The Congo River 
is a geographical barrier which 
led to chimpanzee speciation 

Scienrists agree rhac chiinpanzees and bonobos diverged from a common ancestor beC\\1een 1 million 
and 2 million years ago. For many years, the established vie,v was chat the Congo River appeared 
in che Pleistocene epoch (\vhich began around 1.5 million years ago) and separated the common 
ancestor of chimpanzees and bonobos. Different environmental conditions on either side of the river 
led co them evolving into t\VO species. Evidence from 2015, ho,vever, suggests char the Congo River 
has acted as a geographical barrier for far longer than previously thought, at lease 34 million years. 
Therefore, scientists have hypothesized that when the Congo River firsr formed, the ancesror of the 
bonobo did nor occupy the range the species does today, but that during times when the Congo 
River's level decreased during the Pleistocene, one or more founder populations of ancestral bonobos 
crossed the river, forming the populations from 1vhich the current day bonobo evolved. 

Differences and similarities between 
sympatric and allopatric speciation 
Apart from cases o[ instant speciarion by polyploidy (see page 154), species do noc generalJy evolve in 
a rapid way. The process is usually gTaclual, raking place over a long period of time. In face, speciation 
may occur over several thousand years and, in all cases, requires 'isolation'. 
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As we have already seen, reproductive isolation occurs when 
t\VO potentially coropatible populations are prevented from 
interbreeding. As \,veil as geographical isolation, this can also 
be dL1e to the follo\ving types o[ isolation: 
• Temporal isolation - this occurs when organisms produce 

gatnetes ar different ri1nes or seasons. An example in 
animals is rainbo\v trout (spring) and bro\vn trout (autumn). 
1-\nother type of temporal isolation is when populations may 
be active at different times of the day or night 

• Behavioural isolation - orgartistns acquire distinctive 
behaviour routines, such as in courtship or n1ating, nor 
matched by ocher individuals of the species. 

An example of behavioural isolation is seen in the Birds 

■ Figure A4.1.14 A male Bird of Paradise (bottom) displays 
to a potential female mate (t op) who looks on 

of ParadL~e (Figure A4.114). Here, bright, glittering and 

prominendy posing males seek ro secure the attention of females. 

♦ Allopatric 
speciation: speciation 
that occurs when two 
groups of organisms are 
spatially separated by a 
physical or geographic 
barrier, e.g. mountain 
ranges and large rivers. 
♦ Sympatric 

speciation: speciation 
that occurs without 
geographical separation. 
Groups from the same 
ancestral population 
evolve into separate 
species due to temporal 
or behavioural isolation 
that prevents individuals 
of one species from 
mating with another. 
♦ Adaptive radiation: 
the diversification of an 
ancestral species into new 
species, characterized 
by great ecological 
and morphological 
diversity, fi lling different 
ecological niches. 

6 Distinguish 
between allopatric 
and sympatric 

speciation. 

Elaborate and attractive display traits have evolved because 1 hey apparently satisfy sorne innate 
preference in the female birds. Competition between males has led to changes in displat and plumage. 
The divergence of populations to display in different ways, and to have different preferences, 1nay 
begin with very slight preference differences chat gee exaggerated over time. The resulting progressive 
elaboration of plumage and perfor111ance 1nay be at the expense of night ability, vulnerability co the 
attention of predators and, possibly, the1moregulation. Despite this, the generic constitution or the 
ne.xt generation is strong])' influenced by rhe [e\v sexually successful males in each generation. It is the 
critical female selection that follo\VS in response that leads to isolation of populations and, ultimately, 
reproductive isolation. Courtship behaviour of this t}'pe preven1s hybridization in animal species. 

Going further 

Temporal and behavioural isolation are examples of 'intdnsic isolation' due to evolved 
features of organisms, rather than imposed f rom the outside (extrinsic isolation). 
The question is, was geographical isolation required for the evolution of these intrinsic 
barriers? The current view is that geographic isolation may facilitate this evolution but it 
is not essential. 

We have noted above some examples of the ways populations become isolated. Revie\~1ing these, \Ve 

see they fall into t\VO groups, depending on the \vay isolation is brought about 
Isolating 1nechanisms that involve spatial separation, such as geographical isolation, are kno\vn 
as allopatric speciation (ineaning li terally 'different country'). 

• Isolating 1nechanisms that occur \Vithi n the same location, such as te1nporal and behavioural 
isolation, are kno,vn as sympatric speciation (1neaning literally 'same country'). 

Adaptive radiation as a source of biodiversity 
The concept of adaptive radiation ,vas touched on ,vhen \.ve discussed hovv the pentadactyl li1nb 
in vertebrates is evidence for evolution (see page 145 earlier in this chapter). Another example of 
adaptive radiation is illusn.ited by the beaks of rhe finches of the Galapagos Islands (Figure A4. l .15). 

These birds n1ostly failed to catch Charles Danvin's attention on his visits to the islands - the 
detailed study of these birds \vas undertaken later by the ornithologist Davie.I Lack. 
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■ Figure A4.1.15 
Adaptive radiation in 
Galapagos finches 

Adaptive radiation 
leads to the 
diversification of an 
ancestral species 
into new niches 
through the process 
of colonization and 
adaptation to local 
environments. 

1·he variation in finch beak 1norphology is a genetically controlled characteristic. 1r reflects differences 
in feeding habits. The evidence the finches provided for Dar,vin's theory of evolution by natural 
selection so in1pressed Lack that he coined the name 'Danvin's finches'. lt has stayed with them, 
tnisleading though it is. 
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These f inches are exclusive and, hence, endemic 
to the Galapagos Islands. There are 14- 15 
species in total all derived f rom a common 
ancestor and living in the same, largely 
undisturbed environment. 

The numerous, closely related species of finch can coexist ,vithout co1npeting and reducing the 
nun1ber of species because of the differences in their beak 1norphology. The Galapagos Islands 
provided a large variety of different opporrunities [or the ancestral [inch species landing on the 
islands. These diflerent roles, or 'niches' (see page 156), provided a range of di[terent selection 

pressures which, over tin1e, led to the variety of finch species seen on che Galapagos lslands today. 
For exa1nple, the ,varbler □nch (Certhidea olivacea) has a different diet co the cactus finch (Ceospiza 

scandens), meaning they do not compete and can coexist, thus increasing biodiversity. 

Barriers to hybridization and 
sterility of interspecific hybrids 
V.,!e have already seen bov.r courtship displays can lead to sympatric speciation (page 152). 
Such displays can prevent hybridization in animal species. We have also seen how differences in 
chron1osome number lead to hybrid sterility (as in the exan1ple of the 111ule, Chapter A3.l, page 120). 

The barriers Lhat prevent interbreeding ber,veen closely related species occur either before 
fertilization can be accempcecl (pre-zygotic isolation) or after fertilization has occutTecl (pose-zygotic 
isolation). Table A4.l.3 shows a summary of the underlying isolating 1nechanisms discussed in 
this section. 
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♦ Polyploidy; a process 
that results in more than 
two sets of chromosomes 
in the nuclear genome; 
also known as whole 
genome duplication 
(WGD). 

r,::; Tnn t~nl 

Polyploidy causes 
speciation most 
frequently because 
a new tetraploid 
produces only inferti le 
triploid offspring 
when it mates 
with either diploid 
ancestor. Triploids 
are infertile because 
the chromosomes 
cannot pair properly . 
1n me10s1s. 

■ Table A4.1.3 Summary of reproductive isolat ing mechanisms 

Pre-zygotic reproductive isolation Post-zygotic reproductive isolat ion 

prevention of mating due to: hybrids formed are not viable and die prematurely 

• habitat differences that prevent meeting hybrids formed are infertile because the 

• behavioural dif ferences, such as different mat ing chromosomes cannot pair up in meiosis to produce 

rituals haploid gametes 

• temporal differences, such as being fert ile at hybrids are less tertile: w ith each successive generation 

dif ferent ti mes or seasons !ewer survive, leading to them eventually all dying out 

Abrupt speciation in plants by 
hybridization and polyploidy 
l n Lhe examples considered up Lo no1.v, speciation has been a gradual process. H.o,vever, speciation 

can occur abruptly too. as we will exan,ine next. 

An abrupt change in the structure or number of chromoson1es n1ay lead to a new species. Such an 
alteration in rJ1e nun1ber of ,vhole sets of chro1nosomes is kno~-vn as polyploidy. Norn1ally, adult 

body cells contain two sets of chron1osomes (the 'diploid ' condition -see page 110). Polyploidizanon 

is the gaining of one or more sets of chromosotnes over and above the number found in diploid cells. 

Polyploids are largely restricted to plants and, indeed, polyploidy is thought to be one of the roost 

important evolutionary processes in plants, especialJy the angiospern1s (f101\rering plants). Some 

animals that reproduce asexually ate polyploicls coo, but the sex determination n1echanis1n of 

vertebrates prevents polyploidyin these animals. 

There are r,vo mechanisms by which polyploids fom1: 

a diploid gan1ete fuses with a haploid one, resulting in u·iploid offspring ('triploid bridge'), i.e. 

forming offspring ,vith three sets of chromoson1es 

a diploid gan1ete fuses with another diploid gan1ete, resulting i.n tetraploid embryos (,vith four 

sets of chron1oson1es). 

Diploid gametes can fonn when the spindle fails to [onn during meiosis (see page 656 for further 

detail o[ meiosis - sexual cell division), resulting in an additional set of chromosomes being presenL 

in rhe gamete. 

Polyploid organisn1S can be divided into two cacegories (see Figure A4.l .16): 

An autopolyploid is the result of doubling a diploid genome. 

• An allopolyploid is the result of t1.vo distinct genomes combining; this occurs by interspecific 

hybridization follo1ved by either chromosome doubling or fusing of gametes, or by interspecific 

hybridization of two terraploids. 

Many crop species are polyploids, such as Trilicu1n aestivu111 {\vheat), Aracfi is hypogaea (peanut), and 

Fragaria ananassa (stravvben·y). lnvasive species (which are found in areas outside their normal area of 

distribution - see page 172) are often polyploids too. 

ATL A4.1D 

Why would mapping the genome of wheat be important in food production? Carry out research 
to find out about how mapping can be carried out (e.g. see htq>s://learn.genetics.utah.edu/ 
content/cotton/genome) and how could this be used, e.g. fi nding the location of genes beneficial 
to increasing yield, protecting plants against disease, and so on, to help with food production. 
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■ Figure A4.1.16 Comparing 
autopolyploidy and allopolyploidy 

A4.1 Evolution and speciation 

■ Figure A4.1.17 Pale smartweed (Persicaria lapathifolia) 
flowering; a plant of the family Polygonaceae 

The speed of invasive plant evolution, allo'A1ing them to spread and establish themselves 
throughout the \vorld, can in part be explained by polyploidization. lnterspecific 
hybridization (allopolyploidy) results in ne\v genetic combinations that can be acted upon 
by natural selection and results in rapid evolution. Hybrids often show improved 
biological function compared to either parent species ('hybrid vigour') and are generally 
larger in size, more fertile and 111ore invasive compared to the parent species. Scientists 
have sho\vn that invasive species are more likely robe polyploid than native species, and 
the proportion of polyploids increases \vith more advanced invasion. 

The plant genus Persicaria (in tbe family Polygonaceae) shows many insrances of 
allopolyploid speciacion. Tllis genus includes many important weeds. Fifteen species 
appear ro be allopolyploids. One of the diploid species, Persical'ia lapathifolia (pale 
smartweed, Figure A4 l.17), has been involved in at least six cases of allopolyploid 
speciation. This species is geographically and ecologically widespread, and also 
bears numerous conspicuous flo\vers, ,vhich may explain its ability to hybridize with 
ocher species. 

' 
LINKING QUESTIONS 

1 How does the theory of evolution by natural selection predict and explain the unity 
and diversity of life on Earth? 

... What counts as strong evidence in biology? 
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CoraceP.t: 
· iV:eis1t 

Biodiversity is the 
variety of life in all 
its forms, levels and 
combinations, and 
includes ecosystem 
diversity, species 
diversity and 
genetic diversity. 

♦ Biodiversity: the 
amount of biological 
or living diversity per 
unit area. It includes 
the concepts of species 
diversity, habitat diversity 
and genetic diversity. 

(e Common 
mistake 
Some students think 

that biodiversity is only 

seen in animals. This is 

incorrect - it is a term 

that can be applied to 

all living organisms. 

Guiding questions 

• What factors are causing the sixth mass extinction of species? 

• How can conservationists minimize the loss of biodiversity? 

This chapter covers the following syllabus content: 
► A4.2.1 Biodiversity as the variety of life in all its forms, levels and combinations 
► A4.2.2 Comparisons between current number of species on Earth and past levels 

of biodiversity 
► A4.2.3 Causes of anthropogenic species extinction 
► A4.2.4 Causes of ecosystem loss 
► A4.2 .5 Evidence for a biodiversity crisis 
► A4.2.6 Causes of the current biodiversity crisis 
► A4.2.7 Need for several approaches to conservation of biodiversity 
► A4.2.8 Selection of evolutionarily distinct and globally endangered species for 

conservation prioritization in the EDGE of Existence programme 

Note: There is no higher-level only content in A4.2. 

Biodiversity as the variety of life in all its forms, 
levels and combinations 
There are vast numbers of different types of living organism in the world - almost unli1nited 
diversity, in fact. We refer to this as biodiversity, ,vhich is a contraction of the \Vords 'biological' and 
'diversity'. By biodiversity we mean 'the total nun1ber of different species living in a defined area or 

ecosystem'. lt is also applied to the incredible abundance of different types of species on Earth. 

Biodiversity is the amount of biological or living diversity per unit area. It includes the concepts of 
species diversity, habitat diversity and genetic diversity: 

• Ecosyste1n diversiry is the range of different habitats or number of ecological niches per unit 
area in an ecosysten1. For example, a woodland may contain many different habitats (e.g. river, 
soil, trees) and so have a high ecosysten1 diversity, whereas a desert has few (e.g. sand, occasional 
vegetation) and so has a lo,v diversity. Conservation of ecosystem diversity usually leads to the 
conservation of species and genetic diversity. 

• Species diversity is the va1iety of species per unit area. This includes both the number of species 
present and their relative abundance. 

• Genetic diversity is the range of genetic n1aterial present in a gene pool or population of a 
species. A large gene pool leads to high genetic diversity and a sn1all gene pool to low genetic 
diversity. Although the tern1 normally refers to the diversity within one species. it can also be 
used to refer to the diversity of genes i.L1 all species ,vithin an area. 
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{e Common 
mistake 

'Species richness' is not 
the same as 'diversity'. 
Richness is the number 
of species in an area, 
whereas the diversity 
is a measure of the 
number of species 
and their relative 
abundance. 

RichJ1ess and evenness are components of species diversity (see below). Richness is a tern1 that 

refers to the number of a species in an area, and evenness refers to the relative abundance of each 

species (Figure A4.2.l). A comn1unity with high evenness is one that has a si1nilar abundance of all 

species - this in1plies a con1plex ecosyste111 where there are many different niches that support a 
,vide range o[ different species. In contrast, low evenness refers to a community ,vhere one or a 

handful of species dominate - this suggests lo,ver comple.ls.i ty and a smaller nun1ber of potential 

niches, where a fe,v species can don1inate. 

A 6 

■ Figure A4.2.1 Species richness versus species diversity. The species richness is the 
same in both ecosystems (ecosystem A and ecosystem B have three species of beetle in 
each). In ecosystem B, diversity is higher than ecosystem A because evenness is higher. 
One species dominates in ecosystem A, indicating a less-complex ecosystem 

Inquiry 2: Collecting and processing data 

Collecting data; processing data; interpreting results 

Collect your own data to investigate the richness and evenness of the species sampled 
in your local environment. What qualitative data can you record? What issues will arise 
during data collection and how will you address these (i.e. consider safety, ethical 
and environmental issues)? How will you assess the accuracy, precision, reliability and 
validity of your data? 

Simpson's reciprocal index 
Diversity indices, such as Simpson's reciprocal index, can be used to describe and compare 
communities. Diversity indices can be used to assess ,vhether the impact of human development on 

ecosystems is sustainable or not. \~Then comparing communities, consider the follo,ving: 

• low diversity could indicate pollution, eutrophicacion or recent colonization of a site 

• che number of species present in an area is often indicative of general patterns of biodiversity, 

although disturbed sites often have artificially increased species richness due to the mbdng of 

habitats that are usually spatially separate in undisturbed sites. 

A4.2 Conservation of biodiversity 



(e Common 
mistake 
Do not confuse 
Simpson's reciprocal 
index with the 
Simpson's index - they 
use different equations 
and are interpreted in 
different ways. This 1B 
Biology course uses the 
Simpson's reciprocaJ 
index (equation and 
working shown on 
this page). 

D1verse communities 
are ones that have 
high evenness -
each specie.s is 
approximately equally 
abundant, indicating 
a complex ecosystem 
with lots of niches. 

Tool 3: Mathematics 

Applying Simpson 's reciprocal index 

Species diversity refers to the number of species and their relative abundance. It can be 
calculated using diversity indices. 

Species diversity can be calculated using Simpson's reciprocal index, using the equation: 

D =N(N-1) 
Di(n- I) 

where: 

D = diversity index, N = total number of organisms of all species found, and 
n = number of individuals of a particular species. 

Index values are relative to each other and not absolute, unlike measures of, say, 
temperature, which are on a fixed scale. This means that two different areas can be 
compared using the index, but a value on its own is not useful. 

Other important points to note about Simpson's reciprocal index are: 

• Comparisons must be made between areas containing the same type of organism in 
the same ecosystem. 

• A high value of D suggests a stable and ancient site, where all species have similar 
abundance (or 'evenness', see page 157). 

• A low value of D could suggest disturbance through, say, logging, pollution, recent 
colonization or agricultural management, where one species may dominate. 

Analysis of the biodiversity of two communities 

Belo,v, an analysis of rvvo habitats is carried out using Si1npson's reciprocal index of diversity. 
Table A4.2.l contains data fro1n nvo different habitats. The total nu111ber of species ('species 
richness') and total number of individuals is the same for each habitat. 

Calculate the diversity of habitats X and Y, and comment on the differences 
between them. 

■ Table A4.2.1 The number of species and t heir abundance in two habitats 

Species found Number found in habitat X Number found in habitat Y 

A 10 3 

B 10 5 

C 10 2 

D 10 36 

E 10 4 

Number of species 5 5 

Number of individuals 50 50 
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The Simpson's reciprocal index must be calculated for each habitat. This can be done 
using a table to calculate components of the index. 

■ Table A4.2.2 Calculating t he Sfmpson's reciprocal index for two habitats 

Number (n) found in Number (n) found in 
Species habitat X n(n - 1) habitat Y n(n - 1) 

A 10 10(9) = 90 3 3(2) = 6 

B 10 10(9) = 90 5 5(4) = 20 

C 10 10(9) = 90 2 2(1) = 2 

D 10 10(9) = 90 36 36(35) = 1260 

E 10 10(9) = 90 4 4(3) = 12 

Xn(n - 1) = 450 Xn(n - 1) = 1300 

Species diversity for each habitat: 

habitat X: D = 50(49) = 2450 = 5.44 
450 450 

habitat Y: D = 50(49) = 2450 = 1.88 
1300 1300 

What do these values say about each habitat? 
• There is greater 'evenness' between species in habitat X. -rhis implies more opportunity for niches 

' 

in this habitat, due to greater resources and space. 

• There is less con1petition due to non-overlapping niches in habitat X. 

• One species does not dominate in X, reflecting greater habitat co1nplexity. 

• Habitat Y is less con1plex ,vitb le"ver, or overlapping, niches. One species can dominate, leading 

to lower diversity. 

Tool 3: Mathematics 

Applying Simpson's reciprocal index 

Calculate the Simpson's reciprocal index for the data you gathered in your biodiversity 
investigation as part of your Inquiry on page 157. Ideally you wil l have sampled at least 
two different areas so that comparisons can be made, 

Inquiry 3: Concluding and evaluating 

Concluding; evaluating 

Use the calculation f rom your biodiversity st udy to draw conclusions about the outcome 
of your investigation. Compare your results to other similar studies - does your study 
show similar patterns and conclusions? Link the outcomes of your investigation to your 
original research question - did you confirm or disprove your hypothesis7 What were 
t he llmitations of the experiment and what improvement s could you make next time? 

A4.2 Conservation of biodiversity 



■ Figure A4.2.2 The 
relative number of animal 
and plant groups 

1 Calculate Simpson's reciprocal ,ndex for habitat B using data f rom the table below. 

■ Table A4.2.3 Comparing the spedes diversity of five habitats 

Number of individuals found in each habitat 

Species found Habitat A Habitat B Habitat C Habitat D Habitat E 

Species 1 25 50 80 97 100 

Species 2 25 30 10 1 0 

Species 3 25 15 5 1 0 

Species 4 25 5 5 1 0 

Simpson's reciprocal 4 .1 3 1.37 1.04 1.00 
index (O) 

2 Describe and explain the differences between the habitats shown in the table. 

3 Suggest reasons for the different values of Simpson's reciprocal index recorded in the 
different habitats. 

Comparisons between current number of 
species on Earth and past levels of biodiversity 
Scientists do not kno\v ho,v many different types or organisn1s exist. Millions o( species have been 
discovered, named and described, but there are many 1T1ore species to be discovered. Estimates of 
the nun1ber o[species on Earth range from 5 to 100 mill ion, \-Vith the scientific consensus currently 
being around 9 n1illion species. This estiLnate is broken down as follo\vs: 

ani1nals: 7. 77 1nillion (12% of which are described) 
fungi: 0.61 million (7% or ,vhich are described) 

• plants: 0.30 1T1illion (70% of \Vhich are described) 

• other species: 0.07 n1illion. 

We might have expected that all differen t species have been discovered in the countries that 
pioneered the systematic study of plants and animals. However, this is not the case; previously 
unkno,rn organisms are frequently found in all countries. 

. 

Figure A4.2.2 is a representation of the relative nun1bers of known species that are estin1ated to exist 
in 1nany of t.he major divisions of living things. 

Of the 1.8 million described species, 
mote than 50% are insects; the 
higher plants, mostly f lowering plants, 
are the next largest group. By 
contrast, only 4000 species of 
mammals .ire known, about 0.25% 
of all known species. 

fungi 

protoctista 

other groups of 
non-vertebrates 

vertebrates 
- fish, amphibians, 
reptiles, birds and 
mammals 

'higher plants', 
-mamlythe 
flowering plants 

__ .,,.__ insects (a class 
of the arthropods) 

other arthropods 
(segmented animals 
w,th an external 
skeleton and jointed 
limbs) 
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Fossil forms 

Evidence from fossils 
We learn so1nething about the history of life fro1n the evidence of fossils. Fossilization is an extremely 

rare, chance event. Predators, scavengers and bacterial ac tion norn1ally break do,vn dead plant and 

ani1nal structures before they can be fossilized. O f the relatively few fossils formed, 1nos t remain 

buried or, if they do beco1ne exposed, are overlooked or accidentally destroyed . 

Nevertheless, numerous fossils have been fou nd - and more continue to be discovered all the 
time. The various types of fossil and the steps i.n foss il formation by petrification are illustrated in 
Figure A4.2 .3. Where it is the case that the fossil, or the rock that surrounds it, can be accurately 
dated (using radiornetric dating techniques), we have good evidence of the history of life. Radiometric 
dating measures the amounts of naturally occurring radioactive substances such as carbon-14 (in 
relation to the amount of carbon-12), or the ratio of potassiuin-40 to argon-40 

The fossils in a rock layer (scrarum) that has been accurately dated give us c lues about the 

community of organisms living at a particular time in the past, although this is necessarily an 

incon1plete picture. The fossil record may also suggest the sequence in which groups of species 

evolved , and the timing of the appearance of the major phyla. Evidence from fossils suggests that 

there are currently more species alive on Earth today than at any time in the past. 

petrification - organic matter of the dead organism is replaced by mineral ions 

mould - the organic matter decays, but the space left becomes a mould. filled by mineral matter 

trace - an impression of a fonn, such as a leaf or a footprint, made in layers that then harden 

preservation - of the intact whole organism; for example, in amber (resin exuded 
from a conifer, which then solidified) or in anaerobic, acidic peat 

Steps of fossil formation by petrification 

1 dead remains of organisms may fall into a lake or sea and become buried 
in silt or sand, in anaerobic, low-temperature conditions 

2 hard parts of skeleton or lignified plant tissues may persist and become 
impregnated by silica or carbonate ions, hardening them 

3 remains hardened in this way become compressed in layers of sedimentary rock 

4 after mill ions of years, upthrust may bring rocks to the surface and erosion of these rocks commences 

S land movements may expose some fossils and a few are discovered by chance but, of 
the relatively few organisms fossilized, very few will ever be found by humans 

• Figure A4.2.3 The process of fossi lization 

(iroK 
What knowledge is likely to always remain beyond the capabilities of science to investigate or verify? 

Some scientists propose that evidence from fossils suggests that there are currently a greater 
number of species alive on Earth today than at any time in the past. Others argue that this is 
debateable. Due to the paucity of evidence from the fossil record, particularly in rocks from deep 
time, we cannot be certain whether species diversity was ever higher in the past than it is now. 
There have been five global extinction events (see page 149 ). Following a mass extinction, there 
seems consistently to have been very little biodiversity at the beginning of each geological era; this 
has subsequently evolved In addition, not all species fossi lize well, for example organisms with soft 
bodies such as jellyfish, so there would be no fossil record of these extinct species. Scientists are 
also unlikely to find al l the fossils that are hidden in the Earth. Therefore, some common ancestors 
will remain beyond the ability of science to verify. 
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In this section 
we will focus on 
anthropogenic causes 
of the current mass 
extinction rather than 
the non-anthropogenic 
causes of previous 
mass extinctions. 

♦ Anthropogenic: 
relating to human activity. 

ATLA4.2A 

The dinosaurs were the dominant group of organisms on the Earth for around 180 million years. 
Then, 66 million years ago, the majority were wiped out, with only one group surviving that 
evolved into the birds. What caused the dinosaurs to go extinct? Watch the following film and 
summarize the main points in an article or poster: 

www.biointeractive.org/classroom-resources/day-mesozoic-died 

~• r~ nf ~rinnrn. nhc,pr-vati"'l~ 

As classification tools have evolved in taxonomy, as seen throughout Theme A, the determination of 
what a species (or genus, or kingdom) is has changed. 

In bacterial taxonomy there has been a tug of war between what are often referred to as the 
'lumpers' and the 'splitters', with the former tending to lump together similar organisms into the 
same species, while the latter splits off subgroups within species into new species. 

Let's take the example of Salmonella, a genus in the family Enterobacteriaceae, which are Gram
negative. They are motile facultative anaerobes (meaning they are bacteria that can move and carry 
out aerobic respiration but can switch to anaerobic respiration in the absence of oxygen) and can 
cause a wide range of illnesses in both human and animals. 

Originally there were over 200 species of Salmonella based on the host range, the clinical 
expression of infection, biochemical reactions and antigens of the bacterium. Then, the results frorn 
DNA- DNA hybridization techniques (a molecular biology technique that measures the degree of 
genetic similarity between DNA sequences) suggested all Salmonella species were highly related 
to one another and should thus be designated as one species, 5. enterica, with some subspecies. 
However, the debate about the taxonomy continues with lumpers versus splitters. 

There is some debate about whether it even makes sense to talk about species in bacteria at alL 
Species are fundamentally dusters of phylogeny, physical traits, gene variants, and so on. However, 
diversity In bacteria does not always cluster and, when it does, it can do so at many different levels. 

Causes of anthropogenic species extinction 
On Earth, there have been five mass extinctions in the past in ,vhich more than 75°k, of all species 

have gone extinct over an extended period (see page 139). The causes for these extinctions were 

natura l - n1ost u ltin1ately linked to cli1nate change, often caused by volcanic activity. The last n1ass 

extinction occurred 66 1n illion years ago and ,vas caused by the impact of an asteroid , where change 

to Earth happened instantaneously and led to the extinction of the dinosaurs. Today, scientists 

believe ,ve are in a s ixth n1ass extinction , this tin1e caused by hu1nan actions rather than natural 

causes . There are many different hu1nan-related (anthropogenic) causes of species extinction . 1n any 

of ,vhich are covered in the case studies belo,v. 
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Remember, you can 
use either the common 
name or t he scientific 
name when referring 
to an organism. 

Case study 1: North Island giant meas 
The North lsland giant 1noa (Dinornis novaezealandiae) is one of three extinct n1oa in the genus 

Dinornis that \Vere endemic to New Zealand (Figure A4.2.'f). They \Vere a group o[ [lighrless birds and 

,vere the second ta llest of the nine n1oa species, n1easuring up to 2 metres from the ground to tl1eir 

back and up to 3 metres tall including their necks. The North Island giant moa also sho,ved sei(ual 

din1orphism (differences between females and males) \Vith adult females being much larger than 

adult 1nales. 

This species or 1noa lived on Ne\v Zealand 's North lsland in the lo\vlands, 

sh rublands, grasslands, dune lands and rorests. It is an example or terrestrial 

mega fauna, which are the large or giant animals or an area, habitat or geological 

period, extinct and/or extant (living). The population size of the giant moa 

remained stable over the past 40000 years until the arrival or humans, the Maori, 

in Ne,v Zealand around 1280. 

The giant moa, along ,vith other moa genera, \Vere hunted for food. All taxa in this 

genus \Vere extinct by 1500 in New Zealand. The most important contributing 
factor ,vas probably farming, ho\vever, since the forests \Vere cut and burned do\vn 

and the ground \~'as turned into arable land. 

Studies of ancient DNA from the bones of giant extinct Ne,v Zealand birds 

de1nonstrate that significant clin1ate and geological environ1nental changes did 

not have a 1najor impact on their populations. Ancient DNA, radiocarbon dating 
and stable dietary isotope analysis have sho\vn that, before hun1ans arrived, 

moa adapted to the effects of clin1ate change on t11eir species by tracking their 
preferred habitat as it expanded, contracted and shifted during \\ra11ning and 

cooling events. 

Moa \•vere very large and as so played a major role in shaping the structure and 

co111position o[ vegetation com1nunities. The exri nction or 1noa could have affected 

■ Figure A4.2.4 The North Island Ne\v Zealand's ecosyste1ns through altering vegetation composition and structure, 
giant moa (novaezea/andiae) regeneration patterns and fire frequency. 

Link Case study 2: Caribbean monk seals 
Food webs are 
covered in det ail 
in Chapter C4.2, 
page 581; predator
prey relat ionships 
are discussed in 
Chapter C4.1, 
page 574. 

The Caribbean monk seal (Neornonachus tropicalis) ,vas declared extinct in 2008 and is an example of 

the loss of a marine species (Figure A4.2 .5) At their peak abundance, this species had a \videspread 

distribution tluoughout the Caribbean Sea, Gulf of Mexico and \vestem Atlantic Ocean, and their 

habitat induded areas around the east coast of Cenual America and north coast of South America. 

The Caribbean n1onk seal \Vas part of a group called Pinnipedia (pinnipeds), ,vhich includes sea 

lions and ~,alruses. They are the only pinniped species to have becon1e extinct. Reasons for the 

seal's extinction included being hunted for fur and 1neat, and oil from its blubber; being captured 

for display in n1useun1s and zoos; and overfishing activities that disturbed their habitat and reduced 

their prey species (n1ainly fish). They \Vere easy to kill because of their tan1e and non-aggressive 

behaviour, \Vhich meant that hunters could get close to them. NOA;\ (National Oceanic and 

Annosphe1ic ,\dministration) Fisheries has stated it \Vas the first species of seal to become extinct 

because of hun1an causes. 

The extinction of the monk seal had a huge knock-on effect across the Caribbean's Food web. The 

1110111< seal was a top predator, feeding on a variety of fish and invertebrates, so its d isappearance 

allowed some species of fish ro expand at the expense of others, significantly altering the 
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■ Figure A4.2.5 The Caribbean monk 
seal (Neomonachus tropicalis) 

■ Figure A4.2.6 The Falkland Islands wolf (Dusicyon australis) 

ATLA4.2B 

The now-extinct Falkland Islands wolf was the only native 
land mammal on the Falkland Islands. Even Charles Darwin 
was confused by the wolf: what was a large predator doing 
on a small set of islands nearly 500 kilometres away from 
South America7 

Find out about the evolution of the Falkland Islands wolf 
and why such a tame predator was found on these islands. 
Here is a good starting point: 
www.nationalgeographi1:.com/sciencelartide/the-origin-of
the-friendly-wolf-that-confused-darwin 

biodiversity of the areas \vhere the seal had been found. 

At one point there ,vere an estimated 233 000- 338 000 monk 

seals distributed among 13 colonies across the Caribbean 

Such an extensive population could only survive because 

there ,vas a large quantity o [ food available: each adult seal 

v.,ould eat approximately 245 kg of fish per year. The loss of 

historically dense 1nonk seal colonies, and their consumption 

rates, severely i1n pacted other species in the Caribbean 

coral reefs. 

Case study 3: Falkland Islands wolf 
The Falkland Islands wolf (Figure A4.2.6) ,vas the only 

native land mammal of the Falkland Islands. These remote 

South Atlantic islands, about 480 kilometres northeast of the 

southern tip of South America, were first sighted by Europeans 

in 1692. In 1833, Charles Darwin visited the islands and 
described the wolf as 'common and tame'. 

The Falkland Islands wolf is said to have lived in burrows. 

As there were no native rodents on the islands (the usual 

prey), it is probable that its diet consisted of ground-nesting 

birds (such as geese and penguins), grubs, insects and some 

seashore scavenging. 

The many settlers of the islands (mainly Scottish inhabitants 

but also s01ne French and 'English) considered the Falkland 

Islands wolf a threat to their sheep. A huge-scale operation of 

poisoning and shooting began with the aim of leading the 

\Volf to extinction. ·rhe operation \vas successful very rapidly, 

assisted by the lack of forests and the tameness of the animal 

(due to the absence of predators the animal trusted humans, 

\vho would lure it ,vith a piece of 1neat and then kill it). 

The Falkland Islands wolf was not particularly threatening 

nor was it a significant predator, although the removal of a top 

predator \Vould have had an impact on the rest of the food 

chain, for example increasing the population size of its prey. 

Causes of ecosystem loss 
♦ Ecosystem: a 
community of organisms 
and the physical 
environment with which it 
interacts. 
♦ Community: a group 
of different species living 
111 an area. 
♦ Abiotic: the non
living components of an 
ecosystem. 

An ecosystem is defined as a com1nunity of organisms and their surroundings, the environment in 

which they live and \Vith \'l'hich they interact. A community (i.e. a group of different species living in 
an area) [om1s an ecosystem by its interactions v\'ith the abiotic (non-living) environment (see 

Chapter C4.1, page 579). 

Disturbance and loss of ecosysten1s can be natural (for example, due to typhoons or volcanic 

activity), but cutTently is predorninantly due to anthropogenic causes. 

We will focus on causes of ecosystem loss that are directly or indirectly anthropogenic (caused by 
humans). Remember to include case studies in your answers to strengthen them. 
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Linl 
Niches are covered in 
detail in Chapter B4.2, 
page 363. 

Case study: The loss of mixed dipterocarp forests in 
South East Asia 

Tropical rainforests cover only 6% of the earth 's land surface but ,nay contain up to 50°/o of all 

species. They are found in South America, Africa, India, South East Asia and Australia, close to the 
equator. The clirnate is warm and stable, \Vi.th te1nperatures varying from 20°( at night to 35 °Cat 

midday, and high rainfall , with up to 2500mm per year. The constant warm temperatures, high 
insolation (sunlight) and high rainfall lead to high levels of photosynthesis and high productivity. 

High productivity leads to high amounts of biological rnatter and food, \vhich in turn leads to 
ecosystem complexity, abundant resources (such as food) and niche (the role an organism plays in its 

co111munity) diversity: Abundant niches lead to high species richness and high biodiversity. 

Tropical rainforests are vulnerable to disturbance. As they have high biodiversity, many species 
are affected \vhen the rain forests are disturbed. Deforestation and forest degradation are caused 
principally by demands tor wood (Figure ,\4.2.7), for land tor cattle to provide beef, and for plantation 

crops including soya and biofuels (such as pah11 oil in South East Asia). Tropical rainforests gro,v on 

nutrient-poor soils that are thin and easily eroded once the forest has been cleared, which means chat 
once fore.st is cleared and the soil eroded, it is difficult to re-establish a forest cover. 

Dipterocarp trees are the main hard,vood species in the tropical rainforests of South East Asia. 

More than 270 species of dipterocarp trees have been identified so far in the island of Borneo, of 
\vhich 155 are endemic. 

In South East Asia, large areas of dipterocarp forest have been cleared to grow oil pal1ns (Elaei.s 
guineensis) , see Figure A4.2.8. In Malaysia, tor example, 20% of land area is no,v covered by oil palm 
plantations, con1pared with 1% in 1974. Palm oil is used in food production (for exan1ple, margarine, 

cooking oil, ice cream, ready 1neals, biscuits and cakes), domestic products such as detergents and 

cosmetics, and to provide biofuel. The global production of palm oil exceeds 35 million tonnes 

per year. 

■ Figure A4.2.7 Logging activities in Sabah, Malaysian Borneo ■ Figure A4.2.8 Oil palm trees have replaced 
tropical rainforest over large areas of Borneo 

Once the original forest has been re,novecl , natural nutrient recycli ng is also lost. As the soils are 

generally nurrient poor, oil palm trees require fertilizer to be applied to produce yields that return a 

reasonable profit. Fertilizers can have various negative environ1nental impacts (page 808). Fertilizer 

application in oil palm plantations has also been linked to increases in ground-level ozone, \vhich 

can have detri 1nencal effects on both humans and wildlife, and also reduces plant productivity. 

The causes and effects of the loss of mixed dipterocarp forest in Borneo in South East Asia are 

summarized in Table A4.2.4. 
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■ Table A4.2.4 The loss of dipterocarp forest in South East Asia has severe ecological impacts 

Description 

Human threats 

Consequences of 
disturbance 

Borneo is the th ird- largest island in the world and has historically been covered by t ropical rainforest - it is one of the 
oldest ra inforests in the world at approximately 130 million years old. 

The rainforest is dominated by dipterocarp trees: long-l ived, tall, hardwood trees that are valuable timber species. 

The island has high species diversity, with 15 000 plant species, 220 mammal species and 420 bird species recorded. 

Around 20% of the mammal species are endemic to Borneo. 

300 species of tree can be found in 1 hectare of forest. 

Many species are on the International Union for Conservation of Nature (IUCN) Red List- for example orang-utan, sun 
bear and Asian elephant. 

Borneo's rainforests have been logged commercially for export market since the 1970s, w ith logging accelerating in the 
1980s and 1990s. 

In 1974, forest cover was estimated to be 6.4 million ha (88% of the total land area); only 4.5 million ha remained in 1985 
(i.e. a 30%, reduction in 11 years). 

The deforestation rate (in 2000-5) was 3.9% per annum. 

A t the peak of logging operations, trees were removed in large numbers (up to 100 m' ha· • in volume). 

Conventional logging methods are not selective and cause damage to the remaining forest. 

More recently, selective logging (reduced-impact logging - RIL) methods have been used. These cause less damage and 
allow faster regeneration of forest. 

Since the 1990s, oil palm has been planted on cleared land (Figure A4.2.8). 

One hectare of oi l palm yields up to 5000 kilograms of crude palm oil 

Most oil palm plantations are owned by the state or by transnational corporations. 

Damage to the remaining forest is proportional to the amount of t imber removed. 

Heavily-logged forest using conventional methods can remove 94% more t imber than in RIL sites. 

Conventional logging methods severely damage forest structure, leading to an increase in light-loving. riverine (i.e., living 
or situated on the banks of a river} species such as Macaranga trees 

Changes in forest structure reduce biodiversity. 

Oil palm plantations are monocultures with low species diversity. 

Oil palm plantations fragment rainforest, block migration routes and ren1ove habitats for animals 

Insecticides and herbicides are used to control insect pests and weeds, and so reduce biodiversity. 

Animals such as Asian elephants and orang-utans that st ray into the plantations can be illegally killed. 

Without forest cover, soil is eroded, making it dif ficult or impossible for the original vegetation to regrow. 

Loss of forest reduces transpiration from leaves, w hich affects local weather patterns. leading to drier areas that are more 
prone to fire. 

The valuable role that the ecosystem provides through biodiversi ty and controlling weather patterns has been reduced. 

The role of the rainforest as an economic resource (for example though ecotourism) has been reduced. 

Case study: The loss of the Great 
Barrier Reef 

The Great Barrier Reef Marine Park is 345000km2. lt is in the 
Coral Sea, off the coast of northeast Australia (Figure A4.2.9). 
It is an ·important part of lndigenous Australian culture and 
spirituality. It is also a very popular destination for tourists, 
especially in the Cairns region, where it is economically 
significant. Fishing occurs in the region as v,ell , generating 
AU$1 billion per year. 

Lin~s 
The ecology of coral reefs is covered in more detail in 
Chapter B4.1, page 353, while the threats to coral reefs are 
covered in Chapter D4.3, page 832. 

■ Figure A4.2.9 A satellite image of the Great Barrier 
Reef from 2004; the coast of Queensland is on the left, 
with the reef systems clearly visible on the right 
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Coral reefs, like rainforests, are ama;zingly diverse (and for sirnilar reasons- such as their location, 
complexity and high prodL1ctivity). The Great Barrier Reef stretches 2300 kilometres a.long the 
Queensland coastline of northern i\ustralia and is n1atle up of 3000 individual reef systems. lt 
is hon1e to 1500 species of fish, 359 types of hard coral, a Lhird of rl,e \1vorld 's soft corals, 6 of 
the world's 7 species of threatened marine turtle and tnore than 30 species of 111arine mammals 
includingvu1nerab1e dugongs (sea co,vs). In addition, there are 5000 to 8000 molluscs; thousands 
of different sponges, ,vorms and crustaceans; 800 species of echinodern1s (starfish, sea urchins) 
and 2 l5 bird species, of ,vhich 29 are seabirds (e.g. reef herons, ospreys, pelicans, frigate bi rds 
and shearwaters) 

The tb.rears to this ecosystem are n1any and varied: the causes and effects of the loss of tbe coral in 
tbe Great Barrier Reef are summa1ized in Table A-+.2 .5. 

■ Table A4.2.5 The causes and effects of the loss of t he Great Barrier Reef 

Description 

Human threats 

Consequences of 
disturbance 

The world's largest coral reef ecosystem; with its diversity of species and habitats, it is one of the rkhest and most 
complex natural ecosystems on the planet. 

rhe area the Great Barrier Reef inhabits has been exposed to many glacial cycles and first began to grow about 18 million 
years ago (although the current reef is built upon older reef platforms). 

Ecological, sociopolitical and economic pressures are causing the degradation of the coral reef and, as a consequence, are 
threatening the biodiversity of the area. 

The Great Barrier Reef was made a World Heritage Site in 1981. 

The fragile coral is easily damaged by divers' fins and boat anchors. 

Although it is Illegal to remove coral pieces fro,n the country of origin, tourists still break off bits as souvenirs. 

Over-fishing disrupts the balance of species in the food chain, and there may also be accidental damage from anchors and 
pollution from boats. 

Seafloor trawling for prawns 1s still permitted in over half of t he marine park, resulting 1n the un111tent1onal capture of 
other species and the destruction of the seafloor. 

Changes 111 land use in Australia, from low-level subsistence agriculture to large-scale farming, means the plantations 
heed heavy input of fertilizers and pesticides. Run-off frorn the soils into the sea has caused inorganic nitrogen pollution 
lo increase by 3000 %, . 

Combined with sewage and pollution from coastal settlements such as Cairns, there are excessive nutrients ,n the water 
(}nd algal blooms occur. 

Sedimentation (leading to mud pollution) has increased by 800% due to deforestation of mangroves to make space for 
tourist developments, housing and farming. 

Climate change is also a-ffecting the reef: increases in sea temperature cause coral bleaching (plant and algal life on the 
reef dies, so the reef loses colour)- aerial surveys in 2002 showed that almost 60 per cent of reefs were bleached to 
some degree. 

Available habitats for sea turtles (coral reefs and seagrass beds) are being damaged by sedimentation, nutrient run-off 
and tou rfs t development. 

Destructive fishing techniques and clirnate change cause reduction in population numbers. 

Mass coral bleaching events occurred ln 1998, 2002. 2016, 2017 and 2020 caused by tncreased sea temperatures due to 
climate change. 

Increases in sea level and changes to sea temperatures may have a perinanent effect on the Great Barrier Reef, causing 
loss in the biodiversity and ecological value of the area. 

Climate change may he causing some fish species to move away from the reef to seek waters at their preferred 
temperature. This leads to increased mortality in seabirds that prey on the fish. 
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Evidence for a biodiversity crisis 
Evidence for the cu1Tent biodiversity crisis can be dra,V11 from reports and other sources fron1 the 
lntergoven1mental Science-Policy Platform on Biodiversity and Ecosystem Services (l PBES). 

lPBES (https://ipbes.net) is an independent, intergovernmental body founded in 2017 by 
94 counr.ries to strengthen the link bet,veen scientific information and policy decisions relaring to 
conservation and the sustainable use of biodiversity, long-term human ,veil-being and sustainable 
developmenc. Although it is no1 a United Nations (UN) organization, the United Nations 
-environment Progra,nme (UNEP) provides help to IPBES. 

Results from reliable surveys o[ biodiversi ty in a v,ide a range of habitats around the ,vorld are 
required to establish cun·ent levels of biodiversity and to allo,v estimates of species extinction races 

to be calculated. Such surveys may use the Simpson's reciprocal index to compare communities 
in u ndisturbed and disturbed habitats (see page 157 earlier this chapter). Surveys need to be 

repeated to provide evidence of change in species richness and evenness. There are opportuni ties for 
cono·ibutions from both expert scientists and citizen scientists. Citizen science is scientific research 
carried out, in ,vhole or in part, by amateur (i.e. non-professional) scientists. 

There are four comn1on features of citizen science: 

• anyone can participate 
• participants use the same protocol so data can be combined and be high quality 
• data can help professional scientists come to reliable conclusions 

a ,'-'.ide com,nunity of scientists and volunteers v,ork together and share data to ,vhich the public, 
as ,veil as scientists, have access. 

C.iLizen science alJo\vs large quantities of data to be collected - more than ,vould he possible hy 

professional scienLisls alone. Given the scale and imminent threats posed by the current biodiversity 
c1isis (the sixth 1nass extinction, see page 162), citizen science offers a rapid and global 111echanis1n 
[or gathe1i ng data that can be used ro support the conservation of species. 

(o Nat re of science: Evidence 

The role of peer review and 'citizen science' 

To be verifiable, evidence usually comes from a published 
source that has been peer-reviewed, which allows the 
methodology to be checked. Scientists must adopt sceptical 
attitudes to claims and evaluate them using evidence. 

A peer review is the evaluation of work by other experts ,n the 
same field as the producers of the work (peers), The purpose 
is to check the quality, validity and credibility of scientific 
work; it is a form of self-regulation within the scientific 
community to maintain the scientific integrity of published 
papers. Independent verification of data analyses and scrent1f1c 
conclusions gives objectivity to a scientific paper. 

However, studies show that even after peer review, some 
articles sti ll contain inaccuracies and demonstrate that most 
rejected papers will go on to be published somewhere else. 

This review process is usually 'blind': the identity of the 
reviewers is not revealed to the authors by the paper's editorial 
board, and the names of the authors may not be revealed to 

the reviewers to prevent bias. However, scientists sometimes 
choose to bypass the peer-review process and publish their 
work on non-peer-reviewed platforms, such as websites 
and magazines. 

Data can also be recorded by citizens rather than scientists 
As mentioned above, this is known as 'citizen science' and 
can be done by anyone from the public with an interest 1n the 
proJects beJng studied. 

Citizen science brings benefits but also unique methodological 
concerns. The people carrying out the research are not experts 
and so there is a danger that data are inaccurately recorded. 
However, members of the public who carry out the work 
are supported by experts and training is available, as well as 
access to scientific protocols (procedures) so that data can be 
combined from many sources and be of high quality. 

Read more about citizen soence here: 
h ttps :1 /scista rter. orgtci tizen-s c i en ce 

Theme A: Unity and diversity- Ecosystems 



Causes of the current biodiversity crisis 

Human population growth 
for n1ost of Earth's history, natural processes have influenced and shaped life, such as plate tectonic 
·movements, ocean and atmosphe1ic currents, and volcanic activity. More recently. one species 

- Hon10 sapiens - has been the dominant influence on Earth's ecosystems. Early humans lived in 
balance vvich nature, as hunter-gatherers, and had little impact on their environ1nenr. Populations 
,vere lo,v in number and people lived off the land. 

12~--------------------- As humanity spread out fro1n Af1ica, eventually becorning 
farmers and clearing land co grovv crops, the i1npact or 
[--loino sapiens on the planet grew. 1'he development o[ settled 
agriculture represents one of the 1t1osLsignificanr changes 
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in hu1t1an history and enabled human populations to start 
growing. This period, kno1vn as the Neolichic ('new scone 
age') revolution, began in the ' fertile crescent' in the Middle 
Ease about 10000 years ago, and forever changed tl,e ,vay 
that humanity interacts ,viLh the environment. 
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■ Figure A4.2.10 Human population increase over 400 years 

ln recent tilnes, hun1anity's tre1nendous gro\vth in 

population, frotn around 2 nlillion in the early Neobthic 
period to over 7 bi.luon (7 X 10~) today has puc even n1ore 
pressure on tbe Earth's natural syste1ns. 

~•t• Follo,ving the development of agriculture, human populations beca1ne settled in growing •••• •1,, con1munities. Over the past 10 000 years, the domestication of n1any species of plants and animals 
(see page 142) has occu1Ted independently and in djfferent ways in different parts of the ,vorld. 
Production of staple foods enabled the human population co grow. Du1ing industrial revolutions, 
increased access to energy further fuelled population gro,vth. The ,vorld's population doubled 
bet,veen 1804 and 1922, 1922 and 1959, 1959 and 1974. lt is, therefore, taking less and less rime 
for the population to double. ln the twentieth century, population growth became e.,,qJonential 
(exponential means increasingly rapid. growth). 

Ocher factors have contributed to an increase in human population: 

• better healthcare 
• more nutritious food 
• cleaner ,var.er 
• better sanitation. 

The biggest increase in population is in less economically developed countries (lEDCs) rather than 
in more economically developed countries (MEDCs). High infant death r-ares increase the pressure 
on ,vomen to have more children, and in son1e agricultural societies parents have larger fatnilies to 

provide labour for the larn1 and as security for the parents in old age. Lack of access to contraception. 
through education or medical services. also leads to increased birth rates. 

The i111pact of e,...,_-ponential gro\vth is char enorn1ous amounts of extra resources are needed to 
support gro,ving populations (for food, housing and clothing). Human population gro1vth is an 
overarching cause of biodiversity loss, together \Vith other specific causes sud1 as hunting and ocher 
fon11s of over-exploitation; urbanization; deforestation and clearance of land for ag1iculture vvith 
consequent loss of natural habitats; pollution and spread of pest and diseases; and alien invasive 

species due to global transport. 
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This graph shows the decline of North Sea 
cod stocks as a result of overfishing. 
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As the amount of fishing has been reduced (since about 1990), the decline in spawning 
fish has been reversed. With time, this t rend may allow stocks to recover completely. 

■ Figure A4.2 .11 Overfishing of North Atlantic cod in European waters 

Hunting and other forms of over-exploitation 
Overharvesting and hunting have led to a significant reduction in population size of many species. 
Animals are hunted for food, medicines, souvenirs, fashion and to supply the exotic pet trade. 

Overharvesting of North Atlantic cod in the 1960s and 1970s led to sign ificant reduction in 
population numbers (Figure A4 2.ll). 

Urbanization 
Today, some 4.2 billion (4 2 x 109) people (55% or the world 's popular ion) live in ciries. It is 
predicted that by 2050, 68% of the \Vorld's population \vi ll live in urban areas. 

a, 

Urbanization refers to the increase in the proportion of people living in t0\\111S and cities. Living areas 
are built on land that ,vas once covered by natural habitats. For example, Ne,v York ,vas built on land 
rhar ~vas a natural wet land environment Lhese areas were drained and filled in during rhe developmen t. 
of the city. With an increasing global population and the increase in the numbers of people living 
in urban centres, the trend of increasing urbanization and loss of natural ecosyste1ns (and therefore 
biodiversity) can be expected ro continue The density of people living in cities is very high compared 
to n1ore rural areas, so it could be argued that increasing urbanization overall provides an effective and 
efficient ,vay of housing a r-apidly grovling population, compared to less-dense housing solu1ions. 

Deforestation and clearance of land for agriculture 

Deforestation 

Habitat loss due to deforestation is one of the 111ajor causes of biodiversity loss. This is especially 
true ,vhen biocLverse ecosysten15, such as tropical rainforests, are cleared (Figure A4.2.12. and 
see page 799). 

Rainforests cover only 6°/4 of the Earth's surface, yet n1ay be borne to 50°/4 of all species. The climate 
in equatorial areas provides optimal conditions for photosynthesis and, there lore, the production of 
food for consumer organisn1s (see pages 356 and 592). 

Tropical rainforests are rich in natural resources such as timber and so are vulnerable to exploitation, 
,viLh an average o[ 1.5 hectares (equivalent to a football pitch) lost every 6 seconds in 2019. 
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Conversion of land for agriculture and mining 

The increase in the world's human population from around 3 billion (3 X 109) people in the 1950s 

to over 7 billion people in 2023 (Figure A4.2.10) has led to increased den1and for food. Conversion 

of land to agriculture to produce food (Figure A4.2.13) has led to further habitat loss. Nearly 409b of 

the Earth's land surface is used for agriculture (Figure A4.2.l 4), with an area approximately the size 

of South Alnetica used for crop production, and even more land (3.2-3.6 X 109 hectares) being used 

to raise livestock such as cattle. 

■ Figure A4.2.12 Bulldozer making a logging 
road in rainforest, Sabah, Borneo 

■ Figure A4.2.13 A range of crops being grown in the UK 

■ Figure A4.2.14 Nearly 
40% of t he Eart h's surface 
is used for agriculture. 
This pie graph shows how 
agricultural land is used 
for different purposes 
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Agricultural practices have led to the destruction of native habitats and replaced them vvith 

n1onocultures (i.e. crops of only one species). Monocultures represent a large loss of diversity co1npared 

to the native ecosystems. Hov1ever, increasing awareness of this has led to the re-establishn1ent of 

hedgero,vs and undisturbed conidors that encourage n1ore natural comn1unities to return. 

Habitats can also be lost through mining activities. Mobile phones contain an essential metallic 

element (tancalu111) which is obtained by mining coltan (a metallic ore that contains the elements 

niobium and tantalum). Cohan is found mainly in the eastern regions of the Democratic Republic 

of Congo - mining activities in these areas have led to extensive habitat destruction of forests that 

contain gorillas and other endangered ani111als. 

Natural habitats have also been cleared to make \Vay for plantation crops. Sugar cane plantations 

have replaced tropical forest ecosysten1s, such as mangrove in Australia, and oil palm plantations 
throughout South East Asia have led to the widespread loss of tropical forests (page 165). 
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Lin~ 
The effects of 
pollution are 
explored in depth in 
Chapter D4.2, page 
810; how fert ilizer 
use in agriculture 
leads to pollution 
is on page 808 and 
plastic pollution is on 
page 812. Atmospheric 
pollution (climate 
change) is discussed 
further in Chapter 
D4.3, page 820. 

♦ Alien species: species 
that are introduced into 
an area by human activity. 
♦ Invasive species: 
an alien species that 
has increased rapidly 
in number, having a 
negative effect on the 
environment and on 
native species. 

Some parts of the world are more intensively farmed than others (Figure A4.2.15). 

.. 

o 1500km 
L....J 

Key 

D Less than 15% D 33%-50% ■ 67%-89% 
D 15°/o-33% ■ 50%-67% 0 No data 

■ Figure A4.2.15 Agricultural land as a percentage of t otal land area 

Pollution and the spread of disease 

N 

Pollution is the adclition to an environment of a substance or agent (such as heat) by human activity, 
at a rate greater than chat at \Vhich it can be rendered hannless by the environment, and \Vhich has 
an appreciable effect on the organisms in thac environment. Pollution, including chemicals, litter, 
nets, plastic bags and oil spills, damages habitats and kills animals and plants, leading Lo the loss of 
life and reduction in population numbers of species. 

Hu1nan e£lects on the environment cause the spread of diseases. The golden toad (lnci/ius periglene.s) 

,vas a s1nall, shiny, bright toad once co1nmon in a small region of high-altitude, cloud-covered 

tropical lorests, 0.5 km by 8 km in area, above the city of Monteverde in Costa Rica. This species was 
first discovered in 1966 but \Vas recorded as extinct by the IUCN in 2004. The last recorded sighting 
of the toad \Vas in 1989. Possible reasons for its extinction include airborne pollution or infection by 

fungus or parasites spread by increasing global temperatures. 

Small populations are particularly prone ro being affected by diseases. Reduced population size leads 
to a reduced gene pool, leaving a species n1ore prone to disease and inbreeding (for exa1nple, the 
critically endangered Asiatic cheetah in Iran). 

Invasive species 
When humans started trading with one another between continents, many species \Vere removed 
from their native habitats and transported vast distances into new environn1ents \Vhere rhey had not 
existed before and where they ,vould not naturally have reached. In all countries around the \vorld, 
there are now many species of nora and fauna that are non-native to that region. Some non-native 
species were deliberately introduced, for example in the UK the rabbit \Vas introduced from 
Nonnandy, France, and the buddleia (a no,vering plant endemic to Asia, Africa and the Americas) 
from China. Other species may arrive in a country by accident, as un,vanted colonizers. These alien 

species in many instances became invasive species when they adversely affected endemic (native) 
species by competing with the1n , leading to a reduction in the population of endemic species. 
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(e Common 
mistake 
The term 'alien species' 
is not synonymous 
with 'invasive species·. 
'Alien' refers to a 
species that has been 
introduced outside its 
natural distribution. 
'Invasive' means that 
a species expands 
into and modifies 
ecosystems to which it 
has been introduced. 
A species may be alien 
without being invasive. 

Invasive species case study: Lionfish 
Over the past decade the red lionfish (Pterois 

volitans), a reef fish native to the Indo-Pacific 

ocean , has become increasingly abundant in 

the Atlantic and Caribbean oceans, where it 

has not historically been found (Figure 

A4.2.16). Cu rrent distribution includes the 

Atlantic coast of the USA, the Caribbean 

coasts of Central and South Aln erica, the Gulf 

of Mexico, the Greater Antilles and the 

Leeward Islands. Scientists believe that the 

fish escaped fron1 aquaria in Florida into US 

coastal vvaters and has since expanded in 

nun1bers due to a lack of con1petition and 

predation, along vvith abundant food supplies. 

I 

■ Figure A4.2.16 A lionfish on a coral reef 

Lion fish are venornous and aggressive marine fish. They belong to the [amily Scorpaenidae; the 
genus to ,vhich they belong (Pterois) is characterized by reel, vvhi te and black stripes (used to put off 
predators by indicating toxicity, or by breaking up body forn1), and elaborate pectoral and dorsal fins. 
This makes then1 inedible to the predators in the Atlantic and Ca1ibbean. Lionfish have been shown 
to overpopulate reef areas and force native species to move to areas where conditions may be less 
favourable for them. They therefore pose a major potential threat to reef ecological systems on the 
east coast of the USA and the Caribbean. 

Invasive species case study: Water hyacinth 
\,\later hyacinth (Eichhon1ia crassipes, Figure A4.2. l 7) \vas 
introduced as an ornamental plant to the LJSA from South 
America in the 1880s. By the early 1960s, the floating water 
hyacinth covered more than 50000 hectares of public lakes 
and navigable rivers. The plant g rO\VS rapidly, fonning dense 
1nats that can spread across \vater surfaces, eventually covering 
entire bodies of water. Th is reduces the native algae and 
plankton in the ,vater, \vhich are food for the native species 

■ Figure A4.2.17 Water hyacinth in a Louisiana swamp 

of fish and other \vildlife. The 1vater hyacinth is therefore 
destroying native \vetlands and \vaterways, reproducing very 
quickly and cro1vding out native species. 

Invasive species can lead to the extinction of the native species. For example, in l-lavvaii many 

species of endemic snail have been vviped out by habitat loss, the introduction of rats to the islands, 

and also following the deliberate introduction in 1955 of the carnivorous snail E11glandia to control 

the alien African snail. Euglandia ate not only the African snail but also the endemic snail species. 

If an alien species does not have the usual lin1iting factors that control it in its home environment, 

such as predation, disease and co1npetitors, it will be able to reproduce rapidly and increase in 

nun1bers, putting pressure on native species. 

ATLA4.2C 

Find out about an invasive species in your local area. Where did the species come from and how 
was it introduced? How is it affecting native species? Is it possible for the invasive species to be 
removed or managed? 
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♦ rn situ conservat~on; 
the conservation of 
species in their natural 
habitat. 

Approaches to conservation of biodiversity 
Conservation, in ecological tenns, n1eans srriviJ1g to 'keep ,vhat we have'. Conservation biology is 

the scientific study of Earth 's biodiversity ,vith the ain1 of protectiJ1g habitats and ecosystems, and 

therefore species, from human-made disturbances. such as deforestation and pollution. 

Conservation activities aim to slow the rate of extincrion caused by the knock-on effecr.s o[ 

unsustainable exploiLation o[ natural resources and co maintain biotic interactions benveen species. 

In situ conservation 
In situ conservation is the conservation of species in their natural habitaL This 1ueans chat 

endangered species, for example, are conserved in tbeir native habitat. Not only are the endangered 

animals protected. but also the habitat and ecosystem in ~vh.icb they live. leading to the preservation 
of 1uany other species. In siru consen,ation works within Lhe bounda1ies of conservation areas or 

nature rest>rves. 

Ln siru conservation may require active n1anagen1ent of nature reserves or national parks. This may 

1nean active cleariJ1g of overgrowth, li1uiting predators, controlling poad1ing, controlJing access, 

reintroducing species that have become locally extinct and ren1oving alien species. Ln addition to 

such 1neasures, successfully protected areas also: 

• provide vital habitat for indigenous species; this can include habitat and food for 111igrating 
species such as birds 

create con1rnunitysupport for the area 

• receive adequate funding and resources 

• carry out relevant ecological research and monito1i11g 

• play an important role in education 

are protected by legislation 

• have policing and guarding pohcies 
give the site economic value. 

The effect of biogeographic factors 

Biogeographic factors affect species diversity and so need to be considered ,vhen planning 

nature reserves. 

lsland biogeography Lheory predicts thaL smaller islands of habitat ,vill contain fe,ver species than 

larger islands. Therefore, it is inevitable that proLected areas vvill have losL sorne of Lhe diversiLy seen 

111 the 01iginal undisturbed ecos)'stem. The p1inciples o[ island biogeogn1phy can be applied to the 

design of reserves (Figure A4.218) 

■ Table A4.2.6 Features of protected areas that are better or worse for conservation (see Figure A4.2.18) 

Better Worse 

A single large area single small area 

B single large area several small areas of the same total size 

C intact habitat fragmented and disturbed habitat 

D areas connected by corridors separated areas 

E round (= fewer edge effects) not round (= more edge effects) 
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size edge 

effective design 

ineffective design 0 

isolation 

00 
00 
00 
00 

corridors 

■ Figure A4.2.18 Features of effective nature reserves 
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Nature reserves that are bener for conservation have the tollowmg features . 

• They are large, so that: 

O they support a greater range of habitats and, therefore, greater species 

diversity 

1) there are higher population uumbers of each species 

0 there is greater productivity at each trophic level, leading to longer food 

chains and greater stability 

O they can ,naintain cop carnivores and large ,namrnal.s. 

• They have a low perimeter to area raLio to reduce edge effecLs. Fe,ver edge 

effects mean more of the area is undisrurbed. Edge conditions are very 

different to those of the interior habitat (hotter, less humid and ,vinctier), 

and so flor.:1 and fauna that are in Leri.or specialists cannot survive i11 edge 

conditions. The best shape for a reserve is a circle as this has the lo\vest 

edge to area ratio - it is better than an extended strip of land, or one chaL 
~ 

V> 5 <ll 
short-distance migrants and permanent residents has an undulating edge, even if the toLal area is che sa,ne. 
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• • If areas are divided, then frag1nented areas need co be in close proximity LO 

alJo\v animals and plants co move bec,veen frag,nents, or there needs co be 

corridors to join fragmentS. 

(J Gene flow ber,veen fragmented reserves is maintained by enabling 

movement along corridors. 

• long-distance migrants 
O lY[ovemenr of large n1an1n1als and top carnivores bet\veen fragments is 

maintained by corridors . 
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■ Figure A4.2.19 The theory of island 
biogeography e)(plains species diversity 
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Figure .1\4.2.19 sho,vs ho\v variables associated wirh island biogeograrh>' 

theory correlate with species richness. 



♦ Rewilding: a form 
of environmental 

conservation that seeks to 
reinstate nat u ra I processes 
and, w here appropriate, 
missing speo es, allowing 
t he complex interactions 
that exist in an ecosystem 
to be reinstated. 

Evaluate 
the pclrticular 
challenges in 
management of a 
nature reserve that 
is maintained near 
your home, school 
or college. 

Rewilding and reclamation of degraded ecosystems 

Other cases of in situ conservation involve 'rev,ilding' and reclan1acion of degraded ecosystems. 

Rewilding airns to restore ecosysten1s and reverse decfu1es in biodiversity by allo,ving ,vilcllile and 

natural processes to reclai1n areas no longer under hun1an n1anagement. It is a forn1 oi environ1nental 

conservation that can significantly increase biocliversiry in an area. Re,vilcling reintroduces lost 

animal species to natural environments, such as cop predators that have a significant effect on the 
food web and trophic levels in an ecosystem. For exaLnple, the US National Park Service began co 

reintroduce the grey ,volf (Canis lupus) into Yello,vscone National Park in the mid-1990s. This lowered 

the local elk populadon (Cervus canadensis) population and their overgrazing of plants. 

Re,vilding has three main principles: 

1 Core habitat areas tbac support biodiversity are established. 

2 Con nectivicy: corridors of habitat connect the core areas, allo,vi ng 111ovement or biodiversity 

bet\veen different parts of the landscape. 

3 Carnivores: cop predators are needed co maintain the ecological balance of communities. 

Carnivores represent the apex predators '1vithin ecosysre1ns \vhose presence and reintroduction 
,vichin a landscape enables ecosysten1 restoration. 

The benefits ofre,viJding inch1de: 

■ l'ncreasing storage of carbon from Lbe acmospbere: for example, in the U l< ic is esrin1aced Lhat by 

restoring and protecring native woodland, peat bogs. heaths and grasslands (a total area of over 

6 million hectares), 47 million tonnes of CO
2 

per year could be captured and scored. This figure 

is more than a tenth of current Ul< greenhouse gas en1issions. 

■ Helping ,vi!dlife adapt co climate change: connections between different ,viJdlife reserves 

allow animals to move and habitats co adapt as climate change leads to the north1vard shift of 
ecosysce1ns (as the ce1nperarure in northern latitudes, on average, warms). This has che potential 

co save a significant number of species from climate-driven decline or extinction. 

■ Reversing biodiversiry loss: re,viJding allows a reversal of biodiversity decline and extinction. 

• Supporting economic opportunities for local people: re\,vilcling bas the potential to help 

communities gro,v and thrive Lhrougb nature-based enterprises, production and en1ployrnenc 

opporrun.i ties. 

• Improving health and ,veil-being: reclainled and restored areas provide clean water, healthy soils, 
flood defences, food and unpolluted air, all of ,vhich support human health and ,veil-being. 

It's bnportan t that everyone bas access to natural environments, especially people ,vho Live in 

urban areas. 

Ecosysten1 res toration n1ea□-s preventing, halting and reversing the dan1age caused co degraded 
ecosystems. Efforts co restore ecosystems and species can involve active 111anagement of che land, 

for exaLnple replanting native trees to restore forest cover (Figure A4.2.20). Re,vilding 1nay involve 

reorganizing and regenerating ,vildness in an ecologically degraded landscape. This n1ay n1odify the 
biodiversity that ,vould have originally been present, perhaps to n1anage the landscape in the long 

tern1 with 111aximum sustainability in a changing ,vorlcl (e.g. through clin1ate change). Restoradon 

ecology ain1s to retun1 an ecosystem co as close to its former state as possible after a 

major disturbance. 
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♦ Ex situ 
conservation: the 
preservation of species 
outside their natural 
habitats. 
♦ Germ plasm: cells 
that are capable of, or are 
produced by, sexual cell 
division or fertilization, 
such as sperm, pollen and 
seeds (i.e. they contain 
the genetic material that 
is passed down from one 
generation to the next). 

5 Outline the 
strengths and 
weaknesses of ex 
situ conservation. 

■ Figure A4.2.20 Active management of the land in Scotland, UK, where exotic 
pine tree species are removed and replaced with native broadleaf trees 

Ex situ conservation 
Ex situ conservation is the preservation of species outside their natural habitats. For animals, chis 

usually takes place in zoos, which carry out captive breeding and reintroduction programmes: 

• a sn1all population is obtained from the •vild or fro1n other zoos 

• enclosures for anin1als are made as sin1ilar to their natural habitat as possible 

• breeding can be assisted through artificial inse1nination. 

Botanical gardens have a role in the ex situ conservation of plants, \vhere both living collections and 

seed banks are used to store genetic diversity. The storage of germ plasm represents a live information 

source for all the genes in a species of plant, ,~1hich can be conserved for long periods and regenerated 

\vhenever it is required in the future. Germ plasm conservation is the 1nost successful method to 

conserve the genetic characteristics o[ endangered and commercially valuable species. 

Tissue banks score body tissue and can be used co provide material from ,vhich researchers can 

extract genomic DNA, potentially co restore endangered or even extinct organisms. 

Case study: The golden lion tamarin 

The golden lion ramarin (Leontopithecus rosalia, Figure A4 2.21) 

,vas critically endangered , but its conservation status has 

improved due co human intervention. Found in the tropical 

rainforests of Brazil, 90% of the golden lion tamarin's original 

habitat has been cut do1,vn and the remaining forest is small and 

fragmented . The species is only found in one small area of Brazil 

and so is especiallyvunerable to extinction. The monkey was 

thought by some to carry human diseases, such as yellow fever 

and malaria, and so was hunted to near extinction. The loss of 

the species would have affected ocher species such as insects 

and small lizards, ,vhich the monkey ate, causing those species 

to become more numerous. larger animals chat preyed on the 

monkey ,vould decrease in number. Overall, the food chains 

■ Figure A4.2.21 A golden lion t amarin monkey 
(Leontopithecus rosa/ia) 

of the rainforest v,rould become shorter, producing changes in 

other trophic levels and imbalances in the forest food web. 
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Captive breeding programmes (ex situ conservation) in places such as Bristol Zoo in the UK have 

increased nu1nbers, allowing release into the \vild. There are also efforts to preserve the native [orests 

of the monkey in Brazil (in situ conservation), for example at the Reserva BLologica de Poi;o das 

Antas, near Rio de Janeiro. Novi, the numbers in the \vild have increased fron1 a lo,v of 400 in the 

1970s to about 1000 today. 

The case of the golden lion tamarin indicates ho\~' both in sin1 and ex situ conservation is needed to 

conserve species effectively: combining boch in situ (e.g. protected areas) and ex situ (e.g. zoos and 

captive breeding) mechods can be the best solution for species conservation in many instances. 

Case study: The Bengal tiger 

The Bengal tiger (Panthera tigris tigris, Figure A4 2 22) is found 

mainly in India, \Vith smaller populations in Bangladesh, 

Nepal, Bhutan and China. Although it is one of the most 

numerous subspecies of tiger, vvith more than 2500 left in 

the wild, the subspecies is under threat from habitat loss and 

poaching. Tiger reserves established throughout India in the 

1970s helped to stabilize numbers and are helping to protect 

the species. Mangrove forests in Bangladesh and India, known 

as the Sundarbans, are the only,nangrove forests \vhere tigers 

are found. The Sundarbans are threatened by increasing sea 

level caused by climate change. The Bengal tiger is helping to 

atcracr tourists to the Sundarbans and other areas, rbus raising 

■ Figure A4.2.22 The Bengal tiger (Panthera t igris t igris) money for conservation. 

'Project Tiger' \Vas launched in India in 1972, with the joint aim of preserving areas where the tiger 

is found as ,vell as ensuring the ongoing survival of a healthy population of tigers. Captive breeding 

of Bengal tigers is helping to 1naintain the generic diversity of rhe species. A Bengal tiger studbook 

keeps a record of which Bengal tigers are kept in captivity and their breeding history. By avoiding 

inbreeding \vithin populations and cross-breeding with other subspecies of tiger, the generic integrity 

of the Bengal tiger can be maintained. 

Again, a combination of habitat protection and captive breeding is helping to conserve this important 

ani1nal. No single approach by itself is sufficient, and different species require different measures. 

Threats to the Bengal tiger are different to those of the golden lion tamarin. The golden lion ta1narin 

is endangered largely due to its restricted distribution within a sn1all area of Brazil , \vhile the Bengal 

tiger is endangered due to habitat loss and poaching. One species is a stnall primate and the other a 

big carnivore that requires large areas to hunt for prey. Each has specific ecological requirements that 

need to be protected if they are to be conserved. 

EDGE of Existence programme 

International conventions on biodiversity 
fnternarional conventions have shaped attitudes to\vards sustainability. Tbe UN Conference on 

the 1-luman Environment (Stockholm, 1972) was rhe first time chat the international community 

mer to consider global environment and development needs together. lr led to the Stockholm 

Declaration, \Vhich played an essential role in setting targets and triggering action ar both local and 

international levels. 
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In 1992, the UN Rio Earth Summit resulted in the Rio Declaration a[ld Agenda 21: 
• The r.arch Sumn1it ,vas attended by 172 governn,ents and set the agenda for the sustainable 

development of the Earth's resources. 

• The Earch Su111mit led to agreement on t\VO legally binding conventions: cbe UN Convention on 
Biological Diversity (CBD) an<l the UN Fn1rne,vork Convention on Climate Change (UN t'CCC). 

• Both Lbe U NC.HD and U NFC CC are governed by the Conference of the Parties (CoP), \Vhich meets 
either annually or biennially to assess the success and future directions of the Convention. ror 
example, CoP 15 of the CBD ,vas held bet\veen 25 April and 8 May 2022, in Kunming, China. 

The CBD developed c.he 'Vision of me Srrategic Plan for 13iocliversity' that ran between 2010 and 
2020. lts stated aim ,vas: 'By 2050, biodiversii:y is valued, conserved, restored and vvisely used, 
maintaining ecosystem services, sustaining a heakhy planet and delivering benefits essential for 
all people.' 

A 'post-2020 framework' has now been put in place ~vhich seeks to 'b1ing about a transfon11ation in 
sociei:y's relationship with biodiversity'. Both plans highlight the need for 'transfonnative change' to 
better appreciate the value of biodiversity and to ,1vert its loss. 

Phylogenetic diversity and conservation 
Phylogenetic diversity is an important aspect of biodiversity, as it n1easures the evolutionary 
history represented by a set of species. The extinction of a species that rcpresenls an entire branch 
of the 'tree or life' means a significant loss of diversity, as \veil as the loss or an evolutionarily 
dis ti net species. 

A pracncal methodology for applying the concept of phylogenetic diversity co conservation is being 
used in the 'EDGE lislS' produced by me Zoological Society of London (ZSL). EDGE (Evolutionarily 
Distinct and Globally Endangered) species are those ,vhich clisproportionacely represent c.hreatenecl 
phylogenetic diversity. 

EDGE species are those chat have an above-n1ecliau Evolutionary Distinct (ED) score. and are also 
tbreatened ,;vitb extinction (Critically Endangered, Endangered or Vulnerable on the IUCN Red List), 
There are currently over 550 EDGE n1an1n1al species (around 10'Yo of all species) and over 900 EDGE 

an1phibian species (around 13% of all species). Potential EDGE species are those vvith high ED 

scores but ,vhose conservation status is unclear. 

EDGE species identified so far include ma1nmals, a1t1phibians, birds, corals, reptiles, gy1nnosperms 
(a group o( plants \vhich include conife rs) and elasmobrancbs (sharks. rays and skates). 

EDGE species represenr an opportunity to stop the loss of phylogenetic diversity. In 2012, the 
IUCN adopted a resolurion that recognized the in1portance of conserving threatened evoluLionarily 
distinct lineages. 

ATLA4.20 

You need to be able to understand the rationale behind focusing conservation efforts on 
evolutionarily distinct and globally endangered species (EDGE). 

Find out about the EDGE programme here: www.edgeofexistence.org 

Using the EDGE programm~ website, research the answers to the following questions: 
1 How are priori ty EDGE species identified? 
2 What is meant by 'Evolutionarily Distinct' (ED) species? 
3 What is the IUCN Red List and how is Lhis used to assess the conservation status of plant and 

animal species? 
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~ Nat re of science: Global imoacl of sc·ence 

Complex issues associated with conservation efforts 

There are many arguments for preserving species and habitats. These include: 

Ethical Every species has a right to survive; we have a responsibility to safeguard resources for 
future generations. 

These are very broad and can include the intrinsic va lue of the species or the 
utilitarian value. 

Cult ural The culture of a community can determine how it interacts with the natural world; for 
example, the indigenous Khmer Dauem community in Cambodia have, through their 
customs and traditions, been protecting the critically endangered Siamese crocodile and 
endangered Asian elephant. 

Economic Value of genetic resources for humans (e.g. improved crops). 

Commercial considerations of the natural capital (e.g. new medicines). 

Value of ecotourism (whlch benefits from higher levels of diversity). 

Political Governments are responsible for putting in place local conservation strategies, so 
decisions depend on which political party is in place (fn democratic countries). 

Strategies that are appealing to the public are more likely to be put forward as these are 
more likely to get the party that proposes them elected. 

Political tensions arise when more than one appropriate management strategy exists. 

Ecological or Conserving rare habitats (e.g. endemic species require specific habitats). 
environmental Ecosystems with high levels of diversity are generally more stable: healthy ecosystems 

are more likely to provide ecological services (e.g. pollination, food production). 

Species diversity should be preserved as it can have knock-on effects on the rest of the 
food web. 

Social Loss of natural ecosystems can lead to loss of people's homes, sources of livelihood 
and culture. 

Areas of high biodiversity provide income for local people through tourism, for 
example, and so support social cohesion and cultu1al services. 

Each of these issues will affect decisions on which species should be prioritized for conservation 
efforts. Because the issues are complex, they need to be debated to ensure the most effective 
conservation strategies are implemented. 

In what ways is diversity a property of life at all levels of biological organization? 
How does variation contribute to the stability of ecolbgical communities? 
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Adaptations 
are forms that 
correspond to 
function. These 
adaptations persist 
from generation to 
generation because 
they increase the 
chances of survival. 

♦ Macromolecule: very 
large organic molecule 
(e.g. protein, nucleic acid 
or polysaccharide). 

' 

Guiding questions 

• In what ways do variations in form al low diversity of function in carbohydrates 
and lipids? 

• How do carbohydrates and lipids compare as energy storage compounds? 

This chapter covers the following syllabus content: 
► B1 .1.1 Chemical properties of a carbon atom allowing for the formation of diverse 

compounds upon which life is based 
► B1.1.2 Production of macromolecules by condensation reactions that link monomers 

to form a polymer 
► B1 .1.3 Digestion of polymers into monomers by hydrolysis reactions 
► B1 .1.4 Form and function of monosaccharides 
► B1 .1.5 Polysaccharides as energy storage compounds 
► B1 .1.6 Structure of cellulose related to its function as a structural polysaccharide 

in plants 
► B1.1.7 Role of glycoproteins in cell - cell recognition 
► B1 .1.8 Hydrophobic properties of lipids 
► B1 .1.9 Formation of triglycerides and phospholipids by condensation reactions 
► B1 .1.10 Difference between saturated, monounsaturated and polyunsaturated 

fatty acids 
► B1.1.11 Triglycerides in adipose tissues for energy storage and thermal insulation 
► B1 .1.12 Formation of phospholipid bilayers as a consequence of the hydrophobic and 

hydrophilic regions 
► B1.1.13 Ability of non-polar steroids to pass through the phospholipid bilayer 

Note: There is no higher-level only content in 81.1. 

Chemical properties of the carbon atom 
Living organisn1s contain lots of different molecules. Many are large macromolecules made fron, 

smaller n1olecules. The most common atoms present in these 111olecules are carbon (0, hydrogen (l-1), 

OX)'gen (0) and nitrogen (N). Some biomolecules contain sulfur (S) and phosphorus (P). 

Carbon has unique properties that make life possible. These are outlined belo,v 

1 Atoms con1bine (or 'bond') to form n1olecules in ,vays that produce a stable arrangement of 

electrons in the outer shells of each atom. Aton1s are most stable \vhen their outer shell of 

electrons is con1plete. The first electron shell of an atom can hold up to two electrons and then it 

is full. The second shell can hold a maximu1n of eight electrons. Carbon is a relatively small ato1n. 
It has four electrons in its second shell and can form four strong, stable covale11t bonds. A single 

covalent bond is fanned \vhen two ato1ns share a pair of outer electrons. For exa1nple, carbon 

aton1s forn1 four single bonds in the 1nethane 1nolecule (CH), a hydrocarbon, by sharing their 
four outer electrons (Figure Bl.1.1) ~-vith four hydrogen atoms. 
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The 'skeletal' formulae 
in Figure 811 .2 show 
carbon atoms but not 
hydrogen atoms. Full 
skeletal diagrams have 
carbon atoms that 
are implied when two 
lines intersect - the 
hydrogen atoms are at 
the end of each line. 

Four hydrogen atoms share their single electrons with 
one carbon atom, so filling its outer shell. 

4xH: C: 

nucleus 

/ ' 
I \ 
l I + 

/ 

1 electron 

nucleus inner 
shell 

o- -
/ / \ 

I I l 
l 10 -➔ 

\ 0 / / 
- - ✓ ... 

outer shell with 
4 electrons 

■ Figure B1 .1.1 Methane, the simplest organic compound 

--

a covalent bond can also 
be represented by a line· 
this gives a two-dimensional 
representation of methane 
(structural formula) H 

I 
H--C--H 

shared pairs 
of electrons 

I 
H 

2 Covalent bonds are the strongest bonds found in biological n1olecules. This means they need the 

greatest input of energy to break then1. So, covalent bonds provide great stability to biological 

molecules, many of which are. very large. Carbon ato111s are. also able. to forn1 covalent bonds 

,vith aton1s of O>-.')'gen, ni trogen and su lfur, forming different groups of organic molecules with 

distinctive properties. 

3 The covalent bonds are only broken during specific chemical reacrions ,vith other molecules. 
Molecules are attracted to each other by much \veaker intermolecular rorces, which can be easily 
broken and reforn1ecl. 

4 Carbon has a critical role in the cell because of its ability to form four strong covalent bonds ,vich 

other carbon aton1s to give a stable chain, branched chains and cyclic structures ('rings') 

(Figure Bl .1 2). 

"'-I I/ - c c -

\I \I \I \I 
/ c.........__/c.........__/c'-....../c.........__/ 

"' / - c- c-

/ "' 
■ Figure B1.1.2 Carbon 
'skeletons' (where 
hydrogen is not shown) 

IC\ IC\ IC\ IC\ 
- C C -

/1 I"'-
chain branched chain nng 

also w ritten as also w ritten as >--< also written as 

A1 leas1 2.5 million organic compounds exist - more 1 han the r.otal of known compounds of an 
rhe 01her elemen1s, in facr. Organic compounds include am ino acids, which form proteins; fatty 
acids, a componen1 of lipids; and carbohydrates such as glucose (Figure Bl .1.3). 
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The diversity of 
carbon compounds 
fndudes molecules 
with branched or 
unbranched chains and 
single or multiple rings, 
e.g. see Figures 81 .1.2 
and BL1.3. 

t I 

Carbon atoms can 
form up to four 
single bonds or a 
combination of single 
and double bonds with 
other carbon atoms or 
atoms of other non• 
metallic elements. 

♦ Double bond: a 
chemical bond in which 
two pairs of electrons 
are shared between two 
atoms. This type of bond 
involves four bonding 
electrons between atoms, 
rather than the usual 
two bonding electrons 
involved in a single bond. 

straight 

short long 

H H H H H H H H H 
H 

CH3 

I //'o I I I I I I I I I //'o "' c,Y c,Y N C H C C C C C C C C C 
/ I "" I I I I I I I I I "" H OH 

H H 

short chain (in the 
amino acid alanine} 

branched 

branched chain (1n the amino 
aetd valine) 

H H H H H H 

long chain (in a fatty acid) 

or ring form 

CH10H 

I 
H C - 0 H 

\/~ \/ 
C C 

/ \ ?H ~/ \ 
HO C--C OH 

I I 
H OH 

l11e ring form (of a-glucose) 

■ Figure B1.1 .3 Examples of different structures of organic compounds 

OH 
H H 

5 The four covalent bonds of carbon ato1ns point to the corners of a regular tetrahedron (a pyramid 

with a triangular base, Figure Bl.l.4a). This is because the four pairs of electrons repel each 

ocher and so position themselves as far away from each other as possible. If there are di-flerent 

groups attached to each of the four bonds around a carbon aton1, there are two different vvays 

of an·anging the groups (Figure B1. l.4e). This can lead to forms of n1olecules chat are 111irror 

irnages of each other. Carbon atoms vvith four different atoms or groups attached are said co be 

~y1nn1euic. This is another cause ofva1iety among organic molecules. 

the carbon atom is at the 
centre of the tetrahedron, a 
three-dimensional 
structure. e.g. methane 

a 

H 

H 

H 

1-1 

'ball and spring' 
model 

space-f illing 
model 

perspective 
formula 

b H 

I 
C d 

./C I I 

H" ~
1111

H 
H 

with different groups attached to each of the four bonds. there are 
tvvo ways of arranging them. each a mirror image of the other 

CHO CHO 

H t:::=> C c::.:::::J OH HO t:::=> C c::.:::::J H 
I 

' I . 
CH20H CH 20H 

these two forms of glyceraldehyde have very similar 
chemteal properties, hut cell enzymes tell them apart 
- and will only react with one of them 

■ Figure B1.1.4 The tetrahedral carbon atom 

H 

6 Carbon atoms can forn1 n1ore cban one bond bet,veen che.111 (f igure Bl .1.5). For exan1ple, carbon 

aton1s may share t\Vo pairs of electrons to form a double bond. Nitrogen and oxygen also form 
double bonds. Carbon con1pounds chat contain carbon=carbon double bonds are kno,vn to 

chemises as unsaturated. This introduces yet n1ore variety to the range of carbon con1pouncls 
chat n1ake up cells. V,/e ,vill 1neet unsacurated fats that are biologically in1portant shortly. 
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♦ Functional group: 
the chemlcally active part 
of a member of a series of 
organic molecules. 

a double bond 1s tormed when two 
pairs of electrons are shared, for example 
C==C in ethene (ethene is a plant 
growth regulator) 

other double bonds, common in 
naturally occurring compounds 

■ Figure B1 .1.5 Carbon double bonds 

H H 

)c=c( 
H H 

"" c= o 
/ "" C - N--

/ 

7 Many biomolecules \vill have functional groups (Figure Bl.16) attached to a carbon skeleton. 
These [uuctJonal groups n1ake tbe molecule reactive and able ro react \Vlrh otbern1olecules to 

form larger molecules. 

~1any biological compounds have functional groups containing carbon bonded to oxygen 
(Figure Bl .1.6). Each functional group gives tl1e molecule unique physical and che1nical 
properties, Carbohydrates contain the hydroxyl group, fatty acids contain the carbox.yl group and 
lipids contain the ester group. 

H ' c~ --aldehyde functional 
I group H 

other functional 
groups: 

alcohol 

1-1 
I H- C- OH - C 

HO-t-H ~ 
I 

-C-OH 
I 

the -OH is called a 
hydroxyl group 

H 
I 

H- C- OH (or -CHO) 
f1 I 

H-C-OH 
I 

CH 20H 

glucose 
an aldose 

lH20H 
C= O --ketone functional 

HO - t - H group 

I 
H-C-OH 

I 
H- C- OH 

~H10H 

fructose 
a ketose 

I -c
l 
C=O 
I -c-
l 

aldehyde 

ketone 

carboxylic acid 

-c 
\ 
H 

the C =O is called a 
carbonyl group 

the -C OOH IS called a 
carboxyl group. In water 
this loses an H+ Ion to 
become -coo-

esters esters are formed by combining an 
acid and an alcohol 

I ;J 
-c-c 

I "DH 
I 

+ HO-C
l 

■ Figure B1.1.6 Biological functional groups alcohol ester 

i I 

There are four major 
classes of biomolecules 
that are synthesized by 
cells: nucle1C acids (DNA 
and RNA), proteins, 
lipids (fats and oils) 
and polysaccharides 
(carbohydrates). 

All carbon con1pounds therefore fit into a relatively sn1all nu1nbers of 'fan1ilies' of con1pounds 
(homologous series), \.vith the fan1ilies identified by the functional group, \vhich gives the111 their 
characteristic d1e1nical properties. The ren1ainder of the organic molecule, apart from tbe functional 
group, has little or no effect on the chemical properties of the functional group, and is referred to as 

the R-group. 

Due to these properties, molecules containing carbon exist in vast nu-1nbers. We now know that 
living organisms control their composition and r unctions by a complex \,veb or chemical reactions. 
One outcon,e is the presence in cells or a huge range of organic compounds. 1'hese \Vill be 
introduced in following sections. 
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TOK ■ Organic and inorganic compounds 

Regarding the four major 
classes of biomolecules, 
how does the way that 
we organize or classify 
knowledge affect what 
we know? 

Organic n1olecules are n1olecules that are n1ade of carbon and hydrogen, such as urea, CO(NH)l' 
proteins, sugars and lipids, v.rhich are found in living organisn1s. Hydrocarbons such as methane, 
CH

4
, are organic, although not found in living organisms. Son1e sin1ple carbon compounds are not 

considered organic, for example carbon dioxide (CO), carbonic acid (H
2
C0

1
) and hydrogen 

carbonate ions (HC0
1

- ). inorganic compounds are all other compounds, such as ,,,vater (H
2
0) and 

phosphoric(V) acid (H
3
PO 

1
). 

~t11re of science• Science as a sharPrl ~rider1vn11r 

Scientific conventions - SI metric units 

Since the eighteenth century, scientists have sought to 
establish common systems of measurements to enable 
international collaboration across science disciplines and ensure 
replication and comparability of experiments. Measurements 
are based on the International System of Units (Systeme 
International d'Unites), abbreviated to SI, and metric systems. 
There are two types of quantities: 

1 fundamental quanti ties, such as length (m), time (s), 
t emperature (K) and mass (kg) 

derived quantities, such as volume (m3) and 
density (kg m-3) . 

The metric multipliers (see Table 81 .1.1) are used with very 
large numbers (for example, in ecology) and very small 
numbers (often used in microscopy and biochemistry). 

■ Table B1 .1.1 Metric multipliers 

Power of 10 Prefix name Symbol 

10-• nano n 

1 o-6 micro µ 
1 o-, mil Ii m 

10-1 centi C 

1 O' kilo k 

1 o• mega M 

1 o• 919a G 

Tool 3: Mathematics 

Applying and using SI prefixes and unit s 

SI units are based on the units of six base quantit ies 
(see Table 81 .1.2). Although it is not formally an SI unit, 
the degree Celsius (°C) is often used as a measure 
of temperature. 

■ Table B1.1.2 Selected 51 base units 

Property measured Name of unit Abbreviated unit 

time seconds s 

mass kilogram kg 

length metre m 

temperature kelvin K 

electric current ampere A 

amount of substance mole mol 

(imK 

Units indicate what a given quantity is measured in. 
A measured quantity without units is meaningless, 
although some derived quantities in biology do not 
have units, for example pH and absorbance (because 
they are based 011 logarithmic functions) 

Very large or small numbers must be expressed in 
scientif ic notation, for example the number of units in 
one mole of any substance (6.02 x 1023 mol-1) and the 
charge of an electron (1.60 x 10-19 (). 

Converting between different multiples is a matter of 
multiplying by the appropriate factor. When converting a 
quantity q from a factor 1 o~ to a factor 1 Ob, the quantity 
needs to be multiplied by a factor 1 oa-b_ 

In Theory of Knowledge, you might explore the importance of having a standardized system of 
measurements in the pursuit of scientific knowledge. What effect on the knowledge produced 
would this sort of standardizing have? Is it possible to imagine different ways of measuring features 
of the world such as mass or temperature? By choosing to describe certain features using this 
standardized system, is it a chal lenge to identify other features of the world? 

811 Carbohydrates and lipids 



Condensation and hydrolysis reactions 
Condensation and hydrolysis (Figure Bl.1.7) are r,vo of the most important reactions that take place 
in n1etabolism. They are responsible for the forn1acion of proteins, nucleic acids (DNA and RNA - see 
Theme Al.2, page 18), triglycerides and polysaccharides such as starch and cellulose. 

11·,0 

monomer A- H + HO- monomer B ---~) __ .,► 
CONDENSATION 

monomer A- monomer B 

I 10 

__ (~--►► monomer A- H + HO-monomer B 
HYDROLYSIS 

■ Figure B1.1 .7 Condensation versus hydrolysis 

♦ Condensation 
reaction: reaction that 
combines two molecules 
while removing a small 
molecule (usually water). 
♦ Hydrolysis reaction: 
reactfon where hydrogen 
and hydroxide ions from 
water are added to a 
large molecule causin.9 
it to split into smaller 
molecules. 
♦ Monosaccharide: 
any of the class of sugars 
(e.g. glucose) that cannot 
be hydrolysed to give a 
simpler sugar. 
♦ Disaccharide: 
a sugar that is a 
condensation product 
of two monosaccharides 
(e.g. maltose). 
♦ Glycosidic linkage; 
a covalent bond between 
monosaccharide residues 
in disaccharides and 
polysaccharides. 

1 List three 
monosaccharides. 

During condensation a ne1,v covalent bond is formed and a molecule of 1,vater is produced . -rhe process 

is under enzyn1e control and requires energy. Hydrolysis is the reverse of condensation and involves 
,,.,,ater molecules acting as a reactant and breaking a covalent bond. Hydrolysis 111eans 'splitting by 
Vl'ater'. The ,vater n1olecule is split to provide the - Hand - OH groups to produce the monomers. 

For exan,ple, "'hen t\VO monosaccharide molecules are combined ro fonn a disaccharide, a 
molecule of 1,vater is also formed as a product, so this rype of reaction is a condensation reaction. 
The linkage bet\veen 1nonosaccharide residues after the removal ofH-0-H beLween them is called a 
glycosidic linkage (Figure B1.1.8). These are s1 rong covalent bonds. The condensation reac1ion 
happens in the absence of enzymes but very slowly. Catalysis {the use of an enzyme) results in a 
large increase in the rate of condensation. 

ln the reverse process, disaccharides are 'digested' to their co1nponent n1onosaccharides in a 

hydrolysis reaction. It is catalysed by an enzyn1e, too, but it is a different enzyn1e fro1n the one that 
brings about the condensacion reaction. 

HO 

sucrose + 

0 

glycosidic 
linkage 

I 
0 

2 
HO 

OH 

water 

water 

hydrolysis 

condensa uon 
glucose + fructose 

HO 
0 

hydrolysis 
+ 

condensa tion HO 

HO OH 

This strucrural formula shows us how the glycosidic linkage forms/breaks, but the structural formulae of disaccharides 
does not need to be memorized. 

maltose + 

lactose + 

water 

wat er 

hydrolysis 

condensation 

hydrolysis 

condensation 

■ Figure B1.1.8 Disaccharides and t he monosaccharides that form 
t hem through hydrolysis and condensation reactions 

glucose + glucose 

galactose + glucose 

Apart from sue.rose, other disaccharide sugars produced by cells and used i.n metabolism include: 

• 111altose, formed by condensation reaction of t,vo molecules of glucose 
• ·1actose, formed by condensation reaction of galactose and glucose. 
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Polysaccharides, 
polypeptides 
and nucleic acids 
(macromolecules) 
are formed by 
condensation reactions. 

♦ Polysaccharide: 
very high molecular 
mass carbohydrate 
for med by condensation 
of large numbers of 
monosaccharide units, 
with the removal 
of water 
♦ Polymer: large 
organic molecule made 
up of repeating subunits 
(monomers). 

2 Define, with 
an example, 
condensation 
reaction, 

I ink 
Enzymes and 
metabolism are 
covered in more 
detail in Chapter C1 .1, 
page 380. 

■ Figure B1.1.9 Hydrolysis 
of starch into smaller 
sugar molecules 

■ Production of macromolecules by condensation reactions 

Formation of polysaccharides 

Polysaccharides are built from 1nany 1nonosaccharide molecules condensed together, linked by 
glycosidic bonds. 'Poly' 1neans many, ,vith often thousands of monosaccharide rnolecules making up 
a polysaccharide. A polysaccha1ide is an exan1ple of a giant n1olecule called a polymer. Norn1ally, 
each polysacchande contains only one type of n1onon1er: for e..\'.ample, starch is built from the 
monomer glucose. The su1.1cCl1re and function of the polysaccharides (starch, glycogen and cellulose) 
are covered larer in the chapter (see page 191) 

Formation of polypeptides 

Am ino acids are the building blocks of polypeptides (as discussed previously in Theme A 1.2, 
page 39, and see Chapter Bl .2). Polypeptides are fonned by condensation reactions bet~veen 111any 
amino acids. These reactions occur at riboso1nes in the cytoplasm and at riboso1nes on the surface of 
the rough endoplasmic reticulun1 (Chapter Al.2, page 69). 

ATL 81.1A 

The length of the C-N bond in Lhe peptide bond in proteins is 0.133 nm. Express thfs in 
micrometres, picometres and Angstroms (A) - 1 A= 10-10m - a non-SI unit that is commonly used 
to describe protein structures. 

Formation of nucleic acids 

l'he rormation of nucleic acids (RNA and DNA) by condensation reaccions is covered in detail in 
Chapter Al.2, page 18. 

■ Digestion of polymers into monomers by hydrolysis reactions 

Digestion of polysaccharides 

To release the energy-rich monon1ers contained in starch and glycogen polyn1ers, the 
macromolecules must be broken do,vn (or ·digested') into their component parts. The process of 
digestion is brought about by hydrolysis reactions, 1vhere rhe glycosidic bonds in polysaccharides are 
broken ~vith the add ition of ,vacer (Figure Bl.l.9). The race of these reactions is increased by enzy1ne 
action. An1ylase. an enzyme found i.n. the salivary glands and pancreas of n1aJJ1mals, is secreted on to 
food to facili tate the hydrolysis of polysaccharides. 

starch polysaccharide 

OH OH OH OH 
0 0 0 0 

/ OH 
0 0 

OH OH OH / glycos1dic bond 
OH OH OH 0 OH 0 0 0 0 0 

/ OH OH 0 0 \ 0 OH OH OH I OH OH 

11,0 
glycos,dic bond 

OH amylase 
glucose 0 maltose 

OH OH OH 
0 0 HO OH 

OH 0 OH 
OH OH 
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H O H H O H 

I 11 I I 11 I /
0 

- C- C- N- C- C- N- C 

I I "'-oH 
R R 

polypeptide 

H H 

I I / 0 

C- N- C- C 

I "'-oH 
R 

peptide 

protease 

+ 

R 
amino acid 

■ Figure B1.1.10 Hydrolysis of a peptide bond 

' 
T" ti t 

Digestion of polypeptides 

Proteins (polypeptides) are similarly digested into shorter 

chain peptides and, u ltimately, a1nino acids through hydrolysis 

reactions (Figure Bl.1.10). ln animals, protease enzymes 

catalyse these reactions. 

Digestion of nucleic acids 

In nucleotides, the phosphodiester bond is the linkage bet\veen 

the third carbon atom (3' carbon) of onesugarn1olecule and 

tbe fifrb carbon aton1 (5' carbon) of anotber sugar molecule. 

The hydrolysis of the phosphodiester bond is as rollo\vs in 
Figure B!. l.11. 

1n the reaction, the hydroxyl (-OI-0 group is at the 3' carbon 

and the phosphate group is at the 5' carbon of the cleoxyrtbose 

sugar. Thus, when the phosphodi.ester bond is hydrolysed. 

the phosphodiesrer bond breaks and forms 

3-01-1-deoxyribose-5-PO_'-. 

3 Distinguish 
between 
condensation 
and hydrolysis 
reactions. Give an 
example of each, 

Water molecules are split to provide the - H and - OH groups that are incorporated to produce 
monomers, which explains the name of 'hydrolysis' reactions. 

nucleic 
acid 

0 

0 H 

I 
0-P-O 

I 
◊- CH2 

1 

0 

OH H 

phosphodiester bond 

~ 
-(04P)3 - CH2 

OH 
OH 

I 
O- P- 0 

I 5 
o-- cH, 

4 

0 

1 

H 

0 

31----12 nucleotide 

OH H 

■ Figure B1.1.11 The hydrolysis of a nucleic acid 
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The prefix D- (e.g . 
D-fructose) indicates 
the molecule is an 
optical isomer. Optical 
isomers are covered 
further overleaf. 

-1 nl.: 
Hydrogen bonds are 
covered in detail in 
Chapter A1 .1, page 3. 

Pay attention to 
the properties of 
monosaccharides 
such as glucose 
(e.g., its solubility, 
t ransportability, 
chemical stability and 
the yield of energy) 
as these properties 
affect how the 
monosaccharide is 
used by organisms. 

Form and function of monosaccharides 

■ Introduction to carbohydrates 
Carbohydrates are cl1e largest group of organic compounds found in living things and include sugars, 
cellulose and starch. Carbohydrates have the general formula C,(H 20 )v, \¥here x = 3, 4, 5 (pentoses) 
and 6 Chexose.s). There are some heptoses, x = 7, for example mannoheptulose in avocados. 
Examples of carbohydrates include D-fructose. (C

6
H120 ,,,), 0-ribose (C

5
H

10
0

5
) and D-n1alcose 

(C12H~
2
0 11): these three are cyclic molecules and have a nun1ber of hydroxyl groups (- OH) bonded 

to the carbon atoms in the 1ing (Figure Bl.1.13). 

Table Bl.1.3 i.s a su1n mary of the th ree t}rpes of carbohydrates commonly fou nd in living things. 

■ Table 81.1.3 Carbohydrates of cells and organisms 

Monosaccharides Disaccharides Polysaccharides 

simple sugars (e.g. glucose and two simple sugars condensed very many simple sugars 
fructose with six carbon atoms. together (e.g. sucrose, lactose, condensed together (e.g. starch, 
ribose with five carbon atoms) maltose) glycogen, cellulose) 

■ Monosaccharides - the simple sugars 
Monosaccharides are carbohydrates ,vith relatively small molecules. They taste sweet and are soluble 
in \Vater. 

Glucose 

[n biology, glucose is an especially i111portant monosaccharicle because: 
• all green leaves synthesize glucose in chloroplasts using light energy 
• our bodies transport glucose in the blood 
• all cells use glucose in resp·i ration - ,ve call it one of the respiratory substrates 
• in cells and organisms, glucose is Lhe builcling block for 111any larger molecules, such as cellulose 

and starch in plants and glycogen in ani111als. 

Glucose is a polar molecule chat dissolves in ,vacer due co the forn1acion of hydrogen bonds ,vitb 

their sUgbcly charged hydroxyl groups (-01-D. The negatively charged oxygen ions in water arcracc 
and surround the positively charged hydroxyl groups in glucose (the O in the - Ori is 0 - and che 
li is O+ ). The solubility of glucose in water means it can be cransponed in blood plasma. 

The structure of glucose gives it stability. The carbon aton1s in the glucose ring each have four 
covalent bonds. The be.st, or optimun1, angle bet,vecn all these bonds is 109.5° - an angle that 
re.suits in a perfect tetrahedron (see Figure Bl ..l 4), ,vhich is a very stable structure. If, for any reason, 
these bonds are forced into greater or sn1aller angles, then the n1olecule ,vill be less stable. 

Glucose is the main substrate used in respiration in cells. It can be completely broken do,vn via 
aerobic respiration to release large amoun1s of energy (in the form of ATP - see page 412), releasing 
carbon dioxide and water as waste produc1s. The metabolic processes involved use glucose directly, 
\vhereas orher substrates (derived from lipids and proreins) need to be processed first (Chaprer Cl .2, 

page 407). Glucose metabolism is directly linked 10 rhe production of ATP. 

The structure of g lucose 

Glucose has che chemical or molecular formula C
6
[1u0 6. This type of lormula cells us 1vbat che 

component atoms are and the number of each in the molecule. Thus, glucose is a 6-carbon sugar, or 
hexose. However, the molecular formula does noc teU us the structure of the molecule. 
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,1 

HO 

H 

• 

HO 

H OH 
a-glucose 

H OH 
~-glucose 

OH 

H 

■ Figure B1.1 .12 The 
dif ferences between 
a- and ~-glucose 

♦ Isomer: chemical 
compounds of the 
same chemical formula 
but different structural 
formulae. 

You need to be 
able to recognize 
pentoses (such as 
ribose) and hexoses 
(such as glucose) as 
monosaccharides from 
molecular diagrams 
showing them in 
ring forms. 

Glucose can be [olJ.ed, taking a ring (cyclic) rorrn. It is ,vritten on paper as a linear molecule and in 

solution can exist in this forn1 in equilibrium ,.vith the cyclic srructure. f igure l:H. l.12 sho,vs the 

structural formula of glucose. 

The carbon atoms of an organic molecule may be numbered. This allo\VS us to identify ,vhich atoms 

are affected \Vhen the molecule reacts and changes shape. For example, as the glucose ring forms, che 

oxygen on carbon-5 attaches itself to carbon-1. Note that the glucose ring contains flve carbon ato1ns 
and an oxygen atom (Figure B1.1.12). 

Isomers 

Co1npounds that have the san1e component atoms 111 their 111olecules, bur which differ in the 

arrangement of the atoms are known as isomers. Many organic compounds Chist in ison1eric fonns . 
For exan1ple, in the ring sn·ucture of glucose the positions of the -H and -OH groups that are 

attached to carbon ato1n l may interchange, giving rise to r,.vo isomers known as o,-glucose and 

~-glucose (Figure B1.1.12). The alpha and beta forms are la1own as ano1ners: a type of geon1etric 
varianon found at certain ato1ns 111 carbohydrate molecules. These small differences make only n1inor 

changes to the properri.es of the sugar, but are recogni.zed by enzymes and hence can have n1ajor 
effects i.n the construction of polymers (see Figure Bl.1.13). 

Tvvo organic compounds can be identical except that they are mirror i1nages of each other. They have 

the same chemical properties but, in solution, they rotate the plane or plane-polarized light in 

opposite directions, and so they are optical ison1ers. One [orn1 rotates the plane of polarized light to 

the right (represented in the name by D-), and the other rotates the plane o[ polarized light to the left 

(represented by L-). 

glucose - a six carbon 
sugar (C6H1206): 

, CH20H . I 
HI ''C- 0 HI 

/H "-,, c OH H C 

l~c-.V I 
OH I' -1 OH 

a -glucose H OH 

H 

HO 

H 

OH 
OH 

the two forms of glucose depend on the 
positions of the -1 1 and - OH attached 
to carbon-1 

For simplicity and convenience it ,s the 
structural formulae that are most frequently 
used In recording biochemical reactions and 
showing the structure of biologically active 
molecules. 

glucose ln 
pyranose rings 

0CH20H O 
H I H 

1;9- 0"1 
~c ~H H , c 
I,, ·'/1 ,c,-,c 
OH I I H 

H OH 
P•glucose 

G 
CH20H 

H 

structural formula 
of o.-glucose 

structural formula HO 
of f3-glucose 

H 
OH 

nbose - a five carbon sugar (C5H 100 5) 

,CH20H OH 

I _,..,......-0 '----- I 
• C C 

l\7_Lil 
H 13 ,1 

H 

OH OH OH OH 

■ Figure B1.1.13 Molecular structures of 0-glucose and 0 -ribose 
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Glucose exists in 
different forms, 
which determine 
the properties of 
the molecule. 

Starch is a useful store 
of energy in plant cells 
because the insoluble 
starch has no osmotic 
effects (i.e. water is not 
drawn into the cells, 
which would happen if 
glucose were dissolved 
in water within 
the cytoplasm). 

C•onceP-t: 
f. ({n cti On 

The structure of 
glucose detennines 
its function . In 
plant s, a-glucose 
units combine to 
form amylase and 
arnylopectin. 

amylose 
(a st raight-chain 
polymer of a-glucose) 

amylopectin 
(a branched-chain 
polymer of 
a-glucose} 

----0 

■ Figure 81.1.14 Starch 

In the following pages you ,vill learn about the roles of a -D-glucose and ~-D-glucose in cell 
chen1istry. The names of organic compounds - and of the linkages bet\veen compounds ,,vhen 
they co1nbine - can be complex because their na1nes give this information. When we compare the 

structure of the polysaccharide cellulose with that of starch and glycogen, the significance of this 
difference will beco1ne apparent. 

As \veil as 111onosaccharides, carbohydrates are also found as clisaccharides (t\vO carbohydrate monomers 
joined Logether) and polysaccharides (as \Ve have already seen, ,vhere many monomers join together). 

Polysaccharides and energy storage 

■ Starch 
Starch is a mixture of t\VO polysaccharides: 
• A1nylose is an unbranched chain of several d1ousand 1,4 linked a-glncose units, 
• Amylopectin has shorter chains of 1,4 linked a -glucose units but, in addition, there are branch 

points of a-1,6 glycosidic links along its chains (Figure Bl .1.14). 

ln starch, the bonds bet,veen glucose residues brn1g the n1olecules together as a helix. The whole starch 

n1olecule is stabilized by n1any hydrogen bonds bet\veen parts of the component glucose n1olecules. 

Starch is the major storage carbohydrate of most planes. Tt is laid dovm as compact grains in plas tids 

(membrane-bound organelles found in r.he cells of plants, such as the chloroplasc - Chapter A2.2, 
page 76). Sr.arch is an important energy source in the diet of many animals, 100. Its usefulness lies 
in the compactness and insolubility of its molecule. It is readily hydrolysed co form sugar when 
required. V./e sometimes see 'soluble starch' as an ingredient of manufactured [oods. Here the starch 
1nolecules have been broken do,vn into shore lengths, 1naking them more easily dissolved. 

\Ve test tor starch by adding a solution of iodine in potassium iodide. Iodine molecules fit neatly into 
the centre of the starch helix, creanng an intense blue-black colour. 

F ,..r:!r:! t ':?I 

The compact nature of starch in plants is due to the coiling and branching during polymerization, 
making it an ideal energy store, as it takes up little space in the cell. 

0 

OH OH 

r a-1.6-glycosidic bond 

CH2 CH20H 

0 0 

·---0 0 0 0 O ·---

OH OH OH OH 
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Inquiry 2: Collecting and processing data 

Collecting data; interpreting results 

Chemical tests can be carried out that identify 
biological molecules such as starch, disaccharides and 
monosaccharides. Lab-made solutions of the chemical 
compounds can be tested as well as samples from 
actual food. Reagents can be used to test for different 
food groups. 

• Starch can be tested for with iodine: the 
polysaccharide forms a blue- black starch
polyiodide complex. 

• Monosaccharides and disaccharides can be tested 
for using the Benedict's test. Benedict's reagent is 
an aqueous solution of copper(l l) sulfate (copper(IJ) 
ions), sodium carbonate and sodium citrate. All 
monosaccharldes and most disaccharides (except 
sucrose) will reduce copper(ll) sulfate, producing 
an orange/red precipitate of copper(l) oxide on 
heating, so they are called reducing sugars. 
The colour and density of the precipitate gives an 
indication of the amount of reducing sugar present, 
so this is a semi-quantitative test. 

None Low High 

■ Figure B1.1.15 Colour changes using Benedict's test indicate 
the approximate quantity of monosaccharides present 

The sugar content of foods such as f ruit is affected by 
the conditions in which it is kept, and the age of the 
fruit. Select a varf ety of different fruit of different ages. 

Carry out the Benedict's and starch test on your 
selection of different fruit. What can you interpret 
about the quantity of different food groups in your 
samples? Assess the accuracy and precision of 
your investigation. 

C: 
?:o 

0' 
■ Glycogen 

,s; 
O,s, 

'Y 

O,s., 0 
C',s., 

<'O,s., 

'Y 1 

4 

0 

Glycogen is a polymer of a.-glucose, chemically very simi lar 

to amylopectin, although larger and tnore highly branched 
(Figure Bl .1.16). Glycogen is forn1ed by condensation reactions 

bet\veen n1onomers of a-glucose. Glycogen is one of our body's energy 

reserves and is hydrolysed and respired as needed. 

As well as being made and used by animals as an energy reserve, 
glycogen is also made by some fungi and bacteria. 

H OH H OH H OH 

■ Figure B1.1.16 The structure of glycogen, showing 
the branched chain of a -glucose subunits 

The function of glycogen is the same as that of starch - to 
store energy in cells. Glycogen is chemically very similar to 
amylopectin, although larger and more highly branched. 

4 Deduce why 
glucose is stored 
in muscle and liver 
in the form of 
glycogen, not as 
individual glucose 
molecules. 

Glycogen is a useful store of energy in cells where there is a large an1ounr of glucose because, as 

,vith search, the insoluble glycogen has no osmotic effects. The presence of extensive branching in 

glycogen means it has a compact structure that allo\VS for n1ore glucose molecules co be stored \vithin 

a s1nall volume. The presence of many non-reducing ends due to the many branches allo,vs for more 

rapid enzyme-cont.rolled hydrolysis of glycogen ro release stored glucose when there is an increase in 

energy demand. 
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5 Explain how 
the structure of 
glycogen enables 
it to perform 

Granules of glycogen are seen in liver cells, muscle fibres and throughout the tissues of the human 
body. The one exception is in the cells of the brain. Here, virtually no energy reserves are stored. 
Instead, brain cells require a constant supply of glucose from the blood circulation. 

its function in 
animals. p. Tn +· I 

(ri Tnn tir>I 

Make sure you 
understand the 
distinction between 
cellulose molecules, 
fibrils and fibres. 
Molecules of p-glucose 
join together to form 
cellulose molecules, 
which join together 
via hydrogen bonding 
to form cellulose 
fibrils. Many fibrils 
join together to form 
cellulose fibres. 

Glycogen and starch rnake good storage compounds because of their relative insolubility (due to 
their large 1nolecular sizes) and the relative ease of adding or removing a-glucose monomers by 
condensation and hydrolysis to build or mobilize the energy stores. 

The structure of cellulose 
Cellulose is by far the most abundant carbohydrate - it 1nakes up 1nore than 50°/b o [ all organic 
carbon. (Remember chac the gas carbon dioxide, CO

2
, and the mineral calcium carbonace, CaC0 3' 

are exan1ples of 'inorganic' carbon.) The cell ,valls of green plants and the debris of plants in and on 
the soil are 1vhere most cellulose is found. 

Cellulose 1nolecules arc a polymer of P-glucose molecules co1nbined together by glycosidic bonds 
bet\veen the carbon-4 of one p-glucose molecule and the carbon-1 of the next. Ce!Julose molecules 
are straight and uncoiled. Successive glucose units are linked ac 180° to each other (Figure Bl .1.17). 
AP-glucose molecule rnust be rotated in orientation to the preceding molecules because a glycosiclic 
bond is formed by removing ,vater from adjacenc -01-I groups (Figure Bl.1.17): to ensure that the 

two - OH groups are pointing in the same direction requires one of the t\VO P-glucoses to rotate 
relative to the other. This structure is stabilized and strengthened by hydrogen bonds bec,veen 
adjacent glucose units in the sa1ne strand, in fib1;ls of cellulose and bet,veen parallel strands. ln plant 
cell \Valls aclcl itional strength comes from the cellulose fibres being laid do\Vn in layers that run 1 n 
different directions. Nlany cellulose fibrils together form a cellulose fibre. 

two ~-glucose molecules 13-glucose molecules 
and the formation of a rotated 180° with -----~ 
1,4 glycosidic link respect to the other 

- OH groups react w ith / 
the removal of H20 

CH20H t H OH 

t-o OH OH /:-t_ 
H / I \ - · ·;1 I\ H repeated 
V H \ I l; oH H \ 1 
C carbon-4 C C carbon-1 C x n 

d~lH-~ ~\~-lo~ 
I I I 

HO OH 

the strands are held straight by hydrogen bonds w ithin the strand 

OH CHzOH 4-o OH CHzOH ~H- 0 OH 
~'I,<# ~'/,~\~ 
~ 0 -◄ ~ 0 

0 0 0 0 0 iii' ~ §F 
CH 20H ~ H-0 OH CH 2 ~r \ OH 

OH CHzOH 
' o hydrogen bonds 

HO OH CH70H I~ 0 OH <;:H 20H between strands 
"" 8' 11 OH CH10H 

the cellulose fibre is 
strengthened by all 
these bonds 0 

0 

0 

o. 0 provide strength 

0 0 

■ Figure B1.1.17 
Cellulose 

electron micrograph of 
cellulose in a plant cell w all 
(x1500) 
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-

CH20H HO 

cellulose strands 
packed together 
to form fibri ls ~...::::.. fibres of 

cellulose la id 
down at different 
angles 

OH CH 20H HO OH 

glucose molecules 
form straight, 
unbranched chains 



Cellulose is made 
from j3 -glucose 
molecules and, 
because these 
molecules join 
together differently 
to a-glucose, 
cellulose has a 
different form to 
starch and glycogen. 

8 Outline 

the roles of 
monosaccharides, 
disaccharides and 
polysaccharides in 
animals and plant s. 
Use an example 
for each, 

Due to the structure of cellulose, it is an extremely strong 1naterial - insoluble, tough and durable, 
and slightly elastic. When cellulose fibres are extracted from plants, the fibres have many industrial 
uses. \Ve use cellulose fibres as cotton and manufacture then, into paper, rayon fibres for clothes, 
nitrocellulose for explosives, cellulose acetate fo r fibres o[ multiple uses, and cellophane 
for packaging. 

(e Common mistake 
Make sure you know the differences between the t wo isomers of glucose: a-glucose is used in 

the synthesis of starch and glycogen, and p-glucose in the synthesis of cellulose. Do not confuse 

the t wo, and make sure you refer to the correct specific isomer when you answer questions 

about them. 

Because the structure of cellulose is different from starch and glycogen, the function 
of cellulose is also different. Starch and glycogen are used for energy storage, whereas 
cellulose is used primarily as st ructural support and mechanical strength in plant cell 
walls. The orientation of j3-glucose molecules in cellulose allows hydrogen bonds to 
form between parallel strands, and between adjacent glucose units in the same strand, 
which strengthens the cellulose polymer and enables it to carry out its function in the 
cell wall of plants. J 

6 Starch is a powdery material whereas cellulose is a strong, fibrous substance, yet both 
are made of glucose. Identify the features of the cellulose molecule that account for 
its strength. 

7 Compare and contrast the structure and function of starch, glycogen and cellulose. 

Figure Bl. 1.18 sho,vs the differences between starch and cellulose, and the role the different fonns of 
glucose play in orientating the 1nono111ers, which confers different properties on each polysaccharide. 

starch 

OH 

OH 

cellulose 

OH 

OH 

0 

OH 
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OH 
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OH 

OH 

OH 

--o 
CH20H 
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CH20H 

J---0 

OH 

OH 

OH 

0 

0 

OH 

OH 

OH 

OH 
--·o 
CH 20H 

0 

repeat 

0 

repeat 

■ Figure B1.1.18 Comparing starch and cellulose polymers; both molecules are shown as linear 
chains so that the differences in the orientation of glucose monomers is made clear 
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I lnl 
Glycoproteins and 
glycolipids are 
discussed further 
along with the 
plasma membrane 
and its components 
in Chapter 82.1, 
page 234. 

♦ Glycoprotein; 
membrane protein with a 
glycocalyx attached 
♦ Glycolipid: lipids with 
a glycocalyx attached. 

♦ Glycocalyx: 
long carbohydrate 
molecules attached to 
membrane proteins and 
membrane lipids. 

♦ Antigen: a substance 
(usually glycoproteins or 
other protein) capable of 
binding specifically to an 
antibody. It is recognized 
by the body as foreign 
(non-self) and st imulates 
an immune response. 

♦ Antibody: a protein 
produced by blood 
plasma cells derived from 
B lymphocytes when in 
the presence of a specific 
ant igen, which then binds 
with the antigen, aiding 
its destruction. 

lir I 
Antigens as 
recognition molecules 
that trigger antibody 
production are 
covered in Chapter 
C3.2, page 525. 

♦ ABO system: a 
system of four basic blood 
types (A, AB, B and 0), 
based on the presence 
or absence of specific 
inherited antigens. 

The role of glycoproteins in cell-cell recognition 
The plasma 111embrane has th.rec n1ajor components: phospholipids (see page 198), proteins and 
carbohydrates. The carbohydrate rnolecules of the celJ surface membrane are relatively short chain 
polysaccharides, s01ne attached to the proteins (glycoproteins) and some to the Hpids (glycolipids). 

Glycoproteins and glycolipids are only found on the outer surface of the plasma men1brane. These 
carbohydrate components on the cell's exterior surface are referred to as the glycocalyx (n1eaning 
'sugar coating'). 

Along ,vith peripheral proteins (proteins on the outside of I he plas,na membrane), carbohydrates 
allow cells co recognize each other because of che unique shapes that lhese macromolecules have. 
This recognicion function allo\VS the i1nmune syste1n r.o clifferentiar.e bet\veen body cells ('self') and 
foreign cells or tissues ('non-self'). Ic is important chat che cells of an organism are recognized so chat 
rhe immune system does not attack and destroy then, Similarly, it is important for foreign cells or 
viruses to be identified and dealt \Vith by the immune syscem. The glycopro1ein or gl)'colipid types 
on the surfaces of viruses may change frequently, prevenLing immune cells from recognizing and 
attacking them. 

The glycocalyx is important for cell idencification and sell/non-self-detennination, as \Veil as for 
embryonic developn1ent and ceU-to-cell attachn1ents to form tissues. The roles o( the glycocalyx are : 

• cell- cell recognition 
• as receptor sites for chemical signals, such as horn1one n1essengers 
• to assist in the binding together of ceUs to form tissues. 

■ Blood transfusions can cause an immune reaction 
Antigens are substances that can cause an i1nn1une response. The glycocalyx can act in this 
,vay because the fo1111ation of the carbohydrates on the outer surface of the plasn,a membrane is 
genetically detern1ined - the shape of the n1acron1olecules on the n1en1brane surface can be used to 

identify cells that belong to the body and those that do not. The specificity of antigens is the result of 
the variety of amino acid sequences that are possible, allowing for responses that are custon1ized to 

specific pathogens. ln this \vay, the glycocal.yx allows body cells to be recognized and distinguished 
from 'non-self' (for example, bacteria or viruses). 

Antibodies are proteins rhat are produced by one group or white blood cells (lymphocytes) ro 
attach to foreign (non-selO 1naterial ancl allo\v the immune sysLetn ro remove it. Specific antibodies 
recognize and bind to specific an1igens (see Chapter C3.2, page 524). Table Bl.1.4 st11nmarizes I he 
composition and roles of antigens and antibodies. 

■ Table B1 .1.4 Antigens and antibodies and their role in the immune response 

Antigen Antibody 

Descript ion substance that can induce an immune proteins that recognize and bind to 
response ant igens 

Type of molecule glycoprotein protein 

Origin within the body ('self ') or externally within the body 
('non-self') 

Human blood cells carry antigens on their plasma 1nembrane, of \Vhich rhe ABO system is one of 
r.he most important as far as blood transfusions are concerned. You may already kno,vyour o,vn 
blood grouping; each o [ us carries a particular combination and this must be determined before we 
can receive a cransfusion of blood. 
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♦ Agglutination: 
process in which red 
blood cells are clumped 
together by an antibody. 

I lo~ 
ABO blood groups 
are an example of 
mult iple alleles; 
they a re covered in 
further detail along 
with Mendelian laws 
in Chapter D3.2, 
page 734. 

i I 

Blood group O is 
useful for transfusion 
purposes because it 
has neither A nor B 
antigens on the red 
blood cells, and so 
c1gglutination cannot 
take place. 

9 Distinguish 

between the terms 

'antigen' and 

'ant ibody'. 

Blood groups demonstrate a special example of the antigen- antibody reaction. Looking at the detail 
of the ABO system in Table B1.1.5, you \V iii notice chat people tend to have an antibody in the 
plasn1a against \vhichever antigen they lack. This is ahvays present, even though the blood has not 
been in contact with the relevant antigen. So, for e.xa1T1ple, if a person of blood group A accidentally 
receives a transfusion of group B blood, then the anti-B antibodies in the recipient's plasma make the 
' foreign' B cells clump together (the tenn is agglutinate). 

The clumped blood cells block s1naller vessels and capillaries, which may be fatal. Consequently. you 
can see ,vhy blood of gToup O is so useful for transfusion purposes - it has neither A nor B antigens 
on the reel blood cells. 

The inheritance of ABO blood groups is conu·ollecl by 1nultiple alleles and is inherited according to 
Mendelian laws (Chapter D3.2, page 734). 

• I 
f 

The ABO system 1s based on the fact that different antigens are exposed on the surface of red 
blood cells. In blood types A, B and AB, t he antigens are different sugars; 0 -type red blood cells do 
not have A or B antigens, which makes them different from other blood types. 

ATL 81.18 

Along with the ABO blood group system, there is another system called the Rhesus (Rh) 
blood group system. What is it and why was it developed? How does it differ from the ABO 
system? What effect can pregnancy have on the Rh system and how can t his affect subsequent 
pregnancies and the unborn child? 

■ Table 81.1.5 Blood group and transfusion possibilities 

ABO system Blood group A Blood group 8 Blood group AB Blood group O 

Red blood cell A antigens B antigens A + B antigens neither 
surface 
Plasma anti-B antibodies anti-A antibodies neither both anti-A and 

anti-B antibodies 
Blood groups that A, O B, 0 A. B, AB, 0 0 
may be used for 
transfusion 

Note: blood group O i, the universal dorror, blood group AB is the universal recipient 

If a small quantity of blood is given in a transfusion, the type of antibodies in the plasma received 
does not matter because of dilution by the plasma of the recipient's blood. For a large transfusion, 
however, the match of antigens and antibodies needs to be perfect, for example, A antigens with 
anti-B antibodies, so that agglutination cannot take place. 
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♦ Triglyceride: an ester 
made from glycerol and 
three fa tty acid groups. 

♦ Unsaturated fat: 
fat with double bond(s) 
between carbons in the 
hydrocarbon chain. 

♦Saturated fat: fat 
with a fully hydrogenated 
carbon backbone (i.e. no 
double bonds present). 

Hydrophobic properties of lipids 

■ Introduction to lipids 
Lipids are fats {semi-solids) and oils (liquids). They are poorly soluble in ,vater. In fact, tbey generally 
behave as 'water-repelling' molecules, a property described as hydrophobic. However, lipids can be 
dissolved in less-polar organic solvents such as ethanol (e.g. alcohol) and propanone (acetone). Lipids 
only contain carbon, hydrogen and 02'.)'gen, but have relatively fe,ver oxygen atoms than carbohydrates. 

The simplest lipids are t riglycerides and are formed from che reaction between a trihydric alcohol 
( , ~1ith three hydroxyl groups) called glycerol (propane-1,2,3-triol) and fatty acids - long chain 
carboxylic acids 1vith long hydrocarbon 'tails'. There are many different types of faery acid molecules. 
Some have one or more carbon-carbon double bonds in their hydrocarbon tail and are unsaturated 

(Figure Bl.119). Fatty acid molecules \Vith no carbon-carbon double bonds are saturated. Sanlrated 
and unsaturated faery acids \vill be discussed further on page 199. 

i ii ii ii ii ii i ii //0 

H3c- c- c- c- c- c- c- c- c- c- c- c- c- c- c- c 

! l l ! ! l l ! l ! ! ! l l \ _H 
structural formula 

■ Figure B1.1.19 A sat urated f atty acid, H
3
C-(CH} 14COOH 

(e Common mistake 
Glycerol is not a fatty add. Students sometimes make this mistake because glycerol is part of 
a triglyceride together with fatty acids. It is also not a sugar, because the ratio of elements 
carbon: hydrogen :oxygen needed to be considered a sugar (1 : 2. 1) is incorrect (the ratio in glycerol 
is 3: 8: 3). Glycerol in fact belongs to the alcohol fa1nily of organic compounds. 

Lipids are present as an imal faLS and plant oils, and as the phospholipids of cell 1nembranes. 
Fats and oils see1n rather different substances, buL their only di fference is that at aboul 20°( 

(room temperature) oils are liquid and fats are solid. 

The structure ot a fatry acid commonly found in cells and the scrucrure of glycerol are sho\vn in 

Figure B1.1.20. 

Fatty acid 

hydrocarbon tail c:arboxyl group 

H H H H H H H o 
H I H I H I H I H I HIHIH ,1 

H , I _,,.c ......_ I _,,.c , I _,,.c , I _,,.c , I _,,.c ......_ I ,.....c , I _,,.c , I _,,. c 
c 1 c 1 c 1 c 1 c1c1c1c \ 
I H I H I H I H I H I H I H I O- f 
H H H H H H H H 

Lhis Is palmilic acid with 16 carbon atoms 

molecular formula of 
palmitic acid 

the carboxyl group 
ionizes to form 
hydrogen ions, 
i.e. it is a weak acid 

1,0 1,0 
- (1/ ""'-- - (1/ + H+ 

\ \ 
0-H o-

Glycerol 

~ Ho- 1- H 

HO-C-H 
I 

HO- C- H 
I 
H 

molecular formula of 
glycerol 

C3Hs(OH)3 

■ Figure 81.1 .20 Fatty acids and g lycero l, the building b locks of lip ids 
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Lipids are substances 
in living organisms 
that dis solve in non
polar solvents but are 
only sparingly soluble 
in aqueous solvents. 
Lipids include fats, oils, 
waxes and steroids. 

(e Common 
mistake 
Are lipids monomers 
or a polymer? They 
are not considered 
to be polymers. 
Polymers are made of 
the same repeating 
units, whereas lipids 
have different kinds 
of monomers. 

The long hydrocarbon tails present in fats and oils are typically of about 16-18 carbon ato1ns long 
but tnay be any even number beC\veen 14 and 22. The hydrophobic properties of triglycerides are 
due to these hydrocarbon tails. A n1olecule of triglyceride is quite large, but relatively sn1all 1Nheri 
compared to polymers such as starch and cellulose. It is only because o[ their hydrophobic properties 
that triglyceride rnolecules clun1p together (aggregate) into huge globules in the presence of \vater, 
giving them the appearance of polymers. 

We describe fatty acid molecules as 'acids' because in aqueous solution their functional group 
(-COOrl) tends co ionize (slighdy) to produce hydrogen ions, 1.vhich is the property of an acid: 

- COOH(aq) -- - COO-(aq) + H,.(aq) 

Lt is Lh is functional group of each of the three organic acids that reacts 1-vith the three hydroxyl 
(-OH) functional groups of glycerol to form a triglyceride (Figure B1.1.21). The bonds formed iri this 
case are known as ester bonds. 

Formation of triglycerides and phospholipids 
by condensation reactions 
Triglycerides are formed by condensation reactions between fatty acids and glycerol, in which water 
is removed. Three fatcyacids combine \.vith one glycerol to form a triglyceride molecule. The steps 
to tTiglyceride formation are shown in Figure Bl.1.21. In cells, enzymes catalyse the formation of 
triglyceride n1olecules by condensarion and also rhe breakdo,vn of glycerides by hydrolysis. 

a bond is formed between the carboxyl group (- COOH) of fatty acid 
and one of the hydroxyl' groups (-OH) of glycerol, to produce a monoglyceride 

1 
H-C-0 1 + 

~ condensat ion reaction 
/C- (CH1),,CH3 

I 
H-C- OH 

I 
OH 

H-C- OH 
I 
H 

glycerol + fatty acid 

♦ Phospholipid: formed 
from a triacylg lycerol in 
which one of the fatty 
acid groups is replaced 
by an ionized phosphate 
group. 

condensation reaction 
1s repeated to give a diglyceride 

! 
1 ?i 

H-C- O- C- (CH1)11CH3 

I ?i 
H-C- 0 - C-(C H2),,CH3 

I 
1-1-c-01-1 

I 
H 

monoglyceride + water 

+ H,0 • 

condensat ion reaction 
to form a triglyceride 

The three fatty acids in a 
triglycende may be all the 
same, or may be different. 

H 0 
I JI 

H- C- 0 - C- (CH} CH 

I 
O 2 o 3 

II 
H- C- 0 - C- (CH } CH 

I 
O 2 o 3 

II 
H- C- 0 - C- (CH } CH I 2 ~ 3 

H 
+ 

■ Figure B1 .1.21 Triglycerides are formed by condensation f rom three fatty acids and one glycerol 

Glycerol can al50 bond 1vich phosphate, along ,vich two fatty acids. The molecule formed is called a 
phospholipid. Figure BL L22 shows a triglyceride and Figure B1.1.23, for comparison, a 
phospholipid. Phospholipids play an important role in plas1na me1nbranes. 
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H ■ Figure B1.1.22 A triglyceride molecule: a 
glycerol molecule (orange) combined wit h three 
fatty acids (green). The top two fatty acids are 
sat urat ed (i.e. no double bonds between a pair of 
carbon atoms) and the bot tom one is unsaturated 
(one double carbon- carbon bond shown) 

■ Figure B1.1.23 A phosphol ipid molecule: a glycerol molecule (orange) 
combined w ith two fatty acids (green) and a phosphate group (blue). 
The top fatty acid is saturated and the bottom one unsat urat ed 

polar head 
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a Chemical structure of a phospholipid H H 
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polar head non-polar tails 

polar non-polar polar 
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■ Figure B1.1.24 The molecular struct ure 
of a phospholipid in diagrammatic fo rm b Simplif ied way to draw a phospholipid cell membrane 

r;:, Tnn tip! 
One glycerol molecule 
can link three fatty acid 

molecules or two fat ty 

acid molecules and one 

phosphate group. 

Differences between saturated, 
monounsaturated and 
polyunsaturated fatty acids 
We have seen that the fatty acids co1nbined in a t1iglyceride may vary in length. In fact, the fatty acids 
present in <liecary lipids (the lipids ~ve com1nonly eat) vary in another, rnore i1nportant way, too. To 
understand this difference we need remember that carbon atoms, combined together in chains, may 
contain one or more double bonds. A double bond is fon11ed when adjacent carbon atoms share two 

pairs of electrons, rather than the single electron pair shared in a single bond (Figure Bl.. l. l, page 182). 
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Differences bet,veen the 1nelting points of rhe fats is related to the number of C=C double bonds. 

Double bonds cause a bend in the carbon chain, ,.vhii.:h prevents the chains from coming near each 

other and interacting strongly. ln turn, the weak bonds bet\veen the molecules make for a lower 

melting point. 

We have already seen that fauy acids can be saturated or unsaturated (see stn1ctures in 

phospholipids in Figure Bl 1.23). This difference is of special irnportance in the fatry acids that are 

components of our dietary lipids (figure Bl.1.25): 

• Ltpids built exclusively from saturated fatty acids are known as saturated fats. Sarurated fatty 

acids are major constituents of butter and cocoa buuer. 

• Lipids built from one or more unsaturated fatty acid are refen·ed to as unsaturated fats by 

dieticians. These occur in significant quantities in 1nany common far.sand oils - they make up 

about 70°.6 of the lipids present in olive oil Where there is a single double bond in the carbon 

chain of a fatty acid, the con1pound is referred to as a mouounsarurated fatty acid. l lo,vever, it is 

possible and common tor there to be r~vo or 1nore double bonds in the carbon chain. Lipids with 

two (and son1etimes three) double bonds occur in large amounts in vegetable seed oils, such as 

·maize. soya and sunllo\ver seed oils. These are examples of polyunsaturated fatty acids. Fats 

\.vith unsaturated fatty acids melt at a lower temperature than those \.vir.h saturated fatry acids, 

because their unsaturated hydrocarbon tails do not pack so closely together as those of saturated 

fats. This difference between saturated and polyunsaturated fa1ts is important in the manufacture 

of margarine and butter-type spreads, since these ·spread bener. straight Erom the fridge'. 

Polyunsaturated fats are important to the health of our arteries (Chapter B3.2, page 301) 

palmitic acid, C15H31COOH, a saturated fatty acid oleic acid, C 17H33COOH, an unsaturated fatty acid 

1~ ~1 ~~ ~ ~~ ~ ~~ ~~ P H c- c- c- c- c- c- c- c- c- c- c- c- c- c- c- ~ 3 

~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 8 0-H 

spare-filling model 

~ 
structural formula 

tristeann, m.p. 72 •c 

11~ ~~ ~~ ~ ~~ ~ 1~ ~~~ J H.c- c- c- c- c- c- c- c- c=c- c- c- c- c- c- 1-c- ~ 
- ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ H ~ 0-H 

space-filling model 

structural formula 

(the double bond causes 
a kink in the hydrocarbon 
'tail') 

?i f Hz-0-~~..__,.,-....,"---r"'-"' 

,H- 0-~ 

CH
2
- 0 - C,· . .,,...._.,,.._ . .,...._,,.,,. 

triolein, m.p. -4 •c 

■ Figure B1.1.25 Saturated and unsaturated fatty acids and the triglycerides formed from them 

Unsaturated fatty acids are used for energy storage in plants and saturated fatty acids in endocherrns 

(\vann-blooded animals). Plants and cold-blooded ani mals store unsaturated fatty acids in their cells 

because they can efficiently utilize energy \vith less oxygen Cold-blooded a11imals use a prevalence 
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of unsaturated fatty acids (including in the cell men1brane) because they have lo,ver melting points 

than saturated fats, and so re1nain liquid at temperatures lo~rer (usually 5 °C or lo,ver) than those rich 

in saturated fatty acids. vVarm-blooded an i1nals utilize saturated fatty acids because the)' beco1ne 

liquid at higher te1nperatures. 

"''f• ■ \}1, Health consequences of lipid content of diets 

t'iroK 
It is said there are 
conflicting views as to 
the harms and benefits 
of fats in diets. To 
what extent is this true 
in your country? Why? 

♦ Adipose tissue: a 
tissue found beneath the 
skin layer, containing fat 
cells. 

l 'nl 
For an example about 
fat stores in marine 
mammals, see the 
case study of the 
ringed seal in Chapter 
A1.1, page 10. 

Diets ,vith an excess of lipids and fatty acids provide more energy-rich items than the body requires. 

People in such affluent situations are in danger of becoming overweight and then obese because 

of the storage of excess fat in the fat cells that make up the adipose tissue stored around the body 

organs and under the skin. People ,vho are chronically overv.reight have enhanced likelihoods of 

acquiring type 2 diabetes (page 764) and high blood pressure (hypertension, page 297). 

Diets that are consistently very low in energy-rich foods, including lipids and carbohydrates, also 

cause 1najor health risks. Such diets do not contain sufficient fatty acids, so people typically respire 
the a1nino acids derived from protein digestion, rather than using the1n to build and maintain 

tissues. On a continuing lo\v-energy diet, muscle proteins are broken do\vn and the body \~rastes 

a\vay. For the nutritionally dep1ived members of communities in less economically developed 
countries this is a constant danger. 

. ATL 81.1C 

Studies have been carried out on people who have a high da ily intake of omega-3 fatty acids, 
such as Greenland Inuit. Here, diets are exceptionally rich in oily fish meat. Associated with this 
diet (and lifestyle), there is observed a very much reduced li ke lihood of heart attacks compared 
with other human groups. Other studies (referred to as 'randomized control trials'), however, 
suggest it may be difficult to show the clear benefits of omega-3 fatty acids. 

Why do you think that one study indicated a link between omega-3 fatty acids intake and 
prevention of heart disease and other studies say that it is difficult to show the clear benefits? 

Find out about omega-3 fatty acids. What is the scientific basis for claims that it may help to 
prevent heart disease? 

Triglycerides in adipose tissue 

■ Fat as a buoyancy aid and thermal insulator 

■ Figure 81 .1.26 Adipose tissue 

Because facs and oils are insoluble in water, they can be safely stored 

in cells and tissues without osmotic consequences. Normally, fats 

are stored in rhe bodies of animals in fat cells (aclipocyres). Fat is 

stored in animals as adipose tissue, typically under the skin \Vhere 

it is known as subcutaneous fat. Aquatic diving mammals have so 

much it is identified as blubber. This gives buoyancy to rhe body, 

because fat is not as dense as muscle or bone. If fat reserves like 

these have a restricted hlood supply and the heat of the body is nor 

d istributed to the fat under the skin (as is co111monly the case), then 

the subcutaneous fat also functions as a hear insulation layer. The 

huge stores of fat that build up in the bodies of marine mammals 

may be seen as an insulation against body heat loss into the 

surrounding intensely cold waters. 
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Carbohydrates 
and lipids are both 
sources of energy. 
Carbohydrates are 
used for short-terrn 
storage and lipids for 
long-term storage. 
When comparing 
carbohydrates to lipids 
for the amount of 
energy stor.age, it is 
essential to compare 
them based on the 
same given mass. 

10 Explain why lipids 
are more suitable 
for long-term 
energy storage 
in humans than 
carbohydrates. 

1 I Distinguish 

between lipids and 
carbohydrates as 
energy stores. 

■ Figure B1.1.27 The 
phospholipid molecule and 
its response when added 
to water (the formation of 
monolayers and bilayers) 

■ Energy source and metabolic water source 
When triglycerides are O},.idised in respiration, a lot of energy is translerred to make ATP (see 

page 424). Mass for n1ass, fats and oils release more than t\vice as 1nuch energy as carbohydrates do 

v,1hen they are respired. This is because fats are more reduced (i.e. have more hydrogen aton1s relative 

to carbon and oxygen aton1s) than carbohydrates. More of the oxygen in the respiration of fats con1es 

from the atn1osphere. ln the oxidation of carbohyclraces, more oxygen is presenc in the carbohydrate 

1nolecule itself. Fat therefore forn1s a concentrated. insoluble energy store. 

rat layers are typical or animals that endure long, unfavourable seasons in ,vhich they survive by 

using the concentrated reserves of fat stored in their bodies. O ils are often a 1n<!jor energy store in 

plants, their seeds and fru its, and it is common for fru its and seeds to be used commercially as a 

source of ed ible oils for humans, including 1naize, olives and sun nower. 

Complete OAidation of fats and oils produces a large amount of \Vater, far more than when che same 

mass of carbohydrate is respired. Deserc animals like che camel and the desert rat retain much of 

this 'metabolic \vater' ,vithin their bodies. helping chem survive v1hen there is no liquid \Vater tor 

drinking. Bird and reptile embryos while developing in cheir shells also benefit from mecabolic \Vacer 

formed by the oxidation of che stored fat in the yolk of their eggs. Whales are mammals surrounded 

by sak ,vacer, ,vhich they cannot drink. so they rely solely on 1necabolic ,vacer. 

Formation of phospholipid bilayers 
Phospholipids are the major components of cell 1nembranes. In phospholipid molecules, t\VO of the 

-OH groups in glycerol are bonded to fatty acids, \vhile the third to phosphoric acid, ,vhich is 

bonded to another sn1all group (Figure Bl.1.23, page 199). 

A phospholipid has a similar chemical structure to triglyceride, but one of the fatty aci<l groups is 

replaced by phosphate. This phosphate is ionized and is therefore ,varer soluble. So, phospholipids 

combine the hyd rophobic properties of the hydrocarbon tails ,vich hydrophilic properties of 

the phosphate. 

Phospholipid molecules lorn1 monolayers and bilayers in \Vacer (Figure Bl l.27). A phospbolipicl 

bilayer is a major component of the plasma n1embrane of cells. 

a phosphollpid molecule has 
a hydrophobic tail - which 
repels wa ter - and a 
hydrophilic head - which 
attracts wa ter 

in contact with water forming 
a rnonolayer 

Phospholipid molecules in con lacl 
with water form a monolayer. w,th 
heads dissolved in the water and the 
tails sticking outwards. 

fatty add 

mixing w ith water to form a bilayer 

When mixed with water, phospholipid 
molecules arrange themselves into a 
bilayer, in which the hydrophobic 
tails are attracted to each other. 
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• Amphipathic: 
having hydrophobic and 

hydrophi lic parts on the 

same molecule. 

tin! 

Make sure you 
understand and 
can use the term 
'amphipathic'. 

ink 

Cholesterol 's role in 
the lipid bila yer is 
covered in Chapter 
B2.1, page 237. 

12 List two properties 
of phospholipicls. 

I 1nli: 
Osmosis and t he 
movement into and 
out of cells is covered 
in detail in Chapter 
D2.3, page 683. 

fhe phospholipid has a 'head' composed of a glycerol group, to which is attached one ionized 
phosphate group. This latter pare of the molecule has hydrophihc properties (see Chapter Al.l, 

page 7). Hydrogen bonds readily form between the phosphate head and \,Vater molecules (page 3). 

The ren1ainder of the phospholipid consists of C\VO long fatcy acid residues made up of hydrocarbon 
chains. These have hydrophobic properties and are repelled by water. So, phospholipid is unusual in 
being partly hyctrophilic and partl}' hydrophobic. This is refen·ed to as amphipathic. 

■ What are the consequences of the amphipathic nature 
of phospholipid? 

A s1nall quanti[)' of phospholipicl in contact \Vith a solid surface (a dean glass plate is suitable) 
ren1ains as a discrete bubble; the phospholipicl n1olecules do not spread out. Ho,vever, ,vhen a 
similar nny drop of phospholip1d is added to ,vater, it instantly spreads over the entire surface. The 
molecules float ,vith their hydrophilic 'heads' in contact \Vith the water n1olecules, and v,ith their 

hydrocarbon tails exposed above and away from the ,vater, forming a n1onolayer of phospholipid 
molecules (Figure Bl.1.27). When more phospholipid is added, the n1olecules arrange themselves 
as a bilayer, ,v1th the hydrocarbon tails facing together. This is ho,v they are arranged in the 

plasma membrane. 

Additional attractions in the lipid bilayer - between the hydrophobic hydrocarbon tails on the inside, 
and between rhe hydrophilic glycerol/phosphate heads and the surrounding ,vater on the outside 
rnake a stable, strong barrier. 

Cholesterol also forms part of the plasma membrane (see d1apter 132.1, page 237) Cholescerol 
is a s teroid (see page 204), with a hydroxyl (-01 I) group and hydrocarbon chain on either side 
of the carbon ring structure. Table Bl. 1.6 co1npares and contrasts trigl}'cerides, phospholipids 
and cholesterol. 

■ Table B1.1.6 Comparing and contrasting t rig lycerides, phospholipids and cholest erol 

Feature Triglyceride Phospholipid Cholesterol 

Components three fatty acid molecules, one glycerol two fatty acid molecules, one glycerol carbon skeleton consist ing of four fused 
(propane-1,2,3-triol) molecule molecule, one phosphate group carbon rings, a hydrocarbon tail and one 

nitrogen-containing base, choline hydroxyl group (-OH) 

Bonds ester bonds two ester bonds mainly carbon-carbon single bonds, 
between formed by condensation reactions one phosphoester bond carbon-hydrogen single bonds 
components (under enzyme control) formed by a condensation reaction 

(under enzyme control) 

Properties non-polar (not amphipath ic) amph1pat hic virtually non-polar 

insoluble in water (exerts no osmotic soluble in both water and oil almost insoluble in water 
effect on cells} 

soluble in organic solvents soluble in organic solvents 

more compact (than carbohydrates) more compact than carbohydrates more compact than carbohydrates 

Function energy storage basic st ructure of cell membrane by component of cell membrane 

thermal i nsu la tion forming the phospholipid bilayer regulates membrane fluidity 

protection association w ith oligosaccharides lo maintains mechanical stability 
form glycolipids, which help in cell-cell 

buoyancy prevents leakage of small polar molecules 
recognition and cell-cell adhesion 

precursor for synthesis of steroid 
hormones 
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♦ Steroid: a group of 
four-ring hydrocarbons, 
of whJCh cholesterol, 
oestradiol and 
testosterone are examples. 

♦ Oestradiol: a steroid 
hormone; a sex hormone 
of female mammals. 

♦ Testosterone: a 
steroid hormone; the 
main sex hormone or 
male mammals. 

testosterone OH 

CH 

0 

oestradiol 

HO 

■ Figure 81.1.28 
Molecular structure 
of oestradiol and 
testosterone 

CH 

Ability of non-polar steroids to pass 
through the phospholipid bilayer 
The lipid bilayer of the plasn1a rnen1brane is permeable to non-polar substances, including steroids. 

Thjs is because non-polar n1olecules can pass through the fatty acid interior of the cell rne1nbrane, 
v,hich is also non-polar in nature. This includes the hormones oestradiol and testosterone. 

Oestradiol is involved with coordination of the n1enstrual cycle and developn1ent of secondary sexual 
characte1istics in fen1ales, and testosterone in n1ale secondary sexual develop1nent. These hon11ones 
are chen1ically very si111ilar n1olecules; they are n1anufactured from the steroid cholesterol, which is 
n1ade i.11 the liver and also absorbed as part of the diet. (Steroids are a fonn of lipid, page 197.) 

-Perhaps the most noticeable effect of the increased secretion of the sex hormones is the sr.irnulation 
of 111uscle protein formation and bone gro\Vth. Because of this effect, testosterone and oestradiol 
(and also the hormone progesterone) are kno,vn as anabolic steroids (anabolic means 'build up'). 
The effects o[ the fe1nale sex hormones are less marked in this respect than those of testosterone in 
the male. 

Figure Bl . 1.28 sho,vs the molecular diagrams of testosterone and oesrradiol. Note the distinctive 
ringed structure o( steroid molecules, and the differences to other lipids (e.g. those sho,vn 1n 

Figures Bl.1.22 and Bl .1.23). I he t\VO steroid molecules are made from four rings joined together, 
and only differ in two functional groups (highlighted in red in Figure Bl.1.28). As a result o[ these 
sn1all alterations in structure, each born1one has different effects in female and male vertebrates. 

Tl'\n tin I 

You need to know that oestradiol and testosterone are steroid molecules, and be able to identify 
compounds as steroids from molecular diagrams. Look closely at Figure B1 .1.28 and pick out the 
identifying fea tures of steroids. 

LINKING QUESTION 

, How can compounds synthesized by living organisms accumulate and become carbon sinks? 
.! What are the roles of oxidation and reduction in biological systems? 
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• 

The term 'am,no acid 
residue' refers to amino 
acids bonded in a 
polypeptide chain 

81 .2 Proteins 

' Guiding questions 
I 

• What is the relationship between amino acid sequence and the diversity in form and 
function of proteins? 

• How are protein molecules affected by their chemical and physical environments? 

This chapter covers the following syllabus content: 
► 81 .2.1 Generalized structure of an amino acid 
► 81 .2.2 Condensation reactions forming dipeptides and longer chains of amino acids 
► 81 .2.3 Dietary requirements for amino acids 
► 81 .2.4 Infinite variety of possible peptide chains 
► 81 .2.5 Effect of pH and temperature on protein structure 
► 81 .2.6 Chemical diversity in the R-groups of amino acids as a basis for the immense 

diversity in protein form and function (HL only) 
► 81 .2.7 Impact of primary structure on the conformation of proteins (HL only) 
► 81 .2.8 Pleating and coiling of secondary structure of proteins (HL only) 
► 81 .2.9 Dependence of tertiary structure on hydrogen bonds, ionic bonds, disulfide 

covalent bonds and hydrophobic interactions (HL only) 
► 81 .2.10 Effect of polar and non-polar amino acids on tertiary structure of proteins 

(HL only) 
► 81.2.11 Quaternary structure of non-conjugated and conjugated proteins (HL only) 
► 81.2.12 Relationship of form and function in globular and fibrous proteins (HL only) 

Amino acid generalized structure 
Proteins 1nake up about t,vo-thirds of the total dry mass of a cell. They differ fro111 carbohydrates and 

lipids in that they contain aton1s of the element nitrogen and usually the element sulfur, in addition 

to carbon, hydrogen and oxygen. 

Proteins are crucial biomolecules for basic life processes. They are responsible for transport 

throughout a cell or organism, for maintaining cellular structures and for basic metabolism among 

other processes. EssenLial functions such as Lransport of oxygen Lhroughout blood and its storage in 

1nuscle cells are carried out by proteins such as haemoglobin and ,nyoglobin. Pror.eins form channels 

and pumps that transport ·ions, ,vacer and other molecules through the cell membrane. Protei11s carry 

1110\ecules from the cell membrane to inr.racellular compartments and organelJes. t-1any proteins have 

enz>'matic activity. 

Amino acids are the molecules from ,vliich peptides and proteins are budt - rypically several 

hundred or even thousands of an1ino acid n1olecules are combined together to form a protein. Notice 
tbat the tenns ·polypeptide' and 'protein' can be used interchangeably bur, when a polypeptide is 

about 20 a111ino acid residues long, it is generally agreed to have becon1e a protein. 
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You need to be able to 
draw a diagram of a 
generalized amino acid 
showing the o. carbon 
atom with amine, 
carboxyl, R-group and 
hydrogen attached. 

t-i I 

Amino acids can be 
represented by three 
let ter codes or one 
let ter abbreviations, 
e.g., from Figure B1 .2.1, 
glycine is represented 
by gly and G, alanine 
is represented by ala 
and A 

■ Amino acids - the building blocks of peptides 
Figure Bl.2.1 shows the structure of an a1nino acid. l\s their nan1e implies, atnino acids carry two 

functional groups: 

• an amino group (-NH) 

• an organic acid group (carbo>-.71 group, -COOH). 

These groups are attached to the same alpha (a) carbon atom in the amino acids, which get built up 

into proteins. Also attached here is a side-chain part of the 111olecule, called an R-group. 

a carbon atom to which 
the two functional 

groups are attached 

/ sidechain 

R 0 
I // 

1-1 N - C- C. ----- carboxyl group 
2 \ I (acidic) 

am,no group ------' H OH 
(basic) 

The 20 different amino acids that make up proteins in cells and organisms differ ,n the,r side 
chains Below are three illustrations but details of R-groups are not required. 

' i10 
H N - C- C 

2 \ 

~ OH 

glycine alanine leucine 

■ Figure B1 .2 .1 The structure of amino acids 

Proteins of living things are built from just 20 different amino acids, in d1ffe1ing proportions. All ,ve 

need to note is that the R-groups of these amino acids are all very different and, consequently, amino 
acids (and the proteins containing them) have different chemical characteristics. 

Going further 

Enantiomers of amino acids imaginary mirror 

/ All the naturally occurring amino acids found in proteins have the 
L-configuration and not the D-configuration (see earlier discussion about 
optical isomers and glucose on page 190). D- and L-enantiomers refer to 
the configurational stereochemistry of the molecule. The central a carbon 
atom in the amino acid alanine and the other amino acids is a chiral centre 
because it has four different atoms or groups bonded to it. Two different 
enantiomers can exist and are mirror image forms (Figure B1 .2.2). The 
critical point here is that cells use only the L forms to synthesize proteins, 
and this leads to highly specific three-dimensional shapes. 

. . . . . . . . . . . . . . . . . . 

CH3 
I 
C "'""··H 

H2N/ "°cooH 

(o) 

■ Figure B1 .2.2 The enantiomers of 
alanine are mirror images of each other 
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♦ Peptide linkage: 
a covalent bonding 
of the amino group 
of one amino aod to 
the carboxyl group of 
another (with the loss of a 
molecule of water). 

♦ Tri peptide: peptide of 
three amino acid residues. 

(;; Tnn tjnl 

You should be able 
to write the word 
equation for the 
condensation reaction 

forming a dipeptide 
and longer chains 
of amino acids, and 
be able to draw a 
generalized dipeptide. 

l Calculate how 
many different 
tripeptide molecules 
composed of 
three amino acids 
linked together by 
a peptide bond 
can be made 
from a set of 20 
naturally occurring 
amino acids. (This 
is a combination 
problem.) 

2 Outline the 
structure of 
proteins. 

81.2 Proteins 

Forming dipeptides and longer 
chains of amino acids 
Two amino acids con,bine together ,vith the loss of water to fon11 a dipeptide. This is another 

example of a catalysed condensation reaction. The condensation reaction (in riboson1es) occurs 

bet,veen the an1ino group (- NH) of one a1nino acid and the carboxyl group (- COOH) of another 

an1ino acid, forming a dipeptide (plus a molecule of water) that is held together by a peptide bond 

(Figure Bl.2.3) called a peptide linkage. 

amino acids combine and bond together the amino group of one with the carboxyl group of the other 

ammo 
group 

H / H O conden~ation H R H H 
'- I // reaction '- I I I //O 

H/N-T- c'oH H/ N-T- fi-N- T- c'-011 + , ,_n 

R H ~ R 

am,no ac,d ·1 ammo acid 2 di peptide 

peptide 
linkage 

When a iurther amino acid residue is attached by condensation reaction, a tripeptide is formed. 
In this way, long strings of amino acid residues are assembled to form polypeptides and proteins. 

■ Figure B1.2.3 Peptide linkage formation 

water 

The start of an amino acid chain is referred to as the N-terminus, and the end is che C-terminus. 

A further condensation reaction bet"veen the dipeptide and another amino acid results in a 

tripeptide. In this way, long chains (linear sequences) of an1ino acid residues joined by peptide 

linkages are rormed. Thus. peptides or protein chains are assembled one amino acid at a time in the 

presence o( a specific enzyme (pepticlyl transferase, in the ribosome - page 253). Multiple amino 

acids can be joined together to fonn a polypeptide chain, which folds to form a protein. 

Proteins differ in the variety, nun1ber and order of their constituent amino acids. The order of a1nino 

acids in the polypeptide chain is controlled by the sequence of bases in the DNA of a chromosome 
(Chapter Al.2, page 25). Changing one amino acid in the sequence o( a protein may alter its 

properties completely. 

Each protein has a specific shape, and rolds into a particular conformation, depending on its amino 

acid sequence. The shape of a protein cletennines its function. Some proteins, such as haemoglobin, 

consist of one or more polypeptides linked together (see page 212). 

I 
Tool 1: Experimental techniques 

Physical and digital molecular modelling 

Molecular models can be used to model biochemical reactions, such as condensation 
reactions. These help the reactions to be understood and remembered. Computer 
software gives a much more accurate representation of biological structures (such as 
DNA and proteins) and assessment of theoretical predictions. This website has a list of 
molecular visualizat ion software you could use: 
www.rcsb.org/docs/additional-resources/molecular-graphics-software 



Dietary requirements for amino acids 
■ Table B1.2.1 Essential and non-essential nutrients A nutrient is a chen1ical substance found in foods that is used 

in the human body. Son1e of these nunients are essential 
components of our diets but others are non-essential. 

Essential nutrients 

Non-essential nutrients 

♦ Nutrient: a chemical 
substance 'found in foods 
that is used in the human 
body. Any substance 
used or required by an 
orga ntsm as food. 

■ Figure B1.2.4 The 
supply of amino acids 
in human nutrition 

some amino acids 
some unsaturated fatty acids 
some minerals 
vitamins 
water 

carbohydrates (such as starch and 
glucose) as respiratory substrates; fatty 
acids from lipids are alternatives 

■ Essential amino acids 

An essential nutrient is one that cannot be synthesized by the 
body and therefore has to be included in the diet. On the other 
hand, non-essential nutrients are those that are 111ade in the 

body or that have a replace1nent nutrient that can fulfil the 
san1e dietary puq)ose (Table Bl.2.1). 

Proteins 111 our dieL are first digested - broken do\vn - by proLeases into their consticuenc amino 
acids. These amino acids are then absorbed into the body and contribute to the pool of amino 
acids from \Vhich new pro[(:~ins are built (Figure Bl 2.4). \/,/e have seen how proteins are built up by 
condensation reactions bet vveen a111ino acids, taking place \Vith.in riboson1es (page 207). 
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/ 
20 amino acids - all must be 
present for protein synthesis 

digested to 
constituent 
amino acids 

1 O amino acids required by humans can be synthesized 
in metabolism, if necessary: 

amino aod organic acid 
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organic acid 

Note: the essenlial 
amino acids are 
listed in Table B1.2.2 

(this process is known as transamination) 
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Any excess amino acids cannot be stored 
- instead they are are deaminated and the 
NH2 group is combined w,th C 02 to 
form urea (excreted). 

,. new amino acid 
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♦ Essential amino 
acids: amino acids that 
cannot be synthesized 
and must be obtained 
from food. 
♦ Non-essential 
amino acids: am,no 
acids that can be made 
from other amino acids. 
♦ Proteome: the entire 
set of proteins expressed 
by a genome. 

Exan1ples of essential 
and non-essential 
amino acids are given 
here if you want to 
investigate them 
fu rther, but you will 
not be required to 
recall th is detai L 
However, you do need 
to know the difference 
between the two types 
of amino acid (essential 
and non-essentiaQ and 
why these differences 
are important. 

The terms 'polypeptide' 
and 'protein' can be 
used interchangeably 
but, when a 
polypeptide is about 
20 amino acid residues 
long, it is generally 
agreed to have become 
a protein. Polypeptides 
that are bigger than 
20- 30 amino acids are 
small proteins. 

81 ,2 Proteins 

About 20 amino acids are necessary co,n ponents of the range of protein t11olecules n1ade in our 
bodies. Of these, ha![ cannot be synthesized in the body, at least at so1ne stage of life, and are 
therefore essential amino acids (Table Bl 2.2). At any time ,vhen one or more of these essential 

amino acids is in short suppl}' in the food eaten, the body c.-an11oc 1nake sufficient of the proteins it 
requires - a condition kno,vn as protein deficiency malnutrition. 

Non-essential amino acids are made from other amino acids. Humans can only synthesize 
10 of [he 20 standard amino acids. Tyrosine and cysteine. for example, are synthesized from rhe 
essential amino acids phenylalanine and methionine, respectively. The liver has enzymes such as 
transaminases and is responsible for non-essential amino acid synthesis through a process called 
transaminarion. There are many different path\vays for the production of non-essential a1nino acids, 
1nany involving processes in glycolysis and the Krebs cycle (stages in cellular respiration - see 
Chapter Cl.2). 

■ Table B1.2.2 Essential amino acids 

Essential always histidine, isoleucine, leucine, lysine, methionine, phenylalanine, tryptophan 
and valine 

Essential in the diet of infants arginine 

Essential if the amino acid threonine 
phenylalanine is absent 

Vegan diecs require attention lO ensure essenrial amino acids are consumed. There are a few plane-based 
sources t.har contain all essential amino acids, including quinoa, buckwheat, hemp seeds and soy. 

The infinite variety of possible peptide chains 
Each type of protein has a unique sequence of an1ino acids and there are n1any thousands of 
proteins in cells. The proteome is the entire set of proteins found in an individual organism (see 
Chapter l\ 2.2, page 86). 

The 20 amino acids used to make proteins are coded for in the genetic code. A gene is a sequence 
of DNA that encodes a polypeptide sequence or protein molecule. Typically, one gene codes for 
one protein. Peptide- chains can have i:lny nun1ber of amino acids, from a le.w to thousands, and the 
an1ino acids can be in any order. 

Examples of polypeptides include enzymes (such as amylase, which digests starch - see page 187), 

hormones (such as insulin - see page 218) and proteins found in the cell membrane (page 226). 
Hiscone proteins are involved ,virh DNA packing in eukaryolic chromosomes (page 652). 

3 The possible number of different polypeptides, P, that can be assembled is given by 

p =A" 

where 

A = the number of different t ypes of amino acids available 

n = the number of c1mino acid residues in the polypeptide molecule. 

Given the naturally occurring pool of 20 different amino acids, calculate how many 
different polypeptides are possible if constructed from 5, 25 and 50 amino acid 
residues, respectively. 



I I ~ 

The topic of enzymes 
as catalysts is 
explored in Chapter 
C1 .1, page 380. 

♦ Denaturation: a 
structural change in a 
protein that results in a 
loss (usually permanent) 
of its biological 
properties. 

4 Define the term 
denaturation. 

correct ly folded protein 

expose to high temperature 
or incorrect pH 

! 

denatured protein 

remove denaturant 

! 

protein refolds into its 
original conformation 

■ Figure 81.2.5 Folding 
of a protein from its 
denatured state 

Effects of pH and temperature 
on protein structure 

Once the polypeptide chain is constructed, a protein takes up a specific shape. Shape 
matters with proteins -their shape is closely related to their function. This is especially 
the case with proteins that are enzymes. 

The rale of an enzyrne-calalysed reaccion is sensitive lo environmental conditions - many factors 

within cells affect euzyn1es and therefore aker the rate of the i-eaction being catalysed. ln extreme 
cases, proteins, including enzymes, n,ay become denatured. Denaturation is a strucrural change in 

a protein that alters its three-dimensional shape. Many of the properties of proteins depend on the 
three-di1nensional shape of tl,e molecule. This is true of enzymes, vvhich are large, globular proteins, 

\¥here a small parl of lhe surface is an active site. l lere the precise chemical structure and physical 
configuration of the protein are c1i tical, but provided lhe active site is unchanged, substrate 

molecules can bind and reactions can be catalysed. 

Denaturation occurs when the ionic interactions, hydrogen bonds and other weak intermolecular 
forces within tile globular protein, formed between different amino acid residues, break, changing 
the shape of the protein, including the active site in enzymes, 

■ How denaturation is brought about 
Rises in ten, perature or a s1nall deviation in pH rrom the optimum can denature proteins 

(Figure Bl.2.5). 'vVhen chis happens lO small proteins, it is found lhat they generally revert back to their 
forn1er co1Tect shape once the conditions that triggered denaturation are removed. This observation 

suggested that it is simply i:he amino acid sequence of a protein that decides its chree-dimensional 

struclure. This 1nay also be true for many polypeptides and sn1all proteins. 

Exposure to heat causes atoms lo vibrate violently and this disrupts ,veak intern1olecular forces (i.e. 

non-covalent) within proteins. Protein molecules change physical and chem·ical characteristics. We 
see this tnost dramatically ,vhen a hen's egg is cooked. The translucent egg 'white' is a protein ca lled 

albumen, ,vhich becomes itTeversibly opaque and insoluble. The high ten1perarure rro1n cooking has 

triggered irreversible denaturation or this protein. 

Small changes in pH or the mediun1 similarly alter the shape of proteins. The structure of an enzyme 
may spontaneously re.form when the optimum pl-l is restored , but exposure to strong acids or alkalis 

usually denatures enzymes irreversibly. 

Inquiry 1: Exploring and designing 

Designing 

Ascorbic acid oxidase is an enzyme released from fruits when their tissue is damaged. 
The enzyme is activated when exposed to air and causes tissues to lose vitamin C 
(ascorbic acid). Fruit juice is boiled soon after extraction to denature this enzyme and 
ensure vitamin C content is retained. 

Design an investigation to find out whether all fruits react in the same way, and how 
effective the process is. What control would you use? 
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You are not required to 
give specific examples 
of R-groups, which 
form the variable side 
chain in amino acids. 
However, you should 
understand that 
R-groups determine 
the properties 
of assembled 
polypeptides. R-groups 
can be hydrophobic or 
hydrophilic. Hydrophi lic 
R-groups are polar 
or charged, acidic 
or basic. 

~ T1,.n tint 

A polar molecule 
(such as water) has an 
uneven distribution 
of electrons, and so 
has regions of positive 
and negative charge. 
The overall charge 
of these molecules is 
neutral. In contrast, 
'charged' means that 
the number of positive 
and negative charges 
are not the same, i.e. 
protons and electrons 
are not balanced. 

B1 .2 Proteins 

Chemical diversity in the 
R-groups of amino acids 
The reactive or functional groups of the a1ni.no acid 1nolecule are the basic a1nino group (-NH

2
) 

and rhe acidic carboxyl group (-COOH), both honded to rhe sa1ne carbon atom (see Figure Bl.2.1, 

page 206). lt is these groups that participate in the condensation reactions tbat form peptide bonds, 
linking a1nino acid residues in polypeptides and proteins. The ren1ainder of the a1nino acid 1nolecule, 
the side chain or -R-group, may be very variable bet\veen di[erent amino acids. 

The vari.ecy of amino acids is shown in f igure Bl.2.6. While amino acids have the same basic 
Structure, they are all rather different in character because of the different R-groups they carry. 
The categories of amino acids found in cell proteins are: 
• acidic amino acids: having additional carboxyl groups (e.g. asparnc acjd) 
• bas ic a1Tiino acids; having additional amino groups (e.g. lysine) 
• amino acids with hydrophilic properties (,.,vater soluble): have polar or charged R-groups 

(e.g. serine) 
• amino acids ,vith hydrophobic properties (insoluble): have non-polar R-groups (e.g. alanine). 

The joining together or different amino acids in contrasting combinations produces proteins \v\th 
very different properties. The properties of proteins depend on the different a1nino side d1ains 
(FigL1re Bl.2 6). Some proteins are hydrophobic or non-polar (the electrical charge or the molecule is 
evenly distributed across the 1nolecule): s01T1e are hydrophilic or polar (vvhen positive and negative 
poles are ro1,ned in a 1nolecL1le - ren1ember, ,vater is a polar n1olecule). S0111e amino acids are basic 
(with an amino group in the side chain) and some are acidic (with a carbo.;-..'YI group in the side chain). 

acidic amino acids 
(additional carboxyl group): 
e.g. aspartic acid 

··· ······· / a'.~.h•a .. (a) carbon atom 

( Hooc··.:- cH - CH- ::cooH\ 
••• ·•••·•···• 

2 l ··• ...... -•··""' carboxyl group 

.. ·" .. . . ..... 
;_ NHz ;· 
·• ......... •·""' amino group 

acidic amino acids with hydrophilic properties 
(water soluble, polar or charged R-groups): 
e.g. serine 

/ alpha (a) carbon atom 

HzC- CH- COOH 

... .I. 
( .HO··.:, NH2 
.......... 

basic amino acids 
(additional amino group): 
e.g. lysine 

/ alpha (a) carbon atom 

H2C- 3(CHz) - CH- COOH 

.. -1..,. 
{' NH2 ·:: 
····---··-···· 

amino acids with hydrophobic properties 
(insoluble, non-polar R-group): 
e.g. alanine 

·········· / alpha (a) carbon atom 

( H3C ·.-.~CH- COOH . . . . . . . . . . . I 
NH2 

■ Figure B1.2.6 The range of amino acids used in protein synthesis 

'Alater molecules force hydrophobic R-groups together in order to minin1ize their disruptive effec ts on 
the ,vater 111olecules. Hydrophobic an1ino acids have li ttle or no polarity in their side chains: this lack 
of polarity means they have no \vay ro interact \Vith highly polar water molecules, where the liquid 
stare is fom,ed by the hydrogen bonds benveen watern1olecules. Hydrophobic groups held together 
in this ,vay are so1ne[imes said to be held together by 'hydrophobic forces', but the attraction 
is actually caused by the repulsion effect from water n1olecules. 

The repulsion of hydrophobic groups fron1 ,vater molecules is also in1portant for the assembly of lipid 
vesicles and me1nb,anes, and protein folding. Polar amino acid side chains tend to be djsplayed on 
the outside of tbe folded protein \,vhere they can interact ·with \~1arer; the non-polar a1nino acid side 
chains are buried on the inside. 
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(e Common 
mistake 

Primary structure is 
not just 'a string of 
amino acids'. The idea 
of sequence or order is 
needed. 

The primary 
st ructure of a 
protein affects the 
conformation and 
f unct ion of t he 
protein . 

Protein structure 
The sequence of amino acids detern1ines the precise position of each amino acid ,vi.thin a structure 

and the th ree-din1ensional shape of the protein. Proteins therefore have precise, predictable and 

repeatable structures, despite their cO[nplexity. 

There are four levels of protein structure, each of significance in biology (Figure Bl.2.7). 

• The primary structure of a protein is the linear sequence of the amino acids in rhe molecule. 

This determines the shape of rhe prorein. 

• The secondary structure occurs when the prorein chain in1.eracrs ,virh irself rhrough hydrogen 

bonds to fonn regions that are helix-shaped or folded. 

• The tertiary s tntcture refers to the formation or overall three-dimensional shape of a protein, 

\Vhich is formed by hydrogen bonding and other intermolecular forces. 

• Some proteins have a quaternary structure '\vhere two or more polypeptides are combined (via 

intermolecular forces) co form a larger protein. An exa111ple is haemoglobin, present in mammalian 

blood, which consists of four polypeptide chains held together ro form a single larger pro1ein. 

\_R'' 
I o=c 
\ 

R' / -\ 
N - H 

I 
c=o 

H-N 

\_R 
I o=c 
\ 
I 
N-H 

primary (sequence of 
amino acids) 

secondary (coiling of 
the amino acid chain) 

tertiary (folding of 
the coiled chain to 
create an active site) 

quaternary 
(the assooation of 
two or more coiled 
polypeptide chains) 

■ Figure 81 .2.7 The different levels in t he hierarchy of protein structure 

The tertiary and secondary structures of proteins are held together by weak inrermolecular forces. 
These are broken at high pl I (very alkaline) or lov, pl-1 (very acidic), or at high or lo,v temperatures. 

Under these conditions the protein loses its shape (conformation) and is denatured (see page 210). 

Proteins vary greatly in sequence, structure and function and are therefore challenging to study. 
Proteins behave differently in different conditions: some proteins or protein con1plexes do not fold or 

assemble without other asse111bly factors; some proteins cannot function without co-factors presenL 

Modification of proreins by the cell, e.g., phosphorylation, can greatly affect their structures and 
functions. V/e will now look at the four levels of protein structure in more detail. 

■ Impact of the primary structure on the conformation 
of proteins 

·The primary srrucrure of a protein is the sequence of a1n!no acid residues joined by pepride linkages 

(see Figure Bl .2.7 above). Proteins d iffer in rhe variery, number and order of their consriruent am ino 

acids. We have seen how in the living cell the sequence of a111ino acids in rhe polypeptide chain is 

conrrolled by the coded insrructions stored in the DNA, n1ediated via mRNA. Changingjust one 

amino acid in the sequence of a protein alters its properties, often quite drastically. Th is sort of 

misrake arises by mutation (page 623). 
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Hydrogen bonding in 
regular positions helps 
to stabilize a-helices 
and ~-pleated sheets. 

rt-helix (rod-like) 

position of amino acid 
residues and peptide linkages 

■ Pleating and coiling of the secondary structure of proteins 
The secondary structure of a protein develops v,rhen parts of the polypeptide chain take up a 
particular shape in1n1ediately after formation at the ribosome. Parts of the chain become folded or 

twisted, or both, in various vvays. 

The 111ost common shapes are ron11ed either by coiling to produce an a-helix or folding into 

~-sheets. These shapes are pern,anent, held in place by hydrogen bonds (Figure B12.8). 

13-sheets 

fl f 7 R ~ 7 !olypeptide chain 

C CH N C CH N 
/'-./,/'-./'-./,/ 

N C CH N C 
I II I I II 

position of amino H O R H O 

acid rdesid
1
_ueks and_ ~ I_ ~- ~ hydrogen bond 

pept, e 1n ages in g :' :;;: g 
two j3-sheets o H R o H 

11 I I 11 I 
"- _,,. C ........_ ..,, N ....._ _,,,, C ':!._ _,,,, C ........_ _,, N C 

N CH C N CH ' c_,,. "-
I I II I I II 
H R O H R 0 

amino acid residue polypeptide 
cha in 

s---hydrogen 
bond 

■ Figure B1.2.8 The secondary structure of protein 

Some proteins show extensive regions or a -helical structure such as BipD, an invasion pror.ein from 

rhe bacterium Burkholderia pseuclo,nallei (see Figure B1.2.9), which causes the disease melioidosis. 

■ Figure B1.2.9 BipD, an invasion protein from the bacterium 
Burkholderia pseudomallei; o,-helices are shown in red and !3 -sheets 
in pale green, with the intervening loops coloured cream 

81 2 Proteins 

Going further 

Amino acids are chiral (i.e. exist as two 

stereoisomers that are mirror images of 
each ot her). Enantiomers of amino acids 
(see page 206) explain why it is that the 
a -helix is right handed and not lef t handed: 

cells use only t he L forms to synthesize 
proteins and t his leads to highly specif ic 
three-dimensional shapes. 



Super-secondary structure 

Super-secondary structure describes the different patterns that a-helices or 13-sheets commonly 

adopt in proteins. For exa1nple, four a-helices often forn1 a coiled-coil arrangen1ent known as a 
four-helix bundle (Figure Bl.2. lOa). Pairs of adjacent helices are often additionally stabilized by salt 

bridges (ionic bonding) benveen charged amino acids. T,vo f3-sheets 1nay stack on top of each other 

in a 'beta sandwich' such as in the in11nunoglobulin fold (Figure Bl.2.lOb). 

a b 

■ Figure B1.2.10 Super-secondary structure in a protein: a) a four-helix bundle, b) a 'beta sandwich' 

Super-secondary structure often corresponds to a particular domain, \vhich are independent 
structures found in proteins. Protein don1ains are defined as co1npact, folded structures within a 

polypeptide chain and they usually have a specific function, such as DNA-binding capability or the 

ability to induce dime1isation between t'NO proteins containing the domain. A protein di1ner is a 

macron1olecular complex forn1ed by two protein monomers. 

■ Tertiary structure 
The tertiary structure of a protein is the precise, co111pact structure, unique to that protein, ,vhich 

arises ,vhen the n1olecule is fun her folded and held in a particular complex shape. This shape is 

stabilized by four different types ofbonding, which are established by interactions bet,veen R-groups 

and other adjacent parts of the chain (Figure B12.11) 

A1nine (-NH
2
) and carboxyl (-COOH) groups in R-groups can become positively or negatively 

charged by binding or dissociation of hydrogen ions and can then participate in ionic bonding. 

Tnn tinl 

Apart from the example of pairs of cysteines forming disulfide bonds (see Figure B 1.2.11), you are 
not required to name examples of amino acids that participate in types of bonding that maintain 
tertiary structure. 

•• I 
r I 

Two of the 20 amino acids in proteins contain sulfur, so disulfide bridges can form between cysteine 
and methionine residues rn the tertiary structure of proteins. 
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polypeptide chain 
made up of"---._ 
amino acid ~ 
residues ----------:: 

H2N 

hydrogen bond ---------
in a hydrogen bond a hydrogen atom 
is shared by two other atoms, e.g. 

- 0 - H))))))O( 

-0 -H )))lJlN ~ 

5 
11 
C-OH 
I 

CH2 

~--- London (dispersion) forces 

0 

these come into play w hen two or more 
atoms are very d ose (0.3--0,4 nm apart) 

disulfide bond 
strong covalent bond fo rmed 
by the oxidation of -SH groups 
of two cysteine side chains 

~- ionic bond 
electrostatic interaction 
between oppositely charged 
ions: may often be broken by 
changing the pH 

) N-H mmo ( 

" (I+ fl-/ 
/ N - H l)l)))N ~ 

elect ropositive J L electronegative 

- CH - CH-CH-CH - NH I 2 2 2 2 3 

11 
·o - C- CHz-

hydrogen atom 

Hydrogen bonds are weak, but are common in many 
polypeptide chains: they help to stabilize the protein 
molecule. 

■ Figure B1.2.11 Cross-l inking within a polypeptide 

Amine and carboxyl 
groups in R-groups 
can become positively 
or negatively charged 
by gaining or losing 
hydrogen ions so that 
they can then participate 
in ionic bonding. 

B1 .2 Proteins 

The primary, secondary and tertiary s tructure of the protein lysozyme is sho\.vn in Figure Bl.2.12. 

Look carefully at the different levels of organization within the protein. 

primary structure 
(the sequence of amino acids) 

va1PheGIYA,o. 
Lys --i;y, 

+H3N....,. Glu 
Leo 

H1SAr,fY•M•1Ala AJi
1
• 

Gly 
Leu 

Asp 
T S"' L~uGI Aso GI yr ~ll.sn 

Tyr Arg Y Trp 

JheLY, AlaAlac y,Val 
seP1 

Asn ArgA5"Th1 
Ph~ :Th ,Asn A<.p 
Asnn,, Glrf'1• Gly 

Ser 

Leu IIE Gly fyr Asp"hr 

Gin . AsnAsR 
Ile Trp Cy, Gly 
Asn ArgTrp Arg 

Set Thr 
Pro 

l eUAlase Gly 
l ~u 'cys Ser 
Ser Pro Arg 
Ser II& Asn Asn 

Asp CysLeo 
lie Thr AlaSer Val 

Asn 
Val lie Ly, Lys AlaCys 

Ser Trp Vc1IAta 
A Ala sp {'-sn Trp 

Gl°¼sJ/31~• Arg 
Asn 

ValAspThr GlyLy, C y/''9 
Gin 
Ala ;f 

Trp Argleu-" 
lleArgGlfY' o-

secondary structure 
(the shape taken up by parts of the amino acid chain) 

tertiary structure 
(the three-dimensional st ructure 
of the protein) 

[3-sheets 

■ Figure B1 .2.12 The protein lysozyme - primary, secondary and tertiary structure 

ATL 81.2A 
' 

Using the internet, research another protein of choice and determine the different levels of 
structure it shows. How does the form of the protein relate to its function? 
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5 Predict what 
type of amino 

acid composition 
proteins that cross 
from one side of 
the cell membrane 
to the other 
(transmembrane 
proteins) are 

expected to have. 

(e Common mistake 
Although hydrogen bonds are important in the tertiary structure of proteins, it is the interactions 

bet ween the side groups of amino acids that determines the t ertiary structure. Hydrogen bonds 

stabilize the a-helix. 

Effect of polar and non-polar amino acids on tertiary structure of proteins 

Amino acids \.vith polar R-groups have hydrophilic properties. When these amino acids are built into 

protein in prominent positions, they may influence the properties and functioning of the proteins in 

cells. Similarly, amino acids \Vith non-polar R-groups have hydrophobic properties. 

Hydrophobic amino acids are clustered in the core 

plasma membrane (fluid mosaic model) 
(diagrammatic cross-sectional view) 

of globular proteins that are soluble in water. 
Integral proteins have regions with hydrophobic 

amino acids, helping then1 to en1bed in 

membranes. Integral membrane proteins are 
permanently e1nbedded ,vithin the plasma 

membrane. The portions of the proteins found 
inside the membrane are hydrophobic, ,vhile those 

exposed to the cytoplasm or exrracellular fluid 

tend to be hydrophilic. The fatty acid tails that 
fonn the inte1ior of the membrane are non-polar 

and do not repel the hydrophobic (non-polar) parts 
of the integral proteins. Examples of these 

outcomes are illustrated in Figures Bl.2.13 (for cell 

membrane proteins) andBl.2.14 (for an enzyme 

lipid 
bilayer 

protein that traverses 
membrane 

protein on one side 
of the membrane 

inside of cell 

channel protein 
with pore 

position of non-polar amino acid residues 
(make bulk of protein hydrophobic -
compatible with hydrocarbon tai l of 
phospholipid molecules of bilayer) 

position of polar amino acid residues 
(make surface of protein hydrophilic -
this part of protein molecule protrudes 
or is exposed to cytosol) 

■ Figure B1.2.13 Polar and non-polar am ino acids in membrane proteins that occurs in the cytoplasm). 

♦ Integral proteins: 
proteins that traverse 
f rom one side of a 
membrane to the 
other side. 

6 Describe three 
types of bond that 
cont ribute to a 
protein's te11iary 
structure. 

Superoxide dismutase is an 
enzyme common to all cells -
breaking down superoxide ions as 
soon as they forrn as by-products 
of the reactions of metabolism. 

The molecule is approximately 
saucer-shaped, with the active 
site centrally placed. 

posit ion of arnino acid \ ~:::::::::=:;;:::=::;;z) ::::::::=(=:==::>-?....-.-
residues with negatively - ---
charged R-groups 
(repel negatively charged 
superoxide ions) 

---==~>.--- non-polar ammo 
acid residues 

-}--::::.::.::.::,-7''+- position of amino acid 
--+-~ residues with positively 

active site of enzyme (forms complex 
w ith superoxide ions as it disables them) 

charged R-groups (attract 
negatively charged superoxide 
ions to enzyme active s1 te) 

■ Fig ure B1.2 .14 Polar and non-polar amino acids in t h e enzym e superoxide dismutase 
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♦ Conjugated protein: 
a combination of 
protein and non-protein 
prosthetic group. 

Each subunit is a conjugated 
protein consisting of a 
protein chain (globin) attached 
to a prosthetic group (haem) 
A prosthetic group is ·a 
'helper' molecule, enabling 
other molecules to be 
biologically active. 

Haem is a flat molecule of 
four pyrrole groups, held 
together by = C - groups: at 
the cenire is an atom of iron(II). 

each iron atom of 
haemoglobin may 
combine loosely and ..,_ __ _ 
reversibly with a 
molecule of oxygen 

■ Quaternary structure of non-conjugated and 
conjugated proteins 

The quacernary scructure of proteins arises when c,vo or 1nore polypepcide chains or proteins are 
held together forming a co1nplex, biologically accive molecule. 

Conjugated proteins 

Haen1oglobin is known as a conjugated protein, ,vhich is a combination of protein and non-procein 

(the prosthetic group). Conjugated proteins have other chemical groups attached, including 
carbohydrates (such as in the glycocalyx of cell 1nen1branes - see page 195), lipids, bound n1etal ions 
and other organic groups. 

Haemoglobin consists or [our polypeptide chains (t\vO c1.-chains and t\VO ~-chains). Each polypeptide 
chain in the haemoglobin n1olecule is held around a non-protein haem group (the prosthetic group), 
in wh ich an atom of iron occurs (Figure Sl.2.15). 

Each red blood cell contains about 
280 million molecules of haemoglobin. 

haem group 

,_,__ globin 
(protein) 
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■ Figure B1.2.1S Haemoglobin - a quaternary protein of red blood cells 

B1 .2 Proteins 

Figure Bl .2.16 on the next page shows ho,v a -chains and ~-chains combine with the haem group to 
form the haemoglobin molecule. 



a-chains ~-chains 

haem group 
with iron atom 

a 

protein b 
chain 

• Figure B1 .2.17 
a) The complex ion in 
haemoglobin. b) The 
haem group contains an 
i ron(II) ion, which can 
bond reversibly with 

an oxygen molecule 
can bond with the 
iron atom 

Q iron 

0 carbon 
0 nitrogen 
0 oxygen 

■ Figure B1.2.16 Structure of haemoglobin an oxygen molecule 

7 Explain what is 
meant by primary, 
secondary, tertiary 
and quaternary 
structure in 
haemoglobin. 

(n Tt'lf' ♦jnf 
Haemoglobin is 
not an enzyme. 
Unlike enzymes, 
haemoglobin does 
not catalyse chemical 
transformations of the 
molecules to which 
It binds. 

H 

I 

Non-conjugated proteins 

Proteins that are not associated with prosthetic groups are kno,vu as non-conjugated proteins. 

lnsulin and collagen are exa1nples of non-conjugated proteins. 

Insulin 

In 1951 , English biochemist Frederick Sanger rnade a 1najor d iscovery ,vhen he deterinined the first 

a111 ino acid sequence or a protein, 'insulin. Th is ,vas important because it sho,ved that a protein has 

a precisely defined amino acid sequence. 'Before this finding, it ,vas not kno,vn that one aJ11ino acid 

sequence characterises one protein. 

Insulin is a hormone involved in glucose regulation (Chapter 03.3, page 761). lt is an exan1ple of a 
globular protein (see page 221, belo,v). Insulin is composed of t\vo chains, an A chain and a B chain 

(see Figure Bl2.18). The l\ and B chains are linked together by rnro disulfide bonds, and an additional 

disulfide bond is formed ,vithin the A chain. Figure Bl.2.19 shows the formation of a disulfide bridge. 

N-terminal end C-terminal end 

H-N"-H 

♦ Non-conjugated 
protein: a protein not 
associated with a non• 
protein prosthetic group. 

♦ Insulin: hormone 
made tn the pancreas that 
promotes the synthesis 
and storage of glycogen in 
the liver and muscle cells. 

lie 

Val 

Leu 

10 

■ Figure B1 .2.18 The primary sequence of t he insulin A chain (a short polypeptide of 21 amino acids). Note 
the cysteine residues at positions 6, 7, 11 and 20 in the chain. They form disulfide bridges (the one between 
residues 6 and 11 is shown here) that stabi lize the three-dimensional structure of the insulin molecule 

Theme B: Form and function - Molecules 



SS-bridges (disulfide 
bridges) are post
translational 
modifications (PTMs), 
not secondary 
structures. 

B1,2 Proteins 

1----SH HS----1 

oxidation j r reduction 

1---- s ---s----1 

■ Figure B1.2.19 The formation of a 
disulfide bridge 

The Cys residues in the A chain at 

positions 7 and 20 fon11 inter-chain 

disulfide bridges to the insulin B chain 

(a short polypeptide of 30 arnino 

acids). Figure Bl.2.20 shows the 

con1bined quaternary structure or an 

jnsulin protein. 

ATL 81.28 
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■ Figure B1 .2.20 The quaternary structure of human insulin 

PDB-101 is a website (https://pdb101 .rcsb.org) that explores the three-dimensional shapes of 
proteins and nucleic acids. Learning about the variety of shapes and functions of proteins helps us 
to understand the role of proteins in disciplines such as biomedicine and agriculture. 

Research the structure and function of insulin using this site, by going to 'Molecule of the month' 
and selecting 'insulin'_ This link should take you directly to the correct part of the site; 
https://pdb101 .rcsb.org/motm/14 

Tool 1: Experimental techniques 

Physical and digital molecular modelling 

Constructing physical models of molecules is a good way of understanding how their 
structure relates to their function, and how different components of proteins combine 
together to form the overall structure. 

Go to https://pdb101.rcsb.org and select 'Learn' from the menu at the top of t he page. 
Select 'Paper models' from the dropdown menu (https:f/pdb101.rcsb.org/learn/paper• 
models). Select 'Insulin' and follow the instructions. You can download and print the 
template of the model. Instructions for cutting and assembling are included in a video 
on the same page. 

Collagen 

Collagen is the 1nost abundant protein in anin1als. lt is the substance that gives structure and 
essentially holds the body together. It is found in bones, n1uscles, skin and tendons, and is an 

exan1ple of a fibrous protein (see page 221). 

l 'he quaternary structure of collagen consists or rhree !err-handed helices twisted into a right-handed 

coil (Figure Bl 2.21) 



8 Define what 
is meant by 
the quaternary 
structure of a 
protein. 

9 Outline how 

three long polypeptide 
molecules. coiled together 
to form a triple helix 

every third a,n ino acid is glycine 
(the smallest amino acid}; the 
other two amino acids are mostly 
proline and hydroxyproline 

covalent bonds are formed between 
the polypeptide chains - together 
with many hydrogen bonds 

the structure of 
haemoglobin 

■ Figure B1.2.21 Collagen - an example of a non-conjugated protein 

is related to its 
specific function. 

10 Explain the 
four different 
levels of protein 
organization. 

Each polypeptide chain has a repeated niplet sequence of Gly-X-Y, ,vhere X and Y can be any a1n ino 
acid but are frequently praline (in the X position) and hydroxyproline (in rhe Y position). Every third 
amino acid is a glycine (residue), which allo,vs each helical chain to make a tum every three amino 
acids and intertwine around two other chains to [01111 a co1npact triple helix, as only glycine is small 
enough to fit into the centre. The three helical polypeptide chains are held together by i.nterchain 
hydrogen bonds forming ,ropocollagen. Many triple helices lie parallel in a staggered pattern co form 
fibrils ,vi th covalent bonds bet,veen neighbouring triple helix chains. The fibrils unite to form fibres. 

(e ::1t11re of science: Observations 

Use of technology to observe protein 
molecules 

X-ray crysta llography (Figure 81.2.22a) has traditionally 
been used to obtain high-resolution images of the three
dimensional structures and shapes of crystalline proteins and 
other molecules in the solid state. Crystals are a highly ordered 
arrangement of individual protein molecules. 
a 

X-rays 

crystal 

diffraction pattern on 
photographic film 

■ Figure B1.2.22 a) Single-crystal X-ray crystallography 
b) Electron density contour map of urea and its structural 
formula derived from X-ray crystallography 

When an X-ray beam is focused on a protein crystal the 
X-rays are diffracted (scattered) by the atoms. The diffracted 
X-rays generate spots (also called reflections) on a detector 
(digital camera) that have an intensity and position that can 

• 

be computer processed to show the structure and shape of 
the protein or molecule via an electron density contour map 
(Figure B1 2.22b), 

An alternative method called cryogenic electron microscopy 
uses the same principle as transmission electron microscopy, 
but cools the samples to cryogenic temperatures (e.g. via liquid 
nitrogen) and embeds them in an environment of vitreous 
(non-crystalline) ice, allowing proteins and protein complexes 
to be studied Cryo-electron microscopy has al lowed imaging 
of single-protein molecules and their interactions with 
other molecules. 

Randomly orientated proteins are struck by t he electron beam, 
producing a faint image on the detector. Thousands of similar 
images are averaged (and cleaned-up) by the computer to 
generate a high-resolution three-dimensional image or density 
map of the protein, 

The specimen can be statistically analysed, allowing for the 
reconstruction of the structural information, and different 
conformations (shapes) can be determined in the same 
sample to understand how proteins, such as membrane-based 
pumps, function . In this way, the technology allows imaging 
of structures that would be impossible to observe with our 
unaided senses. 

Another major advantage of cryo-electron microscopy is that 
large, intact complexes can be studied, allowing the three
dimensional structure of ribosomes, proteins and viruses 
to be seen, almost to the atomic scale. However, X-ray 
crystallography is much quicker and simpler, and the large 
majority of images of structures still come from X-ray 
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Link 
Cryogenic electron 
microscopy is also 
covered in Chapter 
A 2.2, page 61 . 

How important are material tools in the production or acquisition 
of knowledge? 

New technology has enabled biologists to explore in ever more detail the molecular world from 

which all living organisms are made. The development of cryogenic electron microscopy, for example, 
has allowed the imaging of single-protein molecules and their interactions with other molecules -

something not possible before. However, X-ray is quicker and simpler to use, and less expensive, and 

so still tends to be used in preference to cryogenic electron microscopy, indicating that it is not just 

technology that determines how knowledge is acquired, but that other factors are involved. New 

theories do not necessarily come from new technology - some of the greatest theories in science, 
such as Darwin's theory of evolution by natural selection and Einstein's theory of relativity, did not 

result from new technology but rather the imagination and creativity of two remarkable minds. 

Relationship of form and function in 
globular and fibrous proteins 

~~~ ,.~ 

■ Fibrous proteins 
S01ne proteins take up a tertiary structure that is a long, 1nuch-coiled 
chain; these are called fibrous proteins . They have long, natTO\V 

shapes. Exan1ples of fibrous proteins are collagen, a component of 
bone and tendons (Figure Bl.2.23), and keratin. found in hair, horn 

and nails. Fibrous proteins are often insoluble. 

The collagen molecule consists of three polypeptide chains, each in 
the shape of a helix (see Figure B1.2.21, previous page). The chains are 
wound together as a triple helix, forming a sci ff cable strengthened by 
numerous hydrogen bonds. The ends of individual collagen molecules 
are staggered so there are no weak points in collagen fibres, giving 

■ Figure B1.2.23 Phot omicrograph of collagen, a f ibrous 
protein, showing many t r iple helices bound toget her 

the \vhole structure high tensile strength. This makes the protein well 
suited to provide structural support in sldn, tendons and cartilage. 

11 Describe the main 
structural features 
of collagen. 

B1 .2 Proteins 

■ Globular proteins 
Other proteins take up a more sphe1ical shape and are kno\vn as globular proteins. They are 1nostly 
highly soluble in ,vater. Examples include enzymes, such as lysozyme and catalase, and hormones, 
such as insulin (Figure Bl.2 24 and page 218). 

Insulin is a very s1nall protein, allo,ving it to move quickly through the blood. Its shape is recognized 
by specific receptors on its target cell surfaces. lt is difficult to make a small protein that ,viii fold into 
a stable structure. This problem is solved by synthesizing a longer protein chain, ,vhich folds into 
the proper structure. The extra pieces are removed (Figure Bl 2.24), leaving t\VO small chains in the 

mature form. The structure is further stabilized by three disulfide bridges. 

(e Top tir• 
Make sure you know the differences in shape between globular and ffbrous proteins. and 

understand how their shapes make them suitable for specific functions. Look closely at the 

examples of insulin and col lagen explained here. 

221 



Insulin is a hormone produced in the (3 cells of the islets of Langerhans in 
the pancreas by ribosomes of the rough endoplasmic reticulum (RER) as a 
polypeptide of 102 amino acid residues (preproinsulin), 

s,gnal peptide part of 
molecule (directs peptide 
into lumen of ER) 

post-translational modifications by 
enzy,nes in ER and Golgi apparatus 

insulin takes up its tertiary 
structure as a more or less 
globular protein 

8 A 

coo 

preproinsulin 

-c 

in lumen of ER 

converted to 
proinsulin s-s 

s-s 

~ transported from ER to Golgi apparatus 
in vesicles (see Figure A2.2.21, page 70) 

in Go/gt apparatus 

>---+-+-- proinsulin stabilized 
by disulfide bonds 

+ 

-+--- insulin formed by 
removal of C chain 

s-s 

s-s 
A chain 

B chain 

proinsulin -------+ insulin 

■ Figure B1.2.24 lnsulln, a globular protein 

12 Explain the 
difference between 
fibrous and 
globular proteins 
using collagen 
and insulin as 
examples. 

ATL B1.2C 

https:f/lab.concord.org/embeddable.html#interactives/samples/S-amino-acids.json 

Use this website to explore protein folding. Hydrophobic interactions have an important role ,n 
determining the shape (conformation) of a protein. Therefore, an important factor controll ing the 
folding of any protein is the distribution of its polar and non-polar amino acids. 
1 Run the simulation of protein folding within water (polar solvent), oil (non-polar solvent) and a 

vacuum. Summarize the differences you observe. 
2 Repeat the simulations in the three environments using a protein that is entirely hydrophobic and 

a protein that is entirely hydrophilic. Summarize the differences you observe. 

How do abiotic factors influence the form of molecules? 
• What is the relationship between the genome and the proteome of an organism? 
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inl 
The chemical 
structure of 
phospholipid was 
introduced in Figure 
B 1.1.27 and is covered 
in detail in Chapter 
B1.1, page 202. 

I 

Guiding questions 

• How do molecules of lipid and protein assemble into biological membranes? 

• What determines whether a substance can pass through a biological membrane? 

This chapter covers the following syllabus content: 
► B2.1.1 Lipid bilayers as the basis of cell membranes 

Lipid bilayers as barriers ► B2.1.2 

► B2.1 .3 

► B2.1.4 

► B2.1.5 

► B2.1.6 

► B2.1.7 

► B2.1.8 

► B2.1. 9 

► B2.1.10 

► B2.1.11 

► B2.1.12 

► B2.1.13 

► B2.1.14 

► B2.1.15 

► B2.1.16 

► B2.1.17 

Simple diffusion across membranes 
Integral and peripheral proteins in membranes 
Movement of water molecules across membranes by osmosis and the role 
of aquaporins 
Channel proteins for facilitated diffusion 
Pump proteins for active transport 
Selectivity in membrane permeability 
Structure and function of glycoproteins and glycolipids 
Fluid mosaic model of membrane structure 
Relationships between fatty acid composition of lipid bilayers and their f luidity 
(HL only) 
Cholesterol and membrane fluidity in animal cells (HL only) 
Membrane fluidity and the fusion and formation of vesicles (HL only) 
Gated ion channels in neurons (HL only) 
Sodium- potassium pumps as an example of exchange transporters (HL only) 
Sodium -dependent glucose cotransporters as an example of indirect active 
transport (HL only) 
Adhesion of cells to form tissues (HL only) 

The basis of cell membranes - lipid bilayers 
A plasma men1brane is a structure con1mon co all cells. The plasma membrane encompasses 
and 111aintains the integrity of the cell (it holds the cell's contents together). It is also a barrier 
across \Vhicl1 all substances entering and leaving the cell 1nust cross. The lipid of 111en1branes is 
predominantly phospholipid, together ,vith other lipid types. 

a phospholipid molecule has 
a hydrophobic tail - whlch 
repels water - and a 
hydrophilic head - which 
attracts water 

in contact with wa ter forming 
a monolayer 

mixing with water to form a bilayer 

■ Figure 82.1.1 The response of phospholipid 
molecules when added either to the surface 
of a wat er layer (left), forming monolayers, or 
mixed into water (right), forming bilayers 

Phospholip1d molecules in contact 
with water form a monolayer, with 
heads dissolved in the water and the 
tails sticking outwards. 

When mixed with water, phosphollpid 
molecules arrange themselves into a 
bilayer, in which the hydrophobic 
tails are attracted to each other. 

B2.1 Membranes and membrane transport 



I State the 
difference between 
a lipid bilayer 
and the double 
membrane of 
many organelles. 

■ Figure B2.1.2 
Movements across the 
plasma membrane 

The phosphate heads or phosphol ipids (\vhich are hydroph ilic) interact ,virh the surface of the ,vater 

\vhereas Lhe tails are repelled (they are hydrophobic). On Lhe surface of \vater, phospholipicls form 

monolayers Ci e. a single layer). vVhen submerged in ,vater, phospholipids spontaneously form a 
double-layered structure, ,vith the hydrophilic heads directed out into the ,vater and the hydrophobic 

tails pointing a,vay (Figure B2.1.D. Monolayers can be extensive and cover a ,,vacer surface, v,hereas 

bilayers need ro be continuous and so [onn closed strucrures, called vesicles (see Figure A2. I .5, 

page 41). 

Lipid bilayers as barriers 
The lipid bilayer is about 4- 10 nn1 in thick11ess and tl1is can enco1Tipass a prokaryotic cell of 

O.l-5µm in dia1necer, or a eukaryotic cell of 10-lOOµm in diameter. ln the lipid bilayer arLracrions 

bet\veen the hydrophobic hydrocarbon tails on the inside and becween the hydrophilic glycerol/ 
phosphate heads and tl1e surrounding ,v,ner on the outside n1ake a stable, strong barrier. 

In this \Vay, the hydrophobic hydrocarbon chains form the core of a me1nbrane. This pan of the 

membrane has low permeability to large and hydrophilic molecules, including ions and polar 
molecules. Membranes therefore fu nction as effective barriers between aqueous solutions, across 

vvhich all substances entering and leaving the cell pass, such as metabolites chat 1nove becv,een the 

cytoplasm and tl1e interior of the cell. 

■ Crossing the lipid bilayer barrier 
The movement of n1olecules such as water, respiratory gases (oxygen and carbon dioA'ide), nutrients 

(e.g. glucose), essential ions and excretory products is cononual. These molecules can go into or out 

of cells. 

Cells may secrete subsrances such as horn1ones and enzymes, or they may receive gro\vth substances 

and certain horn1ones. Plants secrete the chen1icals that n1ake up their walls through their cell 
n1embranes, and assemble and 1naintain the ,vall outside the n1e1nbrane. Certain mammalian cells 

secrete structural proteins, such as collagen, in a form that can be assembled outside the cells. 

All these molecules need to move across the lipid bilayer barrier to get into or out of cells. 

figure B2.1.2 is a summary of the n1ovement across plasn1a me1nbranes, \vhile Figure B2.1.3 

sumrnarizes the 1nechanis1ns of transport across 1uembranes. 

water 
uptake/loss 
H20 

receptors 
sites for hormones. 
an1igens, cell recognit1011 

.. • • ii. 
' . ~ . . . . . . ... \ ... . . . . . . . . . . . ' . . . 

\ ~--~ '.,j_----✓ 

respiration 
02 - -----+--
C02 

ions I 

secretion 
neurotransmitter substances, 

,, hormones 

enzymes procollagen (assembled 
into collagen fibres outside 
the mammalian cell) 

cell wall components -
cellulose and hemicellulose 
(assembled 10 make plant 
cell wall, OULside cell) 

nutrition 
sugars. 
amino acids, 
fatty acids. 
vitamins 

e.g. Na+. K+, Ca2+, also 
trace elements (e.g. Fe, Cu) 

e><cretion 
NH3 
urea (animals) 
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■ Figure 82.1.3 
Mechanisms of movement 
across membranes 

♦ Diffusion: the free 
passage of molecules 
(and atoms and ions) from 
a region of their higher 
concentration to a region 
of lower concentration. 

L,nl,: 
Concentration 
gradients are defined 
and discussed 
in Chapter B3.1, 
page 275. 

1 diffusion 
movement from high to 
low concentration; 
energy source= kinetic 
energy of molecules 

osmosis 
diffusion of water 
molecules across 
a membrane 

1r11tochondnon 

ATP as energy 
currency 

2 act ive transport 
selective movement of substances 
against a concentration gradient 

3 bulk transport 
transport of solids and/or 
liquids by vesicles at the 
plasma membrane; 
energy source = energy 
from metabolism 

energy source = energy from metabol ism 

We ,vill 110\11 look in 1nore detail at the different n1echanisn1s of 1noven1ent across plasma me1nbranes 

as sutnmarized in Figure B2.1.3. 

Simple diffusion across membranes 
/\tarns, molecules and ions or liquids and gases undergo continuous randon1 n,ovements. These 

rnovements result in the even (hornogenous) d istribution of the cornponencs or a gas mixture and 

or the atorns, n,olecules and ions in a solution. So, for exarnple, ,ve are able to take a tiny random 

sa1nple fro1n a solution and analyse it to find the concentration of dissolved substances in the ,vhole 

solution - because any sample has the same composition as the ,vhole. Similarly, every breath ,ve 

take has the same a.mount of oxygen, nitrogen and carbon dioxide as Lhe atmosphere as a ,vhole. 

Continuous, random 1novements of all 1nolecules ensures complete ,nixing and even distribution, 

given rime, in solutions and gases. 

Diffusion is the passive 1novement of particles fro1n a higher to lower concentration. The tern1 

'111embrane diffusion' is used to describe the n1oven1ent of molecules through the phospholipid 

bilayer of n1en1branes. Nlolecules such as oxygen and carbon dioxide (e.g. in the lung alveoli) are 

exan1ples of simple diffusion across n1en1branes. 

Oxygen and carbon dioxide are very small molecules and can diffuse through the phospholipid 

bilayer. Oxygen is supplied to cells via the circulatory system - o,-:ygen d iffuses into cells from a 
higher concentration in the blood plasrna into tissue nuid, and then on into the cells ,vhere i1 is used 

[or aerobic respiration. Carbon dioxide, produced by respiration, travels in the opposite d irecrion. 

V-lhere a difference in concentration (concenLTation gradient) has arisen in a gas or liquid, random 

1novements carry 1nolecules from a region o[high concenLTation to a region of lo,v concenrration. As 

a resulL, the particles become evenly dispersed. The energy for diffusion is transferred from the store 

of kinetic energy of the molecules. 'I<inetic' means that a particle has a store of energy because it is in 
. . connnuous mouon. 

Diffusion in a liquid can be illustrated by adding a crystal of a coloured 1nineral to distilled \\'ater. 
Even ,vithout snrring, the ions become evenly distributed throughout the ,vater (Figure B2.l.4). 

The process takes tin,e, especially as the solid bas first to dissolve. 

B2.1 Membranes and membrane t ransport 
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The term 'diffusion', 
when referring to 
movement across 
membranes, refers to 
movement across the 
phospholipid part of 
the membrane. 

♦ Peripheral protein: a 
protein t hat is attached to 
t he surface of the bilayer. 

L,n~ 
Integral proteins 
are covered in more 
detail in Chapter B1 .2, 
page 216. 

2 Compare and 

contrast the 
structure and 
function of 
peripheral and 
integral proteins. 

exterior of cell 

interior of cell 

1 A crystal of potassium permanganate 
(potassium manganate(VII), KMn04) 

is placed m distilled water. 

■ Figure B2.1.4 Diffusion in a liq uid 

2 As the ions dissolve. random 
movements disperse them 
through the water. 

Diffusion across the ceU membrane occurs ,vhere: 

• The plasma membrane is fully permeable to the solute. 

3 The ,ons become evenly distributed. 
Random movements continue, bur 
there is now no net movement in 
any parttcular direction. 

• The lipid bilayer of the plasma membrane is permeable to non-polar substances, including 

steroids, and also to oxygen and carbon dioxide in solution, all of which cl iffuse quickly via 

this route. 

Inquiry 1: Exploring and designing 

Designing 

Plan a diffusion experiment to show the effect of concentration gradient. temperature, 
surf ace area or distance on the rate of diffusion. Food colouring can be used to see the 
movement of particles. 

Justify the range and/or quantity of the measurements you plan to use in your invest igation. 

lipid with protein 
attached 

integral membrane 
protein 

-+-- peripheral 
membrane 
protein 

--1-- peripheral 
membrane 
protein 

phospholipid 
bilayer 

Integral and 
peripheral proteins 
in membranes 

■ Figure B2.1.5 Peripheral and int egral proteins of t he plasma membrane 

Membrane proteins have diverse structures, 

locations and functions. There are nvo main 

categories of protein in the cell membrane: 

integral and peripheral proteins. Peripheral 

proteins are atcached to che outer surface 

of the bilayer (the outside of the cell) or the 

inner surface (facing the cell cytoplasm) 

(Figure B21.5). Peripheral proteins may 

shuttle benveen integral proteins on the 

surface of the membrane, be scaffold 

proteins to hold shape, or be receptors for 
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Lin I. 
The importance of 
osmosis in medical 
applications is 
covered further 
in Chapter D2.3, 
page 690. 

• Osmosis: diffusion or 
rree water molecules from 
a region where they are 
more concentrated (low 
solute concentration) to a 
region where they are less 
concentrated (high solute 
concentration) across 
a partially permeable 
membrane. 

1 A bag made from dialysis 
tubing, containing a 
concentrated solution 
ol sucrose. 

net flow 
of water 

into the bag ,-.s..(......_o 

extracellular signals. Proteins that are e1nbedde<l in one or both of the upid layers of the membn1ne 
are described as integral proteins. Integral me1nbrane proteins may act as channels for transport or 
1netabolites, or be enzyn1es and carriers, and son1e 1nay be receptors or antigens. 

Osmosis 
Osmosis is a special case o[ diffusion (Figure B2.1.6). 1c is the diffusion of ,vater molecules across a 

membrane chat is penneable to water (partially permeable). Since water makes up 70-90°,{, of living 

cells and cell 1nembranes are partially penneable membranes, osmosis is very impor tant in biology. 

For example, roo much or too little \Vater in the blood creates osmotic effects, where water ,vill either 

1nove into cells in the blood (too n1uch water) causing che1n to burst, or move out of cells (too little 

\Vater) by osmosis. Both can be damaging for the body. 

■ Why does osmosis happen? 
Dissolved substances attract a group of polar ,vater 1uolecules around then1 (a process known as 

hydration). The forces chat hold the ,vater molecules in this ,vay are ,veak chemical bonds. includi.ng 

J1ydrogen bonds. Therefore, c.he tendency lor randon1 moven1e11t by the dissolved substances and 

their surrounding water molecules is very much reduced. Organic substances such as sugars. amino 
acids, polypeptides and proteins. and inorganic ions such as Na+, K+, CJ- and N0

1
- have this effect 

on the 'Nater n1olecules around chem. 

2 The bag Is lowered 
Into water. 

distilled _,_ __ 
water 

dialysis tube with 
sucrose solution 

slow-moving sucrose molecules 
with attached water molecules - few escape from 
the bag into the surrounding water 

3 Water enters the bag, 
which becomes 
stretched. 

volume of the bag has 
increased, due to 
water uptake 

water molecules -=_,_._::.-l,---0 
free to move about 0 

■ Figure 82.1.6 The process of osmosis 

B2.1 Membranes and membrane t ransport 



Lin I 
Osmosis is explored 
in more detail, 
including experiments 
to investigate the 
changes in plant 
tissue due to water 
movement, in Chapter 
D2 .3, page 683. 

The more concentrated the solurion (i.e. the more solute ctissolved per volu1ne of ,vate1). the greater 

the nu1nber o [ \Vater 111olecules that are held aln1ost stationary. In a very concentrated solution, many 

more of the \vater 1nolecules have re.srricted tnoveme.nt than in a dilute solution. ln pure water, all of 

the ,vater molecules are free to move about randotnly and do so. 

When a solution is separated from ,vater (or a more dilute solution) by a membrane permeable to 

,vater molecules (such as the plasma membrane), ~,ater molecules that are free r.o move tend to 

diffuse, \vhile dissolved molecules and their groups of water molecules hardly move at all. So, there 
is a net flo,v (di£fus1on) of \Vater from a more dilute solution into a more concentrated solution across 

the membrane. This is vvhy the membrane is described as partially permeable. 

So, 0s1nosis is defined as the net n1ove1nent of water n1olecules (solvent), fron1 a region of high 

concentration of ,vater n1olecules to a region of lovver concentration of ,,vater n1olecules, across a 

selectively pern1eable 1nen1brane. Or, we can state that osn1osis is the passive 1noven1ent of ,vater 

molecules across a partially permeable membrane, fron1 a region of lo,ver solute concentration to a 

region of higher solute concentration. Because the 1nembrane is impern1eable to solutes, differences 
in solute concenu·ation cause differences in ,vater concentration. lf a solution has more solute, then 

there is less room within the solution for ,vater and so it has a lo,ver ,vater concentration. \-\Tater can 

move through the n1e1nbrane fron1 a more dilute solution (a higher water concenn·ation) to a solution 

with higher solute concentration (a lower ,vater concentration). 

(e Common mistake 
Osmosis involves the movement of water molecules, not Just 'particles', f rom lower to higher solute 
concentration across semi permeable membranes. 

3 When a concentrated solution 
of glucose is separated from 

rn Tf' •i I 

If a solution has a higher concentration of solute, it will have a lower water 
concentration. Think of a limited volume where there is only sufficient space for 
a fixed number of molecules - if there are more solute molecules then there 

a dilute solution of glucose 
by a partially permeable 
membrane, determine which 
solution will show a net gain of 
water molecules. 

,, Explain what happens to a 
fungal spore that germinates after 
landing on jam made from fruit 
and its own weight of sucrose. 

will be less 'room' for water. The term 'dilute' refers to the concentration of 
solute molecules: a low concentration of solute and high conc;entration of water. 
A 'concentrated' solution is one that has a high concentration of solute (and a 
corresponding low concentration of water). 

The membrane 1s effectively impermeable to solutes because they are too large or 
have a charge so cannot travel through the phospholipid bilayer. This means that 
when a cell gains or loses mass, it is due to the intake or loss of water through 
osmosis, not through solute movement. 

■ The role of aquaporins 

♦ Aquaporin; a water 
channel pore (protein) lo a 
membrane. 

There are protein-lined pores in the plasma membrane, called aquaporins, which allo,v ,vater to 

pass through. ~ racer d iffusing across the plasma membrane passes via the aquaporins or rhe 

n1embrane and via tiny spaces bet1>veen the phospholipid molecules. The latter occurs easily ,vhere 

the [)lasma membrane contains phospholipids with unsaLurated hydrocarbon tails, because these 

hydrocarbon rails are spaced n1ore ,-videly. 
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'Faci I ita te' means 
'to help'. Faci litated 
diffusion is therefore 
diffusion with the 
help of plasma 
membrane pores. 

♦ Facilitated 
diffusion: the 
movement of particles 
from higher to lower 
concentration through 
integral proteins (carrier 
or channel proteins). 
Movement is passive. 

♦ Channel protein: a 
pore in the membrane 
that allows specific 
charged particles (e.g 
ions) and polar substances 
(i.e. all hydrophilic 
substances) to diffuse 
through the membrane 
into or out of the cel l. 

(e Common 
mistake 
Although facilitated 
diffusion uses 
transrnembrane proteins, 
it does not require 
energy in the form of 
ATP. Both diffusion and 
facilitated diffusion are 
passive processes. 

5 Dist inguish 
between diffusion 
and facilitated 
diffusion. 

rn T nt I 

If movement down a 
concentration gradient 
(i.e. from a higher to 
lower concentration) 
occurs via a channel 
or carrier protein, 
this is known as 
facilitated diffusion 

■ Figure 82.1 .7 How polar water molecules cross the lipid bilayer 

Aquaporins are involved ,vith the reabsorption of water in the collecting d~tcts of the kidney (see 

Chapter D3.3, page 735), 

Facilitated diffusion 
In facilitated diffusion, particles of a substance that cannot di IT use across the plasma membrane 

through r_he phospholipicl bilayer are helped across the membrane by integral proteins that span the 

rnembrane. In the presence of rhese substances, channel proteins (1nade of globular protein) fonn 

pores large enough to allow d iffusion (Figure B2.1.8). Channel proteins provide hydrophilic channels 

for polar and charged molecules to pass through. These pores close again when the substance is no 

longer present (Figure B2.1.9). Polar and charged molecules, such as carbohydrates, amino acids and 

ions, cross the plasma membrane by faci litated diffusion. 

channel protein for 
0 

passage through membrane 
- each channel o 
allows one specific 
substance to pass 

0 

► 
0 

0 
0 

■ Figure 82.1.8 Channel proteins in the plasma membrane for transport of metabolites or water 

The scructure of these channel proteins make membranes selectively permeable, allo,ving specitlc 

ions to cliffuse through ,vhen channels are open but not ,vhen they are closed. ln facilitated diffusion, 

tbe energy is transferred fron1 the kinetic energy store of the molecules involved, as is the case in all 

lom1s of diffusion because molecules are 1noving down their concentration gradient. Energy from 

metabolism is not required. Important examples of facilitacecl diffusion are the moven1ent of ADP into 
1nitochondria and the exit ol ATP from rnitochond1ia (page 248). 
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■ Figure 82.1.9 Facilitated diffusion 
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♦ Active transport: 
movement of particles 
from lower to higher 
concentration, using 
energy from ATP that 
has been created during 
respiration. Movement is 
through carrier proteins. 

♦ Pump proteins: 
proteins in plasma 
membranes that use 
energy to actively carry 
ions and/or solutes 
against a concentration 
gradient. 

r,:. Tr.f1 ♦j I 

Act ive transport 
involves movement 
against a concentration 
gradient, using energy 
transferred from ATP. 
Protein pumps/carrier 
proteins are used, but 
not channel proteins. 
Channel proteins 
are used in passive 
transport to enable 
solutes to diffuse down 
concentration gradients. 

Carrier proteins may 
or may not carry 
out active t ransport; 
protein pumps always 
use ATP energy. 
Carrier proteins, for 
example, can make use 
of the concentration 
gradient of a specific 
ion built up by 
pumps to transport 
other molecules 
actively against their 
gradient. See 'Sodium
dependent glucose 
cotransporters', 
page 2421 for an 
example of indirect 
active transport. 

Active transport 
'vVe have seen that diffusion, facilitated diffusion and os1nosis are due to rando1n rnoven1ents of 

n1olecules and occur spontaneously Fro1n high to lo,v concentrations. Hov,ever, 111any of the 

substances required by cells n1ust be absorbed from a dilute external concentration and taken up 
into cells that contain a higher concentration of the substance. Uptake against a concentration 

gradient cannot occur by diffusion. Instead, it requires the transfer of energy to drive it. This type of 
uptake is known as active transport. 

Tn active transport, metabolic energy produced by the cell , stored as ATP (energy currency - see 

below), is r.ransferrecl to drive the transport of molecules and ions across cell membranes. Pump 

proteins (and some carrier proteins) use energy transferred fro1n ATP to move specific particles 

across 1nembranes and , therefore, chese particles can be moved against a concentrar ion gradient 

(Figure B2.1.10). 

■ Figure B2 .1 .10 Pump proteins 
in the plasma membrane 

pump prot ein for 
active transport 
across membrane 
- energy from ATP 
is used selectively to 
move one (or two) 
specific substances 
across 

Active [ransport is a feature of mosr living ceUs. 'vVe meet examples of active uanspor[ in [he gur 

~,here absorption occurs (page 495), in the active uptake of ions by plane roars (page 322), i.n the 

kidney tubules 11/here urine is formed (page 775) and in nerve fibres ,vhere an impulse or action 

potential is propagated (page 241). 

Active transport has characteristic features distinctly diflerent Erom chose of move111ent by diffusion.. 

1 Active transport occurs against a concentration gradient 
Active transport occurs from a region of l01.v concentration to a region of higher concentration. 

The cytoplasm of a cell normally holds reserves of valuable molecules and ions, such as nitrate ions 

in plant cells or calcium ions in muscle fibres. These useful molecules and ions do not escape; the 

cell membrane keeps them inside the cell. When more useful ,nolecules or ions become available for 

uptake, they are actively absorbed into the cells. This happens even though the concentration outside 

the cell is lower than that inside. 

■ 2 Active uptake is highly selective 
For example, in a situation \1/here potassium chloride (I<• and Cl ions) is available to an animal cell, 

1<' ions are n1ore likely to be absorbed, since they are needed by the cell. Where sodium nitrate (Na1 

and N0
3 

ions) is available co a plant cell, it is likely that more of the N0
3 

ions will be absorbed 
than the Na-. since this reflects the metabolic needs of plant cells. Most membrane pumps are 

specific to particular molecules or ions, bringing about selecdve transport. If the pump molecule for a 

pardcular substance is not present, the substance will not be transported. 

■ 3 Active transport involves pump molecules 
The pump n1olecules pick up certain molecules or ions and transport them to the other side of the 
membrane ,vhere they are then released. Pun1p molecules span the lipid bilayer (Figure B2.l.11). 

Move1nents by the pump n1olecules require reaction ,vith ATP; tb.is reaction transfers n1etabolic 

energy to the process. 
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1-he protein pu1nps or plasn1a me1nbranes are of different types. Son,e cransporc a particular 
1nolecule or ion in one direction (Figure B2.111), while others transport two substances (like Na+ 
(aq) and K+ (aq)) in opposite directions (the sodium- potassiu1n pump, Figure B2.1.22, page 242). 
Occasionally, c,vo substances are transported in the same direction; for example, Na+ and glucose 
(Figure B2.l.23, page 242) 
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Active transport of 
a single substance 

O=-=== 
()::::=:::::= 

~ 
O== 

♦ Adenosine 

t riphosphate (ATP): 
a nucleotide in every 
living cell formed in 
photosynthesis and 
respiration from ADP 
and P1; it functions in 
metabolism as a common 
intermediate between 
energy-requfring and 
energy-yielding reactions. 

♦ Adenosine 

diphosphate (ADP): a 
nucleotide in every living 
cell made of adenosine 
and two phosphate 
groups linked in series; 
it is important in energy 
transfer reactions of 
metabolism. 

( • Common mistake 
When writing about the factors needed for active transport, do not just say that 'energy is needed'. 
You need to mention ATP and that ATP is produced by respiration. 

6 Samples of five plant tissue discs were incubated in dilute sodium chloride solution at 
different temperatures. The table shows the uptake of ions from the solutions after 
24 hours (arbitrary units). Comment on how absorption of sodium chloride occurs, 
g1v1ng your reasons. 

Sodium ions Chloride ions 

Tissue at S °C 80 40 

Tissue at 25 °C 160 80 

■ The role of ATP in active transport 
The energy released during respiration is used to form ATP (adenosine triphosphate) from ADP 

(adenosine diphosphate) and P, (phosphate). ATP can be regarded as a short-term fonn of stored 
chemical energy in cells. ATP is like a 'charged battery' due to the presence or a high energy 
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Lin ► 
Generation of 
electrical impulses in 
nerve cells is covered 
in Chapter C2.2, 
page 469. 

It is important to zero 
the colorimeter w ith 
a cuvette containing 
just water before the 
experiment begins and 
to select the colour of 
the light to match the 
colour absorbed by the 
compound. 

P- 0 bond , while ADP is a ' flat battery'. Respiration is the 'charging process'. Figure B2.1.12 shows 
the release of energy frotn ATP \vhen the third phosphate bond breaks, forming ADP and P, 

adenosine triphosphate (ATP) Ct) 

high-energy bond 

adenosine diphosphate (ADP) D 

inorganic 
phosphate 

® + 

ribose ! 

energy available to do work 

■ Figure B2.1 .12 ATP is t he direct source of energy in cells 

adenine 

nbose 

Selectivity in membrane permeability 
Permeability by sin1ple diffusion is not selective and depends only on the size and hydrophilic or 
hydrophobic properties of particles. On the other hand, facilitated diffusion and active transport 
allo,v selective permeability in men1branes. 

Large polar molecules or charged molecules cannot pass through the hydrophobic interior of 
the me1ubrane, whereas s1nall non-polar molecules can. This 1neans that, for rnany substances, 
moven,enr through the phospholipid bilayer can only be controlled by altering the concentration 
gradients across the rnembrane; for example, the 1novement o[ oxygen can be controlled by 
monitoring breathing rate, \vhich in turn increases or decreases 1novemenr of oxygen into the lung 
(see Chapter 83.l). The ,nembrane itself is not selectively permeable to oxygen as it can pass through 
the phospholipid bilayer. 

Substances that are moved across the membrane using transmembrane proteins can be selectively 
transported, such as ions involved in controlling the generation of electrical impulses in nerve cell5. 
Such selective transport is essential for many processes, for example the movement of minerals into 
plant roots and the absorption ofnucrients in the intestine of animals. 

Tool 1: Experimental techniques 

Investigating the effect of temperature on plant membranes 
using colorimetry 

Colorimetry is the technique that helps to determine the concentration of a solution 
having colour. Colorimeters pass light of a set colour (frequency or wavelength) through 
a transparent sample and record the absorbance of the light (Figure B2.1 .13). The 
absorption of light is exponentially related to the number of molecules of the absorbing 
solute in the solution, i.e., C, solute concentration. The proportion of light passing 
through the solution is known as transmittance, T, and is calculated as the ratio of the 
emergent and incident light intensities. It is usually expressed as a percentage. The 
colorimeter has two scales: 

• an exponential scale from zero to infinity, measuring absorbance 

• a linear scale from 0-100, measuring (per cent) t ransmittance. 
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r;::, Tl'ln tip! 
A cuvette is a 
straight-sided clear 
container for holding 
liquid samples in a 
colorimeter. Always use 
a clean cuvette that 
has no scratches on it . 
Insert cuvettes correctly 
as they often have only 
two transparent sides 
for the light to pass 
through. 

coloured filter --~ cuvette 

light source - - -
Ill 

solution absorbs light transmitted light 

light detector 

~--- digital display 
for absorbance 

■ Figure B2.1.13 A colorimeter showing the pathway of visib le light (a blue or green 
filter is used with a red solution); the colorimeter produces a beam of light of a given 
wavelength (using fi lters) and directs it at a sample in solution in a cuvette 

For most practical purposes you should use absorbance, which is linearly related to the 
solute concentration [C]. 

Beetroot can be used to investigate the effect of temperature on the plasma 
membrane. The beetroot cells contain a pigment, betalain, which gives them their 
distinctive colour. The pigment is contained within the cell vacuole. Betalain from 
beetroot vacuoles appears red/purple in aqueous solution as it absorbs green 
(the complementary colour) and transmits the other wavelengths. To study the 
concentration of betalain, the colorimeter is set to measure the absorbance of green 
light via the use of a fil ter. 

Inquiry 1: Exploring and designing 

Exploring; designing 

What experiment could you carry out to investigate the effect of temperature on 
plant membranes? 

Before you do the investigat ion, think about the following: 

• Which part of the membrane will be affected by temperature? (Hint what do you 
know about the effect of heat on one particular type of biological molecule that is 
found in membranes7) 

• The vacuole of beetroot contains a purple pigment called betalain. How can you use 
this information to measure the effect of temperature? 

• What will happen to the membrane as temperature increases? Which organelles are 
surrounded by membrane in beetroots and which of these will be affected? 

• How will you measure the effect? What will be the independent variable and what 
will be the dependent variable? 

• What are the control variables that you must keep the same? 
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I h k 
The role of 
glycoproteins in 
cell-cell recognition 
is covered in Chapter 
B1.1, page 195. 

Plasma membranes 
are made from 
lipids, proteins 
and some 
carbohydrates. The 
structure is known 
as the fluid mosaic 
model because the 
proteins can move 
about freely within 
the phospholipid 
bilayer. 

♦ Fluid mosaic model: 
the accepted view of the 
st ructure of the plasma 
membrane, comprising a 
phospholipid bilayer w ith 
proteins embedded but 
free to move about. 

Structure and function of 
glycoproteins and glycolipids 
The carbohydrate molecules of the 1nembrane are relatively short-chain polysaccharides. They occur 
only on the outer surface of the plasn1a n1e1nbrane. Some of these n1olecu\es are attached to proteins 
(glycoproteins) and some to lipids (glycolipids). Collectively, they are kno,vn as the glycocalyx 
(page 195). The various functions of glycocalyx include cell- cell recognition and the binding of cells 
into tissues (cell adhesion). The g½•cocalyx is highly hydrophilic and attracts large an1ounts of ,vater 
co the cell 's surface. This helps the cell 's interaction with its ,vatery environ1nent and ,vith the cell 's 
ability to obtain substances dissolved in the water. 

The carbohydrate chains of glycoproteins and glycolipicls are found on the extracellular side o[ 
membranes (see Figure B? .1 .14, belo,v). 

Fluid mosaic model of membrane structure 
As ,ve have seen, the plasma membrane is 1nacle almost entirely of protein and lipid. together ,vith a 
small and variable an1ount of carbohydrate. Figure B2.1.14 shows ho,v these components are 
assembled into the plasma membrane. This view of the molecular su1.1cture of the plasma men1brane 
is kno,vn as the fluid mosaic model. The plasma membrane is described as J luid because the 
components (lipids and proteins) are on the 111ove, and 1nosaic because the proteins are scattered 

about in this pattern. 

Channel proteins (Figure B2.1.14) are used to move s111all, charged particles such as ions and polar 
n101ecules across the men1brane by facilitated diffusion. These proteins lorm hydrophilic 'tunnels' 
across the n1en1brane through which the ions can pass. Other channel proteins transport ,vater 
(these are aquaporins - see page 228). 
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■ Figure B2.1 .14 Th e f luid mosaic model of the plasma membrane 

integral proteins -
embedded in the lipid bilayer 
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Practise drawing and labelling a two-dimensional representation of the f luid mosaic model. 
Make sure to include peripheral and integral proteins, glycoproteins, phospholipids and cholesterol. 
Hydrophobic and hydrophilic regions should be indicated. 

Each part of the plasma membrane has a specific function and they work together 
to create a functional membrane around cells. Phospholipids are the main structural 
component of the cell membrane and act as barriers to the passage of hydrophilic 
molecules and ions into and out of the cell. Proteins have several roles depending 
on their location and structure: transport, receptors, anchorage, cell recognition, 
intercellular joining and enzymatic activity. Carbohydrates on the outer surface are 
involved in cell recognit ion and cell adhesion. 

Inquiry 3: Concluding and evaluating 

Concluding 

James Danielli and Hugh Davson were 
among the first scientists to propose a 
structure for the plasma membrane. 

In response to the evidence, in the 
1930s, Danielli and Davson proposed a 
membrane structure (which was revised in 
1954) in which a lipid bilayer was evenly 
coated with proteins on both surfaces. 
Pores were thought to be present in 
places in the membrane. Early electron 
micrographs of cell membranes seen in 
section appeared to support this model 
(Figure B2.1.15). 

What evidence from the electron 
micrograph seemed to support their rnodel? 

f'oroK 

Evaluating 

Using your knowledge of membrane 
structure, why was the Davson-Danielli 
model of the plasma membrane falsified? 
What evidence can you use to refute 
their model? 

■ Figure B2.1.15 TEM of the cell surface 
membrane of a red blood cell (x700000} 

The explanation of the structure of the plasma membrane has changed over the years as new 
evidence and ways of analysis have come to light. Under what circumstances is it important to learn 
about theories that were later discredited? 
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What is known about the composition and structure of the 
plasma membrane has built up from evidence over time. 
Studies in cell structure (cytology), cel l biochemistry and cell 
behaviour (cell physiology) all contributed. The first ideas about 
a 'membrane' were based on the observations that: 

cell contents flow out when the cell surface is ruptured - a 
membrane barrier is present 
water-soluble compounds enter cells less readily than 
compounds that dissolve in lipids - this implies that lipids 
are a major component of the cell membrane 
in the presence of water (the environment of life) 
phospholipid molecules arrange themselves as a bilayer, 
with the hydrocarbon tails facing together, forming a 
stable, strong barrier. 

The Davson-Danielli model of membrane structure proposed 
that membranes were composed of a phospholipid bilayer that 
lies between two layers of globular proteins. The evidence that 
seemed to support this model was an electron micrograph 
that showed two dark lfnes with a lighter band in between 
(Figure 82.1.15). Later, additional evidence inspired two 
cytologists (Singer and Nicolson, in 1972) to propose the f luid 
mosaic model of membrane structure. 

Attempts to extract the protein from plasma membranes 
indicated that, while some occurred on the external 
surfaces and were easily extracted, others were buried 
within or across the lipid bilayers. These proteins were 
more difficult to extract. 
Freeze-etching studies of plasma membranes confirmed 
that when a membrane is by chance split open along its 
mid-l ine, some proteins are seen to occur buried within or 
across the lipid bilayer (Figure 82 1.16). 
Experiments in which specific components of membranes 
were 'tagged' by reaction with marker chemicals (typically 
fluorescent dyes) showed component molecules to be 
continually on the move within membranes - a plasma 
membrane could be described as strong but 'fluid', 

( • Common mistake 

Lipid bilayers contain molecules of an unusual lipid, 
cholesterol, the presence of which disturbs the close
packing of the bulk of the phospholipids of the bi layer; the 
quantity of cholesterol present may vary with the ambient 
temperatures that cells experience. 
On the outer surface of the plasma membrane, antenna
like carbohydrate molecules form complexes with some 
membrane proteins (forming glycoproteins) and lipids 
(forming glycolipids). 

a Cell membrane in cross-section 
polysaccharides 

lipid bilayer / I 

. protein 
,oner face of molecules 
membrane 

line of fracture of 
membrane shown 
to the right 

b Electron micrograph of the cell 
membrane (freeze-etched) 

inner 
surface 
of plasma 
membrane 

■ Figure B2.1 .16 Plasma membrane structure: 
evidence from freeze-etching 

When drawing a plasma membrane, take care: on diagrams showing structure, the most common 
errors are to place particular types of proteins or cholesterol in the wrong position. Cholesterol 
should be smaller than the hydrophilic tails and should be embedded in the bilayer; peripheral 
proteins should be on the membrane surface, not partially or fu lly embedded. 

• 

7 Draw a diagrammatic cross-section of the fluid mosaic membrane, using Figure B2.1.14 
to help you. Label it correctly using these terms: phospholipid bilayer, hydrophobic 
region, hydrophilic region, cholesterol, glycoprotein, integral protein, peripheral protein. 

8 Describe the role of membranes in cells . 
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Ensure you are familiar 
with an example 
of adaptations in 
membrane composition 
in relation to habitat. 
Can you find any other 
examples like the 
lake sturgeon? 

♦ Cholesterol: a 
lipid of animal plasma 
membranes: a precursor 
of the steroid hormones 
1n hurnans, formed in the 
liver and transported in 
the blood as lipoprot1:in. 

Relationships between fatty acid composition 
of lipid bilayers and their fluidity 
There is a n1ixture of phospholipids in the n1e1nbrane. Son1e phospholipids have saruTated fatty acid 

tails {no double bonds between a pair of carbon aton1s) and so1ne have unsaturated fatty acld tails 

(double bonds bet,veen carbon aton, s) (see Figure Bl.l.22, page 199). Unsaturated fatty acids in lipid 

bilayers have lo,ver melting points, so men1branes are flu id and therefore flexible at temperatures 

experienced by a cell. Unsaturated fatty acids 1nelt at a lo,ver ten1perature because their unsaturated 

hydrocarbon tails do not pack so closely together in the ,vay those of saturated fatty acids do (see 

page 200). An e,--ccess of unsaturated fatty acid tails makes the n1embrane nJore fluid . Saturated fatty 

acids have higher 111elting points and make men1branes stronger at higher temperatures. 

Membrane nuidity is an important factor in 111embrane composition. tvlembranes must be sufficienLly 

fluid for 111any o[ the proteins present to 111ove about and function correctly. lf I he temperature of 

a membrane [alls, it becomes less fluid. A point may be reached 1vhen a me111brane vvill solidify. 

Some organisms have been found LO vary Lhe balance bel\veen saruratecl and unsaturated [arry acids 

(and rhe amounl of cholesterol in rheir membranes - see more on choleslerol belo\v) as ambienr 

te111peratures change. In this \vay, organisms maintain a properly function ing 111embrane, even at 

very lo,v temperatures. For example, investigations into the lake sturgeon (Acipenserfitlvesct'11s), 

a North American te111perate freshwater fish (also kno\vn as r.he rock sturgeon) have sho'\vn I hat 

\vhen the temperature decreases from 16 °C to 1 °C, both mono- and polyunsaturated fatty acid., 

of phospholipicls significant!)' increase, and saLuratecl fauy acids decrease. The lake sturgeon 

occupies some o[ the most northerly distributions of any sturgeon species and experiences extendecL 

overwintering periods. Changes to the fany acid co111position of its cell membranes allo\VS this fish 

species to survive in these cold conditions. 

A homeoviscous adaptation refers to the adaptation of the cell membrane lipid co1nposition to 

1naintain adequate n1embrane fluid1ty. 'vVhen temperature decreases, the co1npos1tion of 

phospholipid fatty acids is expected to become 1nore unsaturated to be able to n1ail1tain 

hon1eoviscosity. Membrane. lipids became n1ore unsaturated du1ing acclimatization to cold 
conditions, 1vich a reverse occurring due to \Vanner conditions. 

Cholesterol and membrane 
fluidity in animal cells 
As seen in Figure B2.1.14, lipid bilayers con rain a not her 1ype o[ lipid molecule, kno,vn as 

cholesterol, in addition to phospholipids. It is an essennal con1ponent of the p lasn1a membrane of 
all cells. The position of cholesterol molecules in me111branes has the effect of disturbing the close 

packing of the phospholipids, increasing the flexibility of rhe membrane. Cholesterol acts as a 
111odulator (adjusto0 of n1embrane fluidity, stabilizing n1embranes at higher temperatures and 

prevenring stiffening at lower temperatures. 

In mammalian membranes, cholesterol reduces nuidity and reduces the permeability ol the 

111embrane to some solutes. lt is a steroid, 1virh a hydrophilic hydroxyl (-01-I) group and hydrophobic 
hydrocarbo□ chain on either side of the carbon ring structure (Figure B2.1.17). 

Cholesterol interacts ,vith the phosphate head and fatty acid tails of the phospholipids (figure B2.l.18). 
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hydrophobic pa rt 
of molecule 

hydroxyl group· polar and therefore hydrophilic; attracted to the phosphate 
heads of the phosphol ipids on the outside of the membrane 

99 carbon rings: make - --',--l,- 1,-+--/'C-C\ 
cholesterol a steroid 

hydrocarbon tail: non-polar 
and therefore hydrophobic; 
attracted to the hydrophobic 
tails of the phospholipids 
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hydrophil ic part\ 
of molecule 

( 
00 0 (polar -OH group) 

■ Figure B2.1.17 M olecular 
structure of cholestero l 

(e Common 
mistake 
Do not confuse 
membrane fluidity 
with membrane 
permeability. 

♦ Endocytosis: 
formation of vesicles as 
the plasma membrane 
pinches inward, taking 
material into the cel l. 
♦ Exocytosis: vesicles 
fuse with the membrane 
and material is exported 
out of the cell. 

■ Figure B2.1.18 The interaction between 
cholesterol and the phospholipid bilayer 

Cholesterol has a polar hydroxyl group, whereas the rest of the molecule is hydrophobic. 
These characteristics determine where cholesterol is located within the membrane, with 
the hydrophilic - OH group attracted to the phosphate of the phospholipid and the 
hydrophobic part to the fatty acid tails in the interior of the bilayer. 

The quantity of cholesterol present varies with the an1bient temperatures that cells experience. 
• In low temperatures, the cholesterol maintains the fluid ity of rhe rnembrane by forcing aran Lhe 

phospholipids and maintaining distance benveen the1n. thereby sustaining moven1ent between 
the components of the me1nbrane. 

• Ln higher temperatures, bonds between rhe cholesterol and phospholipicls maintain the 

structural integrity of the 1uen1brane and prevent the1n from becoming too fluid, and potentially 
disi nLegraLing. 

ATL 82.1A 

Cholesterol is essential for normal, healthy metabolism. An adult human on a low-cholesterol diet 
forms about 800 mg of cholesterol in the liver each day. However, diets high 1n saturated fatty 
acids often lead to abnormally high blood-cholesterol levels. 

Find out the effects of cholesterol on health. Produce a poster using the information you find. 
Make sure you communicate what you have found clearly. Do the effects of cholesterol depend 
on the individual and, if so, why? 

Membrane fluidity and the fusion 
and formation of vesicles 
Another mechanism of transport across rl,e plasma membrane i.s kno\vn as bulk transport. lt occurs 

by movements or vesicles of maLLer (solids or liquids) across the membrane by processes kno\vn 

generally as cytosis. Uptake into a cell is called endocytosis and export out o( the cell is exocytosis 
(see Figure B2 L 19). 
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The word 'vesicle' 
should be used for 
the structure formed 
by the membrane in 
endocytosis. Similarly, 
1 n exocytosis it is 
vesicles that fuse with 
the membrane. 

To help remember the 
differences between 
exocytosis and 
endocytosis, think of 
exocytosis as like 'exit ' 
and endo as like 'into'. 

9 State an example 
of endocytosis and 
exocytosis in the 
human body. 

10 Distinguish 
between 
endocytosfs and 
exocytosis. 

ConceP.t: 
fi c ion 

The fluidity of the 
membrane allows 
vesicles to readily 
form and fuse with 
organelles within the 
cel l. It also allows the 
import and export 
of substances via 
endo-and exocytosis. 

I Ink 
Neurons and neural 
definitions are 
covered in Chapter 
C2.2, page 467. 

1-he strength and Oexibility of the Oui<l mosaic me1nbrane make this activity possible. Energy from 

tnetabolisn1 (ATP) is also required . For example, when solid matter is being taken in (phagocytosis), 

part of the plastna membrane at the point ,vhere the vesicle forms is pulled inwards, and tbe 

surrounding plasma me1nbrane and cytoplasm bulge out. The solid n1aner then becomes enclosed in 
a small vesicle. The bulk transport of fluids is referred to as pinocytosis (Figure 132.1.19). 

\lesicles are used to transport materials '1-vir.h.in cells, for example, beC\veen the rough endoplasmic 

reticulum (RER) and the Golgi apparatus. and on to the plas'lna membrane (Figures A2.2.22 and 
A2 2 23). 

■ Endocytosis 
In the human body, there is a huge number of phagocytic cells (phagocytos1s n1eans 'cell eating'). 

One type of phagocytic cell in hun1ans are called 1nacrophages. They engulf the debris o[ dan1aged 

or dying cells by endocytosis and d1spose of it. For e,'Can1ple, we break down about 2 x 1011 red 

blood cells each day. These are ingested and disposed of by n1acrophages, every 24 hours. 

■ Exocytosis 
Whlte blood cells that produce antibody n1olecules secrete them by exocytosis (page 524). Another 

example or exocytosis is the release or neurotransmiuer chemicals, such as acetylcholine into the 

synaptic cleft bet\veen neurons (page 332). 

vesicle - ~ ----,..6 • 
•• 

0 

0 

0 

I uptake of matter = 
endocytosis 

uptake of liquid = pinocytosis 

■ Figure B2.1.19 Transport by endocyt osis (taking matter into cells) and exocytosis 
(matter moving out from cells via vesicles) 

( • Common mistake 
Do not confuse endocytosis and exocytosis. 
• Endocytosis: formatfon of vesicles as the plasma membrane pinches inwards, taking material 

into the cell. 
• Exocytosis: vesicles fuse with the membrane and material is exported out of the cell. 

Gated ion channels in neurons 
We ,vill be investigating ho\.v nerves work later; you can see the structure of a nerve cell and ics 

axon in Figure C2.2.2 (page 469). For the n1oment, ,ve can note that a nerve ilnpulse is trans1nitted 

along the axon of a nen 1e cell by a momentary reversal in electrical potential difference in the axon 

1nen1brane, brought about by rapid moven1ents of sodiun1 and potassiu1n ions. The ions pass by 
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♦ Neurotransmitter
gated ion channel: 
channel protein that 
temporarily opens when a 
specific neurotransmitter 
bonds w ith it. 

ATL 82.18 

Nicotinic receptors also 

respond Lo drugs such 

as nicotine, which is 

found in cigarettes and 

vapes, What effect 

does nicotine have on 

t he body, and w hy 

do people become 

addicted to nicotine? 

♦ Voltage-gated 
channels: a t ype of 
transmem brane protein 
that forms ion channels 
that a re activated by 
changes in the electrical 
membrane potential of a 
neuron, 

facilitated d if[usion via pores in the n1e1nbrane called gated ion channels. These pores are channel 

proteins that span the 1nembrane (Figure B2.1.14). They have a central channel that can open and 

close. The channels are exclusively permeable [or one t)rpe of ion. Because they are activated by 

reversal in electrical potential, they are called voltage-gated channels. Other channels are activated 

~ 1hen a neurotransmitter binds to receptors on their surface: these are kno,vn as neurotransmitter
gated ion channels (see belo\v). 

■ Neurotransmitter-gated ion channels 
Synapses are small gaps between neurons. The action potential carried by the neuron cannot cross 

the synapse, and so the message must be transduced (changed) from an electrical signal into a 

chemical signal, which can diffuse across the synapse. Neurotransmitters, such as acetylcholine 

(ACh), are the group of chemicals that cross the synapse in this way. 

The nicotinic acetylcholine receptor protein contains binding sites for acerylcholine. These receptor 
proteins are found in the central and peripheral nervous system, muscle, and many other tissues of 

. 
1nany organisms. 

Nicotinic receptors are ionotropic: \vhen acetylchol i ne binds ro the receptor, ions can flo~; through 

the cransme1nbrane protein channel. The receptor acts as a channel for positively charged ions, 

mainly sodiu1n. These ion channels can be closed, or 'gated', and opened by the neurotransmitter 

ACh, so they are l<nO\vn as neurotransmitter-gated ion channels. 

nicotinic acetylcholine i : 

acetylcholine 

closed ion 
channel 

nicotinic 
acetylcholine 
receptor 

cytoplasm 

receptor protein 

standby 

• • ... Na+ 

••• 
• J. • . ,.. 

• 
• 

Na+ 

t 1 I • - - -- • • 
standby open 

regeneration 

synthesis/ degradation 

post-synaptic 
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open ion 
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synaptic cleft 

• 

e e- Na+ 

••• • 
• 

■ Figure B2.1.20 Nicotinic acetylcholine receptors are an example of a neurotransmitter-gated ion channel 

Voltage-gated channels 
Potassium and sodium channels in cell membranes are voltage-gated channels. This means that 

they open or close depending on a certain threshold n1embrane potential being reached. 
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When a stimulus is received by a receptor, the sodiun1 channels open and ler sodium ions into the 
inside of the axon. This depolarizes the interior of the axon, so the membrane potential goes [rom 

- 70,n\1 to +40n1Y. Tb.is initiates the nerve impulse, or 'action potential'. 

Almost imn1ediately after an impulse has passed, there are relatively more positive charges inside the 
axon and the potassium channels open. -rhe sodiu1n channels close. No,v potassium ions can exit 

the axon do,\111 an electrochemical gradient into the tissue fluid outside the nerve cell. 

Then, as rhe i111·erior of 1 he axon srans ro beco1ne less positive again, the potassium channel is closed, 
first by action of a 'ball and chain' device (Figure B2.121). The 'chain' is believed to be a flexible sn-and 

of an1ino acid residues and tl1e 'ball' is globular protein. Finally, when the axon has more positive 

charge outside than inside, the potassium channel itself rep.1n1s to the fully closed condition. 

Voltage-gated K+ channels have posi lively 
charged voltage-sensing paddles which are 
normally attracted to the negatively charged 
interior surface of the resting axon. In this 
position the channel ,s closed mechanically 
- no K+ ions pass. 

Once the membrane has depolarized, the 
paddles are anracted to the outside of the 
axon membrane and repelled by the 
positively charged interior. In this position 
lhe selective channel gates are opened, and 
potassium ,ons difiuse down an electro
chemical gradient. 

A 'ball and chain' attached to the interior of 
the channel protein fits inside the open 
channel (the ·flexible chain allows this) and 
stops diffusion of K~ ions while the exterior 
of the axon 1s still negatively charged. The 
ball remains 1n place until the interior of the 
axon becomes negatively charged again and 
the gate itself 1s closed. 

outside 
+ + + 

+ 

inside 

I 
I 
l 

' ' I 
I 
I 
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I 
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· K' ions 

+ 
+ 

+ 
+ + + + + + 

lipid 
bilayer 

net negative charge inside 
the axon and a net positive 
charge outside the axon 

[let negative charge outside 
the axon and a net positive 
charge inside the axon 

■ Figure 82.1.21 Voltage-gated K• 
channel - facilitated diffusion in an axon 

11 Define the terms 
voltage-gated 
channel and 

' neurotransm,tter-
gated ion channel. 

12 Compare and 

contrast voltage
gated channels and 
neurotransmitter
gated ion channels. 

Exchange transporters 
Socliun1-potassiu1n pumps are globular proteins that span the axon membrane of nerve cells. They 
are an example of exchange transporters. \1/hen preparing the axon for the passage of rhe nexr nerve 
m1pulse, there is active transport of potassiun1 (I<+) ions in across the axon n1embrane and sodium 

(Na+) ions out across the n1en1brane. This activity of the Na+ /K+ pun1p involves a transfer of energy 

from ATP. The outcome is that potassium and sodium ions gradually concenuate on opposite sides of 

the 1ne1nbrane. These pu1nps therefore play an important role in generating 1ne1nbrane potentials. 

The steps to the cyclic action of these pun1ps are: 

• \'lith the inteiior surface of the pump open to the interior of the axon, three sodium ions are 
loaded by attaching to specific binding sites 

• reaction of the globular protein ,vith ATP no,v occurs, resuki.ng in the attach□1ent o:f a phosphate 
group to the pump protein; this triggers rhe pump prorein co close to the interior of the axon and 

open to the exterior 

• the three sodium ions are no,v released and, simultaneously, t'NO potassiun1 ions are loaded by 
anaching to speci[ic binding sites 

• ,vith the potassium ions loaded, the phosphate group detaches; this triggers a reversal of the shape 

of Lhe pu1np protein - iL no,v opens to the interior, agaln1 and the p0Lassi111n ions are released 

• the cycle is then repeated. 
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1 carrier protein 
activated by reaction 
with ATP 

Na+ ion -Q 

carrier protein 
,n lipid bilayer 
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2 <:hanges tn shape 
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■ Figure B2.1.22 The sodium- potassium ion pump 

Indirect active transport 
Sodium-dependent glucose cotransponers are a family of glucose transporter foun<l in the small intestine 

and the proximal tubule of nephrons in the kidney. They play an important role in glucose absorption. 

These corransporcers move glucose in one direction (into the celD across the membrane and move 

sodium in the same direction (Figure B2.l.23) Two sodium ions pass through the couansporter protein 

for each glucose molecule. Active uan.,,-port of sodium at the base of d1e cell, using sodium-potassium 

pumps (see Figure B2.l.22) builds up a concentration gradient of soclium by removing soclium fron1 

the cell, so sodium can enter d1rough the cotransporter protein down its concentration gradient. 

At the same time, glucose is drd\vn into the cell through rhe sa1ne cotransporrer as the sodiun1 

(figure B2.l.23). In this way. sodium-dependent glucose cotransporters allo,v glucose to be transported 

into cells against its concencracton gradienc. Because glucose is not directly moved into i:he cell by active 

rransport, but in co1tjunction 1vich r.he active rransport of sodium ions out from r.he opposite side of tl1e 

cell, r.his process is kno~vn as indirect active transporL Glucose leaves the cell via facilitated diffusion 

at the base of r.he cell. via a glucose rransporter (Figure B2.l 23). 

glucose 

sodium-dependent glucose 
cotransporter protein 

glucose 2Na+ 

glucose 

1--- microvillus 

ATP ADP+ P, 

K+ 

basolaLerat 
side oi cell 

transporter Na+ 
glucose 

sodium potassium 
pump 

glucose-binding 
s,te 

glucose 2Na• 

! 

0 0 
glucose Na-

Na+ binding site 

■ Figure B2.1.23 Epithe lial ce ll with sodium-depende nt g lucose t ransporter 
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♦ Cell-adhesion 
molecule (CAM): 
proteins located on the 
cell surface that are 
involved in binding cells 
with other eel Is or the 
extracellular matrix. 

♦ Extracellular 
matrix (ECM): a large 
network of proteins and 
other molecules that 
surround, support and 
give structure to cells and 
tissues r n the body. 

fn T~n t _I 

You are not required 
to have detailed 
knowledge of the 
dif ferent types of 
CAMs or junctions. 

Both cad herins 
and integrins are 
transmembrane 
proteins. 

Adhesion of cells to form tissues 
The cells in animal tissues are 'glued' together by cell-adhesion molecules (CAMs) - proteins e1nbedded 

in the cells' surface n1e111branes. Cell adhesion is essential for maintaining tissue structure and function. 

ln n1ulticellular organisms, the binding benNeen CAMs causes cells to adhere (stick) to each other and 

forn1 a srructure called a cell junction. Some CA Ms bind cells to one another or to other CAJvls; other 

types bind cells to the extracellular matrix (ECM) to [orn1 a cohesive unit (Figure B2.l.24). The ECM 

is the non-cellular component present vvithin all tissues and organs that provides essential physical 

scaffolding for the cellular constituents; for exan1ple, collagen fibres and bone mjJJeral con1p1ise the 

EC.M of bone tissue. Di Eferent forrns of CAMs are used for different types o( cell- cell junction. 

microvillus 

-----+--tight junction 

----+-anchoring junction 

= -----+-gap junction 

■ Figure B2.1 .24 Different types of CAMs and cell junctions present in 
epithelial cells, including cell- cell junctions and cell- matrix junctions 

Cell juncLions can be divided into t,vo overall types: 

• cell-cell junctions (usually involving cadherin proteins) 

• cell-extracellular matrix juncrions (usually involving inregrin proteins). 

Cell junctions can be classified according to their functions: 

• anchoring juncrions: strengthen contact bet\veen cells 

• tight junctions: seal gaps be~veen cells through cell-cell contact 

cell-cell 
Junctions 

• gap junctions: link the cytoplas1n of adjacent cells, allo,ving rransport of molecules bet,veen them 

• signal-relaying junctions: e.g. synapses. 

Tight junctions act as an imperrneable or se1nipern1eable barrier bec,veen adjacent epithelial cells. 

They are barriers to the transportation of material and control che n1ovement of 1nembrane transpon 

proteins bet,veen the apical and basal layers of epithelia. 

The cells of higher planes, such as the flowering planes, concatn relatively few CAMs. Instead, plant 

cells are held together rigidly by extensive interlocking of the cell walls of adjacent cells. 

The cytoplas111 of adjacent ani111al or plant cells often are connected by functionally similar but 
structurally different 'b1idges' called gap junctions in animals (Figure B2.l.24) and plasmodesmata 
in plants (see Chapter B3.2, page 306). These structures allo,v cells to exchange s1nall molecules 

includi11g nutrients and cheu1ical signals, coordinating the function of the cells in a tissue. 

What processes depend on active transport in biological systems? 
What are the roles of cel l membranes in the interaction of a cell with its environment? 
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11 nlr 
Organelles found in 
eukaryotic cells were 
introduced in Chapt er 
A2.2, page 64. 

Guiding questions 

• How are organelles in cells adapted to their functions? 

• What are the advantages of compartmentalization in cells? 

- SYLLABUS CONTENli 

This chapter covers the following syllabus content: 
► 82.2.1 Organelles as discrete subunits of cells that are adapted to perform 

specific functions 
► 82.2.2 Advantage of the separation of the nucleus and cytoplasm into separate 

compartments 
► 82.2.3 Advantages of compartmentalization in the cytoplasm of cells 
► 82.2.4 Adaptations of the mitochondrion for production of ATP by aerobic cell 

respiration (HL only) 
► 82.2.5 Adaptations of the chloroplast for photosynthesis (HL on ly) 
► 82.2.6 Functional benefits of the double membrane of the nucleus (H L only) 
► 82.2.7 Structure and function of free ribosomes and of the rough endoplasmic 

reticulum (HL only) 
► 82.2.8 Structure and function of the Golgi apparatus (HL only) 
► 82.2.9 Structure and function of vesicles in cells (HL only) 

Organelles 
Organelles are discrete (separate) subunits in cells, and include the nuclei, chloroplasts, 
mitochondria, vesicles, ribosomes and the plasma membrane. The only organelles comn1on to both 
eukaryotic and prokaryotic cells are the cell men1brane and ribosomes. The cell wall, cytoskeleton 

and cytoplasm are not considered organelles. 

• 

Most organelles are surrounded by membrane and are known as '1nembrane-bound' organelles. 
such as the rough endoplasmic reticulum, smooth endoplasmic reticulum, Golgi apparatus and the 
double membrane that surrounds the nucleus. Eukaryotic cells contain membrane-bound organelles, 
but prokaryotic cells do not. 
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(e Common 
mistake 
Centrifugation does 

not separate organelles 
based on their size, 
but on their relative 
density. 

foroK 
How important 
a re materia I tools 
in the production 
or acquisition of 
knowledge? 

p. ?. 6 Urr C --:p ,.,:: I"" •rpri--o •c-
NeW experimental techniques often bring breakthroughs in knowledge in science. For example, 
studyfng the function of individual organelles in cells became possible after the ultracent rifuge 
was invented and methods of using it for cell fractionation were developed. 

Centrifugation is used for two basic purposes in cel l biology: as a preparative technique to 
separate one type of material or substance from others, and as an analytical technique to measure 
physical properties (e.g., molar mass, density, shape and binding ability) of macromolecules. 

Before 

cell homogenate: ___,~ 
before centrifugation 

centrifugation 

After 

~ - supernatant: 
smaller, less-dense 
components 

pellet: 
-+-- larger, more-dense 

components 

■ Figure 82.2.1 Principle of centrifugation applfed to a cell homogenate 
(cells with broken plasma membranes but intact organelles) 

Centrifuges spin fluids at very high speeds, separating particles depending on their density. 
More-dense particles settle at the bottom of the tube, while less-dense particles rise to the top. 
A centrifuge increases the rate of sedimentation by subjecting particles in suspension to centrifugal 
forces as great as 1 000 000 times the force of gravity, g. This can sediment particles with molar 
masses as small as 10000g mol·'. Modern ultracentrifuges achieve these centrifugal forces by 
reaching speeds of 150 000 revolutions per minute (rpm) or higher. 

Theodor Svedberg, a Swedish chemist and Nobel laureate who designed the first ultracentrifuge 
in 1925, studied haemoglobin and found that the centrifuged sample revealed a single, sharp 
band with a molar mass of weight of 68000gmol·1• His results strongly supported the theory that 
proteins were true macromolecules and not mixtures. 

Cell fractionation and separation of animal cell homogenates (a suspension of cell fragments) into 
the various organelles was first achieved during the 1940s. At low speeds, nuclei fall to the bottom 
of the container. At a slightly higher speed, mitochondria can be collected and, at even higher 
speeds and longer times, ribosomes can be col lected. 

These techniques have allowed biologists to study biological processes free from all the complex 
side react ions that occur in a living cell, by using purified cell-free systems. For example, the 
mechanism of protein synthesis (translation) was discovered in experiments that used a cell 
homogenate that could translate mRNA molecules to produce proteins. Ultracentrifugation was 
used in the Meselson and Stahl experiment (page 603). 

Tool 3: Mathematics 

Applying and using non-SI metric units 

As well as his contribution of designing the first 
ultracentrifuge, Theodor Svedberg also gave his name 
to the non-SI unit, the Svedberg unit (represented 
as S or sometimes Sv). This non-SI unit is used to 
measure the time it takes a particle of a certain size 
to settle at the bottom of a solution. It is measured 
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at exactly 10-13 seconds. The particle's mass, density 
and shape all affect its S value. This is how ribosomes 
are differentiated - based on their sedimentation 
rate. The 705 ribosome in chloroplasts, mitochondria 
and prokaryotes has a sedimentation rate of 
70 x 10-13 seconds. 



I Irk 
lntrons and exons 
are covered in more 
detail in Chapter D1 .2, 
page 626. 

♦ Nuclear pore: a 
pro tein-lined channel in 
the nuclear envelope; 
regulates the transport 
of molecules between 
the nucleus and the 
cytoplasm. 

Advantages of separating the 
nucleus and cytoplasm 
The nuclear 1uembrane keeps DNA separate fron1 the other parts of the cell, v.rhich protects it from 

the many cellular reactions that occur in the cytoplasm. Additionally, separating the nucleus and 

cytoplasn1 allows gene transc1iption and rranslation to be kept separate. 

The Hu1nan Genome Project (and similar studies of the genomes of other organisms) established 

the sequence of bases in many genes (see Chapter A3.l , page 117). This led to the discovery of 

some non-coding regions in rhe base sequences of genes. Many of Lhe genes o[ eukaryotes have 

non-coding DNA sequences wirhin their regions. The sections of the gene rhar carry meaningful 

information (code for amino acids) are called exons. The non-coding sequences that inLervene -

interruprions, in effect - are called introns. 

While genes split in this \Va)' are very con1mon in higher plants and aniinals, some eukaryotic genes 

contain no introns at all. When a gene consisting of exons and introns is transcribed into mRNA, 

the tnRNA forn1ed contains the sequence of introns and exons exactly as they occur in the DNA. 
If this unn1odified n1RNA was co be 'read ' and transcribed in a ribosome, 1t would undoubtedly 

present proble1ns in the protein-synthesis step (translation). In fact, an enzyme-catalysed reacoon, 

knoW11 as post-transcriptional 1nodification, ren1oves the introns as soon as the n1RNA has been 

formed. The producrion o[ this enzyme is also under the cono·ol of a gene. As a result, the short 

lengths of ·nonsense' transcribed into the RNA sequence of bases are removed. This is knovvn as 

RNA splicing, and the resulting shortened lengths o[ mRNA are described as 'mature'. It is this 

form of n1RNA that passes out of the nucleus into the cytoplasn1, to go to the ribosomes \Vhere it is 
involved in protein synthesis (page 253). Post-transo·iptional modification ofmRNA.can happen in 

the nucleus before the mRNA meets ribosomes in the cytoplas1n. This is an advantage for eukaryotic 

cells as variancs of a protein can be produced fron1 a single gene, due to gene splicing. 

ln prokaryotes. such n1odification of n1RNA is not possible as there is no nuclear men1brane 

separating DNA fron1 the cytoplas1n, so n1RNA may imn1ediarely 1neet riboson1es. The genes of 
prokaryotes therefore do not have intrans, and the prokaryotic cell does not have the enzy1ne 

machinery to carry out splicing, either. 

'Like other cell membranes, the nuclear me1nbrane is a phospholipid bilayer, ,vhich is permeable only 

LO small, non-polar molecules. Other molecules are unable LO diffuse through the phospholipicl 

bilayer. lan1ins (\.vhich are intennecliace protein fila1nencs and are a tnajor con1ponenc of the 

cytoskelecon - see page 72) are important in nuclear membrane [unction (see page 252). The nuclear 

pores in the nuclear envelope conLrol Lhe exit of mRNA fro1n the nucleus, and the entry and exit of 

proteins (Figure 132.2 2). The pores are made of specific proteins forming a speciGc structure The 

pores are tiny, about l OOn1n in cliameLer, buL so nu1nerous thaL they make up abouc one-C:bird of the 

nuclear membrane's surface area. This suggesLs that communication be[\veen the nucleus and 

cytoplasm is i1nportant. The selective movemenL of proLeins and RNA through the nuclear pores not 

only establishes the internal composiLion of the nucleus, buL also plays an essential role in regulating 

eukaryotic gene expression. 
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nuclear pore 

Nuclear pores transport proteins in their lolded conformation and 
ribosomal cornponents as asse1nbled particles. This distinguishes 
the nuclear transport mechanism fro1n the tnechanis1ns that 
transport proteins into rnost other organelles. Proteins must unfold 
co cross tl1e men1branes of mitochondria and chloroplasrs. 

cytoplasm 

nuclear - -Ii 
membrane 

inside 

small molecules 
and ions O 

0 

passive 
diffusion 

~ . . . . . . . . --. -. . . . . --- . . 

RNA -inolecules that are synthesized in the nucleus must be 
exported co the cytoplasm efficienr.ly, \.vhere they function in 
protein synthesis. nucleus 

11 11111 active 
transport 

Proteins are synthesized in the cytoplasm, so the transport of 
n1RNA, rRNA and tRNA fron1 the nucleus to the cytoplasn1 is a 

critical step in gene expression in eukaryotic cells. Export of RNA 
through nuclear pore complexes is an active process that requires 
energy (Figure B2.2.2). Ribosomal RNA (rRNA) is assembled \\rith 
ribosomal proteins in the nucleolus, and riboson1al subunits are 

then transported into the cytoplasm. 

0 

1 1 1 I 1J © 
mRNA 0- protein 

■ Figure B2.2.2 Transport across the nuclear membrane 

1 Explain how 
the structure 
of the nuclear 
envelope facilitates 
t ranslation. 

l11 Ir 
Organelles were 
discussed in detail 
in eukaryotic cell 
structure in Chapter 
A2.2, page 68. 

♦ Phagocytosis: 
the process by which 
a phagocyte engulfs 
and destroys foreign 
substances, such as 
bacteria. 

Advantages of compartmentalization 
in the cytoplasm of cells 
Each organelle has a different fu nction. carrying out a speciJic biological process and a different set 
of che1nical reactions. At the 1nost basic level, biochemical reactions ,vithin the organelles are what 
sustain lire. The organelles separate the various biochemical reactions that are needed to support che 
cell Ts function. Each fulfils a different role and contains di lferent chemical reactions, but all cooperate 
and \vork together, 

Compartmentalization (rhe division of the interior cell into separate, discrete areas) allO\'IS che correct 
concentration of metabolites to be present for specific metabolic processes and the appropriate 
enzymes to he present. In this ,..,ay, incompatible biochemical processes can be separated. 

ti I 

Separating the reactions of li fe by compartmentalization means thal they can be controlled and do 
not interfere with each other Think about the way that different operations in a factory are dfvided 
into different areas; for example, in a car factory one area wil l be used to assemble the engine, 
another to put together the car framework, and so on. 

■ Lysosomes 
Lysosomes are tiny sphe1ical vesicles bound by a single men1brane (Chapter A2.2, page 71). 

These organelles contain digestive enzymes in an acidic environn1ent. The hydrolytic enzyn1es are 
active only in the lysoso,ne's acidic interior. The pH of the cell is neutral to slightly alkaline, so the 
enzymes' acid-dependent activity protects the cell fro,n self-digestion in case of lysosomal leakage 
or rupture. I hjs is an exa.1)1ple of how the co1nparunentalizati.on provided by lysoson1es allows 
functions to occur that \voulcl not be possible or controllable in the "vider inte1ior of the cell. 

Phagocytic vacuoles 
Phagocytosis is a process used by specific celJs to capture and ingest foreign particles (see page 522), 
Phagocytic white blood cells engulf ' foreign' 1natcrial, such as bacteria, then digest and destroy lL 
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receptors phagocy1ic vacuole Phagocytosis involves a series of steps (Figure B2 2.3); 

bacterium 

phagocytosis 

plasma 
cytoplasm membrane 

' ' .. . .. , ..,, '4 .. , 
' " ~ 1 

~oh{ble debris 
,-_/ < • ' 

exocytosis 

1 recognition of the loreign particle by receptors, ingestion of 
the foreign particle in a phagocytic vacuole 

2 fusion or the phagocytic vacuole vvith a lysoson1e, creating a 
phagolysoson1e 

3 final destruction of the ingested particle. 

The phagocyric vacuole is a temporary organelle fanned 
by the process of phagocytosis, from the outer men1brane 

■ Figure B2.2.3 The process of phagocytosis 

of the phagocyte. Fusion with the lysosome provides the 
digestive enzymes needed to break down and destroy the 
loreign particle. The phagocytic vacuole, lollo,ved by the 
phagolysosotne, provides a contained space within the cell 
,vhere antimicrobial activity can rake place at low pl-!_ ,vithout 

disrupting other metabolic processes. 
♦ Phagocytic vacuole: 
a vesicle formed around 
a particle engulfed 
by a phagocyte v,a 
phagocytosis. 

Link 
For full coverage on 
cell respiration and 
all definitions, see 
Chapter C1 .2, page 
405. 

I Ill~ 

Pump proteins are 
discussed in Chapter 
82.1, page 230. 

The structure of 
the mitochondrion 
allows it to optimize 
its function -
ultimately to 
produce large 
quantities of direct 
energy for the cell 
in the form of ATP. 

Adaptations of the mitochondrion 
Respirarlon is one of the key life processes and it occurs in all cells of all organisms. It is the 
breakdo,vn or glucose to release the energy contained in the bonds that hold the rnolecule together, 
converting this energy to ATP (see page 405) and releasing carbon dioxide and 1vater in the process. 

Respiration begins in the cytoplasm, in a process called glycolysis. This process is anaerobic, and 
results in the production of pyruvare. This molecule diffuses into the mitochondria. 11\/here aerobic 
respiration takes place. 

The 1nitochondria are fanned fron1 two 1nembranes, an inner and outer n1en1brane (Figure B2.2.4). 

The outer 1neinbrane contains transport proteins, 1vhich tnove pyruvare into the 1nitochondrion. 
ln the mirochondtion, carbon is removed from pyruvare (in the fonn of carbon dioxide- this process 
1s kno11\111 as decarboxylation) and hydrogen is also ren1oved (an oxidation reaction). I-Iydrogen is 
split into protons (H+) and electrons. 

The electrons pass do,vo a sequence of proteins it1 the inner membrane of the mitochondrion 
(kno1vn as the electron transport chain, or ETC), releasing energy that is used to pu1np the 
protons ioto the space between the nvo mitochondrial membranes (called the intermembrane 
space). Protoos build up it1 this sn,all space, accumulating quickly, ,vhich creates ao electroche1nical 
gradient. As well as tbe ETC, the inner membrane contains a transmetnbraoe multi-protein asse1nbly 
(made from several protein components to fonn a con1plex structure), ATP synthase, through 1vhicb 
the accumulated protons pass, generating ATP. ·n,c ioner men1brane is highly folded into structures 
called cristac, ,vhich increases the surface area [or the ETC and ATP synthase, increasing the 
production of ATP. 

Mitochondria have adaptations that have evolved from the prokaryotic ancestors that 
first formed this organelle. The highly fo lded inner membrane increases the surface area 
for the product ion of ATP, while compartmentalization w ithin the structure enables it to 
separate areas of different proton concentration and pH to create ideal conditions for 

the processes of aerobic respiration. ___________________ ) 
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Lihk 
The Krebs cycle is fully 
explored in Chapter 
C1 .2, page 412. 

The process ,.vhere hydrogen and carbon atoms are removed from the derived tnolecules of glucose 
in a sequence of enzyme-controlled stages is called the Krebs cycle. These processes occur in the 
tnatrix of the 111itochondria, \Vhich has the appropriate enzyrnes and pH for the Krebs cycle to occur. 
ln this way, 1nitochondria achieve compartmentalization of enzymes and substrates of the Krebs 
cycle in the 111atrix. 

Electron micrograph of a mitochondrion interpretive drawing 

matrix 
Mitochondna are the site of the aerobic stage of respiration. outer membrane 

- a smooth 
- contains 
metabolites 
and enzymes 

1 µm 

double boundary 
membrane 

inner membrane 
- infolded, 
to form cristae 

• t • ' 

.:-:_ -·:··:: .. 
. ' . 

. . . 
• • • • • • • • • • • • • • • • + 

• • • ' • • ' ' + • 

~ . . . . . . . . . •. -.... · .. ... . ·-· · 

+ • : 

. . . .. . . . . 
': _: : ,: : : . . . . . . 

space between 
inner and outer 
membranes 

■ Figure 82.2.4 Elect ron m icrograph of a mitochondrio n, w ith an interpretive drawing 

2 Using the scale 
bar, calculate 
the length and 
width of the 

mitochondrion in 
Figure B2.2.4. 

3 Explain how 
the structure of 
a mitochondrion 
relates to its 

function. 

L1 f'llk 
The process of 
photosynthesis and 
all definitions are 
in covered in detail 
in Chapter C1 .3, 
page 425. 

Adaptations of the chloroplast 
Just as the mitochondria are the site of reactions of the Krebs cycle and respiratory ATP fonnation, so 
the chloroplasts are the organelles ,vhere the reactions of photosynthesis occur. This section contains 

an outline of photosynthesis and relates the processes to adaptations of chloroplasts. 

Chloroplasts are found in green plants. They contain the photosynthetic pigments, along with the 
enzy1nes and electron-transport proteins for the reduction or carbon dioxide to glucose and ror ATP 
[onnation, using light energy. An electron micrograph or a thin section o[ a chloroplast sho,vs the 
arrangement of rhe membranes \Vithin this large organelle (Figures A2.2.29, page 76, and B2.2.5 on 
the next page). 

There is a double membrane around the chloroplast, and a third inner membrane that folds 
extensively at various points to form a system of branching membranes. Here, these membranes 
are called thylakoids. Thylakoid membranes are organized into flat, compact, circular piles called 
grana (singular, granum), almost like stacks of coins. Bet\veen the grana are loosely arranged tubular 

membranes suspended in a \.Vatery stroma. Separate grana are connected by lamella (figure B2 2.5). 

( • Common mistake 
It is inaccurate to simply say that the mitochondria carry out 'respiration', because anaerobic respiration 
occurs in the cytoplasm. It is correct to say that mitochondria carry out aerobic respiration. 
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■ Figure B2.2.5 The u ltrastructure 
of a chloroplast 

0 . 
•• • • • grana (stereogram) 

• 
•• • • - -\\-::,,. lipid droplets 

chloroplast (diagrammatic view) lamellae of the stroma 

electron micrograph of t he granum 
showing thylakoid m embranes in 
w hich chlorophyll pigments are 
held (x38 000) 

stroma granum outer double 
membrane 

FT ... ~ tinl 

As with aerobic 
respiration, 
photosynthesis depends 
on the build-up of 
protons, which then 
move down their 
electrochemical gradient 
to generate ATP, 

thylakoid membrane 
of the grana 

chlorophyll pigments are contained 
in the grana, sandwiched between lipids 
and proteins of the thylakoid membranes 

The structure, composition and arrangement of membranes are central to the 
biochemistry of photosynthesis, just as the mitochondrial membranes are the sites of 
many of the reactions of aerobic cell respiration. 

Chlorophyll, the photosynthetic pigment that absorbs light energy, exists in the grana. Chlorophyll 

molecules are grouped together in structures called photosysteins, held in the thylakoid membranes 

of the grana by proteins (Figure B2.2 5) The large surface area provided by the thylakoid rnembranes 

optimizes the ability of chloroplasts to harvest light energy The light energy excites electrons, ,..,hich 
pass do,vn an electron transport chain, ,vhich causes protons (H-) to be pumped into the 

thylakoids, causing a build-up of protons there. The small volumes of fluid contained inside 
thylakoids n1eans that protons quickly accumulate there. Protons flo,v do,vn their electrochemical 

gradient through ATP synthase proteins, from the inside of the thylakoids into the stroma. ATP is 

generated in the process. 

This ATP is used in a biochen1ical process that occurs in the stro1Tia, kno\vn as the Calvin 

cycle (which involves reduction reactions), ,vhich ultimately leads to the production of glucose. 

The su·on1a has the appropriate enzymes and the optin1u1T1 pH for the Calvin cycle to take place. 

Co1Tipartn1entalization within chloroplasts allO\VS the separation of the light-harvesting activity of 

the chloroplasts in the thylakoids (knov1n as the light-dependent reactions) from the enzymes and 

substrates of the Calvin cycle (known as light-independent reactions) in the stroma. 
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4 Construct a 
table to show 
the relationship 
between the 
structure and 
function of a 
chloroplast. 

(e Common 
mistake 
Students sometimes 
draw the nuclear 
membrane as a single 
line - this is incorrect. 
The double membrane 
needs to be clearly 
drawn, with the 
nuclear pores within it. 

The roles of the chloroplast, both in terms of light harvesting and the creation of 
molecules such as ATP required by the Calvin cycle, are enhanced by adaptations in its 
structure that enable it to optimize its function. 

ATL B2.2A 

Create a poster that compares and contrasts 1n summary form the structures and functions of 
mitochondria and chloroplasts. Draw diagrams of both organelles on an A3 sheet - one organelle 
on the left and one on the right. Put similarities in the middle between the two diagrams, and 
differences on the left- and right-hand sides of the sheet. 

Inquiry 1: Exploring and designing 

Designing 

Design a technique for extracting chloroplasts from cells, so that they can be examined 
under a light microscope. If you do not have access to a centrifuge, think about 
alternative ways of obtaining concentrated chloroplasts samples from cells. 

Hint: a food blender can be used to break open cells, and muslin cloth used as a filter. 
How would you ensure that the chloroplasts are not damaged by movement of water 
fn or out of them by osmosis? 

Functional benefits of the 
nucleus double membrane 
The nucleus is Lhe largest organelle in the eukaryoric cell. rypically I0- 20µm in dia1neter. It is 

surrounded by t1¥0 membranes, kno,vn as the nuclear envelope. The outer me1nbrane is continuous 

,vith the endoplasmic reticulum (ER), vvhich 1nakes it easy for the nucleus to obrain proteins made in 

the ER, so endocytosis (,vhich requires energy, see page 239) is not needed. 

The nuclear envelope contains many pores (see page 68, and Figure B2 .2.6 belo\-V). The pores are 

very small, about 100 nm in diameter. Ho\-vever, chey are so numerous that they make up about 

one-third of the nuclear membrane's surface area. As discussed on page 246, the function of the 

pores is to make possible rapid movement of molecules bet\veen the nucleus and cytoplasn1 (such as 
mRNA) and between the cytoplasm and the nucleus (such as proteins, ATP and some hormones). 

The double men1brane of the nucleus is comprised o[ one n1embrane that is folded to fonn a double 

sn·ucture: the n1embrane is continuous across the inner and outer surfaces of rhe nuclear envelope 

(f igure B2.2.6). This allows the nuclear envelope to connect with the ER. 
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■ Figure B2.2.6 Diagram 
showing the nuclear 
membrane and its 
connection to the ER. The 
prot eins that constitute 
the pore complexes are 
not included and the 
size of the pores are 
exaggerated for clarity 

LIJ k 

Mitosis and meiosis 
are covered in detail 
in Chapter D2 .1, 
page 650. 

■ Figure B2.2.7 
Breakdown of the nuclear 
membrane during 
mitosis in an animal cell 

chromatin nucleolus 

(b Q) 

(b (b 

Qi 

(b Cb 

outer inner 
Co Cb (b 

surface surface Co (b 
Co 

(b 

endoplasmic --1 

reticulum (ER) (b (b 

ER lumen 

ribosome pore nuclear envelope 

The inner n1embrane contains the DNA and nucleolus. The inner nuclear membrane is lined by 
the nuclear lan1ina, ,vhi.ch is a rnesh,vork of filaments that extend into the inteti.or of the nucleus 
and provide structural su1Ypon. The latnina is present in animal cells but not plant or fL1ngal cells, 
and is comprised oflamins, a type of fibrous protein. The double ,nernbrane therefore allows 
compartmentalization of the functions or the nucleus. 

Cells divide by che processes of mitosis and meiosis. Mitosis resulcs in the production of rwo 

daughter cells, genetically identical to the parent cell, while meiosis resul ts in the production of sex 

cells (gametes) that are genetically different from the original cell. ln the first part of both types of 

cell division, the nuclear envelope di-;sociates into small vesicles (Figure B2.2 7). This enables the 

chromosomes to encounter the cytoplasm in the cell and the spindle apparatus, 1vhich is cencral to 

manipulating the chromosomes during mitosis and meiosis. 
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-~ lamins bound 
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Going further 

Origin of the nuclear membrane 
The origin of the eukaryotic cell was discussed in 
Chapter A2 .2 (page 82). One hypothesis is that the 
double membrane of the nucleus is the result of 
endosymbiosis (page 83). The two membranes reflect 
those of the organism that was engulfed and the 
engulfing cell. 

An alternative hypothesis is that nuclear membranes 
and the endoplasmic reticulum may have evolved 
through infolding of the plasma membrane. In a very 
old ancestral prokaryotic cell, the plasma membrane 
could have infolded and later formed a two-layered 
envelope of membrane completely surrounding the 
DNA (Figure B2.2.8). 

DNA 

membrane
bound ribosomes 

membrane inf olds 
into cell 

ancient prokaryotic cell 

■ Figure B2.2.8 Possible evolutionary sequence for the nucleus 

This envelope is assumed to have eventually pinched 
off completely f rom the plasma membrane. 

A third hypothesis is that the nuclear membrane, 
ER and other membrane-bound organelles (the 
'endomembrane system') in eukaryotic cells formed 
from prokaryotic vesicles. A wide range of bacteria 
secrete outer membrane vesicles (OMVs). The vesicles 
play a cri tical role in the interactions between bacteria 
and between bacteria and their hosts. The hypothesis 
suggests that ancestral mitochondria (prokaryotic cells) 
released OMVs that, during evolution, formed the ER, 
which in turn formed the nuclear envelope. 

nuclear pore 

inner nuclear membrane 

outer nuclear membrane 

~~--nucleus 

r-+-- endoplasmic 
reticulum 

ancient eukaryotic cell 

Structure and function of free 
ribosomes and of the RER 

♦ Polysome: groups 
of ribosomes that are 
translating the same 
mRNA, indicating the cell 
needs mulbple copies of a 
particular polypeptide. 

Many riboson1es occur freely in the cyloplasn1. They are lhe sites of the synlhesis of proteins that are 

to be retained in the cell and fulfil roles there. ll is con1n1on for several ribosomes to n1ove along the 

messenger RN,'\ al one dn1e. The s tnicture (mRNA, riboson1es and ilieir gro,ving protein chains) is 

called a polysome (Figure B2.2 .9). Polysomes aUo,v many copies of a parlicular polypeptide to be 

produced simultaneous ly. 

ribosomes moving 
along mRNA 

growing polypeptide 
chains 

■ Figure B2.2.9 A polysome 

mRNA in 
cytoplasm 

\---ribosome 

+ 
~ ~ »-- protein 
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fr, Tnn tint 

Free ribosomes 
produce proteins for 
use within the cell, 
while those attached 
to the RER produce 
proteins for export or 
movement to the Golgi 
for modification. 

The Golgi apparatus 
is comprised 
of membranes 
arranged in a 
series of stacks. 
Each part of the 
Golgi contains 
enzymes, which 
modify proteins in 
different ways. The 
membranous nature 
of the Golgi allows 
it to fuse with 
vesicles that are also 
made of membrane. 

ConceP.t' 
F. nctio 

By compartmentali
zing protein 
synthesis at 
ribosomes in the 
RER, and protein 
modification in 
the Golgi, the 
production of 
a wide variety 
of proteins and 
modified structures 
can be carefully 
controlled. 

Other ribosomes are bound to the membranes or the endoplasmic reticulu1n (the rough endoplasn1ic 
reticulum, RER - see page 70). -rhese ribosomes are the site of the synthesis of proteins that go into 
the lu1nen of the RER for vesicular transport \vithin the cell and subsequent secretion from cells or 
for packaging in lysosomes 

ATL B2.2B 

Watch an animation of polysomes in action using this site: 
www,sumanasinc comfwebcontent/anirnationsfcontent/polyribosomes2 html 

What are the advantages of having several ribosomes working concurrent ly on the same mRNA? 

Structure and function of the Golgi apparatus 
The Golgi apparatus (see page 71) is involved in the processing and secretion of protein. lt consists 
of a stack-like collection of flattened tnen1branous sacs called cisternae. Cisternae vary in nun1ber, 

shape and organization in different cell types. One side of the stack of men1lYranes is formed by the 
fusion of vesicle n1e1ubranes frotn the RER. At the opposite side of the stack, vesicles are forn1ed 

fron1 swellings at the n1argins that beco1ne pinched off. These vesicles contain proteins for transport 
,vithin the cell or for secretion. 

Membranes flow from the RER to the Golgi, and on through vesicles to the cell membrane 
(Figure B2.2.10). 

Golgl 
apparatus 

0 

l ! 
0 vesicle 

0 
plasma membrane 
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g's:;_~;;==~~~i?=:f~ 0 
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l direction of 
vesicle movement 

cisternae 

ribosomes 

rough 
endoplasmJC 
reticulum 

■ Figure 82.2.10 Flow of membrane and proteins from the endoplasmic reticulum through the Golgi to 
the plasma membrane 

Proteins enter the Golgi apparatus on the side fac ing the 'RER and exit on the opposite side of the 
stack, facing the plasma membrane of the cell. Proteins are transferred fron, one cisterna to rhe nexl 
Each cisterna contains di fferent enzymes, \vhich catalyse different types of protein 111odification . 
These enzymes catalyse the addition or removal of sugars from proteins (glycosylation), the add ition 
of sulfate groups (sulfation) and the addition of phosphate groups (phosphorylation). Some Golgi
mediated modifications act as signals to direct the proteins to their final destinations \Vithin cells, 
including the lysosome and the plasma membrane. 
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5 Describe the 
roles of organelles 

involved in the 

synt hesis and 

transport of 

proteins destined 

to be embedded 

on the cell surface 

membrane. 

♦ lnvagination'. the 
intucking of a surface or 
membrane. 

Structure and function of cell vesicles 
~1embranes must be able to separate or fuse together so that cells and organelles can bring in, 
transport and release molecules. Many cells take up n1olecules through receptor-mediated 
endocytosis. A protein (or con1ple,'< of proteins) initially binds to a receptor on the cell surface. 
A specialized protein acts to cause the n1en1brane in this region to invaginate. One of these 
specialized proteins is clathrin, which polyme1izes into a lattice nenvork around the gro\ving 
n1en1brane bud to forn1 a clath1in-coated pit (Figure B2.2.11). The invaginated n1en1brane eventually 
breaks off and fuses to forn1 a vesicle from either the Golgi body or plasn1a men1brane. 

dathrin-coated pit 

=-----
receptor 

._ substance being 
transported into cell 

clathrin 

clathrin-coated 
vesicle 

cell membrane 

■ Figure 82.2.11 Endocytosis mediated by clathrin 

naked vesicle 

Some hormones, LTansport proteins and antibodies use receptor-mediated endocytosis to get 

inside a cell. This path\vay is also used by viruses (see Chapter A2.3, page 88) and to.'<:ins to enter 

cells. The reverse process, the fusion of a vesicle to a membrane, is a critical step in the release of 

neurotransmitters from a neuron into the synaptic cleft. 

ATL B2.2C 

Review your knowledge of organelle structure and function using this site: 
www.sumanasinc.com/webco"tent/animations/content/eukaryouccells.htn1I 

Make summary notes on each organelle so you can use them when you revise organelles. 

I What are examples of structure-function correlations at each level of biological organization? 
• What separation techniques are used by biologists? 
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• 

♦ Zygote: cell produced 
by the fusion of gametes. 

♦ Cell cycle: repeating 
process of an orderly 
sequence of events where 
cells arise by the division 
of existing cells, grow, 
and then divide. 

♦ Embryo: an organism 
in the earliest stages of 
growth, when its basic 
structures are being 
formed. 

♦ Morphogen: a 
molecule present in a 
concentration gradient 
that specifies the fate 
of each cell along the 
gradient. 

Guiding questions 

• What are the roles of stem cells in multicellular organizations? 

• How are differentiated cells adapted to their specialized funct ions? 

This chapter covers the following syllabus content: 
82.3.1 Production of unspecialized cells fo llowing fertilization and their development 

into specialized cells by d ifferentiation 
► 82.3.2 Properties of stem cells 
► 82.3.3 
► 82.3.4 
► 82.3 .5 
► 82.3 .6 
► 82.3.7 
► 82.3.8 
► 82.3.9 

82.3.10 

Location and function of stem cell niches in adult humans 
Differences between totipotent, p luripotent and multipotent stem cel ls 
Cel l size as an aspect of specialization 
Surface area-to-volume ratios and constraints on cell size 
Adaptations to increase surface area-to-volume ratios of cells (HL only) 
Adaptations of type I and type II pneumocytes in alveoli (HL on ly) 
Adaptations of cardiac muscle cells and striated muscle fibres (HL only) 
Adaptations of sperm and egg cel ls (HL only) 

Production of unspecialized cells 
following fertilization 
Multicellular organis1ns begin life as a single cell called a zygote, which grows and divides, at first 
producing unspecialized cells and chen forming many specialized cells. These specialized cells 
eventually fonn the adult organism (Figure B2.3.l). So, cells a1ise by division of existing c:elJs. 
The rime bet\veen one cell division and the next is known as the cell cycle. 

young cell , =· ♦ cell division , ;o O ♦ cell growth 114. cell specializat,on mature cell, unlikely 0 1 -unable to d1v1de again , 

'==- some cells continue to grow and divide ~ 
repeatedly, rather than specialize 

I 

e.g. red blood cell : loses nucleus, and cytoplasm 
fills with oxygen-carrying pigment (haemoglobin) ' 

\ I 

l 
stem cells 

and enzyme (carbonic anhydrase) 

e.g. stem cells of bone marrow, which divide to form 
the cells that develop into red blood cells, white blood 
cells and platelets, and more cells forming stem cells 

Extension note • ✓ 
In healthy organisms, cells eventually die by programmed cell death (PCD), a process 
controlled by specific genes. In PC D. all parts of a cell are packaged in membrane and 
engulfed by surrounding cells. PCD normally takes out all superfluous, infected and 
damaged cells. It is a key part of t issue and organ development. 

■ Figure B2.3.1 The life history of a cell and the role of stem cells 

During early-stage embryo develop1nenc, complex n1echanisms of gene expression detern1ine the 
ways cells differentiate and take on specific roles. A small nu1nber of genes deLem1ine body patterns 
during the embryo's development. The specific signalling molecules that are involved in gene 
expression are called morphogens. 

Morphogens are extracellular 0.e. they exist outside the cells of a tissue) and occur across a 
gradient of concentrations. The gradient of the morphogen drives tbe process of differentiation of 
unspecialized stein cells into different cell types. vVhere there is a high concentration of 111orphogens, 

Theme B: Form and function - Cells 



1 Outline the 
importance of 
morphogens In the 
development of 

. 
organisms. 

♦ Blastocyst: ernbryo as 
fluid-filled ball of cells, at 
the stage of implantation. 
♦ Embryonic stem 
cell; undifferentiated cell 
in early-stage embryo, 
capable of continual cell 
division and of developing 
into all the cell types of an 
adult organism. 

♦Stem cell: 
undifferentiated cell in 
embryo or adult that 
can undergo unlimited 
division and can give rise 
Lo one of many different 
cell types. 

B2.3 Cell specialization 

these cells will change differently to cells \vhere there is a lower concentration of morphogens. 

1-he initiation or inhibition of gene expression is a result of different concentrations of moqJhogens, 

vvhich control the ,vay cells differentiate and develop into specific tissues. 

The concentration of the morphogen in each cell is imporcant as it determines a series of subsequent 

signals (cascades) Responses to chese signals determine the direction and extent of cell gro,vth and 

development, ultimately forming all the tissues and organs of the body. The expression of such 

gradients also controls the length of body srrucrures such as toes and fingers, the location ot the nose 

and other body patterns. 

Properties of stem cells 
In the developn1ent of a new organism, the first seep after the formation of the zygote is one ol 
continual cell division to produce a tiny ball of cells, called the blastocyst. All these cells are capable 

of further divisions. The cells of the inner cell 1nass (see Figure B2.3.3, page260) are kl1own as 

embryonic stem cells. 

A stem cell is a cell that has the ability for endless repeated cell d ivision. Seem cells maintain an 

undifferentiated state (this is called 'self-renewal'), while also having the capacity to differentiate 

into mature cell types (potency) along different pathways. Stem cells are the 'building blocks' of life; 
they divide and form cells that develop into the range of mature cells of the organism. Stem cells are 

(ound in all multicellular organisn1s. 

At the next stage of embryological development, most cells lose the ability to divide and differentiate 

as they develop into the tissues and organs that make up the organism. such as blood. nerves, liver, 

brain and many ochers. 1-Io,vever, a very few cells ,vithin these tissues keep many of the properties of 

embryonic stem cells. These are called adult stem cells. Table B2.3.l compares embryonic and adult 

stem cells. 

■ Table B2.3.1 Differences between embryonic and adult stem cells 

Embryonic stem cells Adult stem cells 

undifferentiated cells capable of continual cell undifferentiated cells capable of cell divisions; these 
division and of developing into all the cell types of an give rise to a limited range of cells within a tissue, for 
adult organism example blood stem cells give rise to red and white 

blood cells and platelets only 

make up the bulk of the embryo as it begins occurring in the growing and adult body. within most 
development organs; they replace dead or da1naged cells. such as 

in bone marrow, brain and liver 

Although all cells in a multicellular organism contain the sarne genetic code, because 
they formed from one cell that then divided by mitosis, cells can differentiate into 
different functions. This is because in different cell types, dif ferent genes are activated, 
which produce specific structures for the specialized cell. 



2 List the differences 
between 
embryonic and 
adult stem cells. 

♦ Stem cell 
niche: speci fic 
microenvironments in the 
body that either maintain 
the stem cells or promote 
their proliferation and 
differentiation. 

Should some knowledge not be sought on ethical grounds? 

There are clear advantages to using embryonic stem cells instead of adult stem cells in various medical 
treatments. The ethical issues surrounding the harvesting of embryonic stem cells, however, means that 
acting on this knowledge must be considered in a wider social, political and ethical context. That they 
can be used is true, but is it also the role of the biologist to ask should they be used? 

ATL 82.3A 

Research involving stem cel ls is increasing and raises ethical issues. What are the ethical issues 
concerning the therapeutic use of stem cells? Evaluate the use of stem cells from specially created 
embryos, from the umbilical cord blood of a newborn baby and from an adult's own t issues, and 
discuss your thoughts in groups, 

Stem cell niches in adult humans 
A stem cell niche is an area of a tissue Lhar provides a specific environmenc ,vhere seem cells exist in 

an undifferentiared and self-rene,vable srace, and where rhey receive stimuli ro decermi11e weir 

behaviour. Stimuli includes cell-co-cell and molecular signals: these either activate or repress genes 

and the subsequenc transcription of proteins. Resulring from this interaction, seem cells are 
maintained in a dormant srate, caused ro self-renew, or commie co a more differentiared srace. 

Sten1 cell niches have defined locations in the body. Two exa1nples of sten1 cell niches ,vill 

be explored. 

Bone marrow 
Bone marro,v \Vithin the skeleton is the site of blood cell forn,ation (also kno,vn as haematopoiesis) 

fo r all vertebrates except for fish and some -a1n phibians. ln human adults. osteoblasts (cells that 

regulate the creation of ne,v bone) and hae1natopoietic stem cells (HSCs) (these produce the 

cellular components of blood and blood plasn,a) are closely conne<..:ted in the bone 1narro,v. 

HSCs produce red blood cells, white blood cells and platelets 

Research has shown char a subgroup of osceoblasts function as a key component of rhe HSC niche 

(the osceoblastic niche), controlling I ISC numbers. This suggests char these cells rely on each ocher 

to determine their functions. Cells that give rise co mature skeletal cells are therefore critical in the 
regulation of I-15Cs. The vascular niche (so called because it is the site of blood vessels) in rhe- adulr 

bone marro,v is a p l.ace for sten1 cell mobilization or proliferation and differentiation. 

■ Hair follicles 
Hair follicles are structures of tnammalian skin that can regenerate in order co continuously produce 

new hair. 

The stem cell niche of hair follicles is located between the open ing of Lhe sebaceous gland and the 

attachment site of the hair erector 111uscle. They are known as bulge hair (oll icle stem cells (see 

Figure B2.3 2). 1·hese stem cells are multipotent (see belo.v) and have the potential ro increase 

rapidly. During the gro,vrh phase, hair rollicle seem cells beco1ne activated to regenerate the hair 

follicle and hair, and hairs gro,v longer each day. During the resting phase, the stem cells are 

dorinant and hairs can shed n,ore easily. 
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As well as hair 
follicles, there are also 
follicles of a dffferent 
kind in the ovaries -
these are structures 
that surround the 
developing egg and 
release hormones that 
control the menstrual 
cycle (Chapter D3.1, 
page 699). 

♦ Toti potent: capable 
of giving rise to any cell 
type in an organism, 
including making more 
totipotent stem cells and 
making the cells that 
become the placenta. 
♦ Pluripotent: able 
to develop into many 
different types of cells or 
tissues in the body, except 
for becoming placental 
cells or totipotent 
stem cells. 
♦ Multipotent: can 
create, maintain and 
repair the cells of one 
particular organ or tissue. 

82.3 Cell specialization 

Complex physiological changes take place in the hair follicle \Vith age. Hair follicles have pig111ent 
cells that make melanin. Certain stein cells acr as pig111ent-producing cells: ,vhen hair regenerates, 
so111e of the stem cells convert into pigment-producing ce1ls that colour the hair. v\lith age, [e\ver 
of these cells are active and the hair loses its ability to produce melanin, so the hair greys or turns 
\vhite. An imbalance in sten1 cell differentiation and altered stem cell activity can also lead to hair 
loss ,vith age. 

ep1derm1s 

dermis 

sensory receptor 
sweat duct (free nerve ending) 

~~lr-~~.-....-- ~--.1 

'-- --hair 
----hair follicle 

~ cornified layer 
:.-.,_..,r--- L ( dead cells) 

fl- granular layer 
(living cells) 

---- skin capillary 

h ~ - +-+---- bulge hair follicle stem cells 

l":ir"--t-+---- hair erector muscle 

:::;;;a,-- - ~ ---:t---- root of hair (papilla) 
~ :=+~~~....,=~-d~.J...---- sweat gland 

').... 
P.,,,"....:.;,,.,=,;,:'-'i,---!'"',,-,+,,..::::,..,p::=:--:,-=.,-..,_- sensory nerve fibre 

......., t:- - adipose tissue 

' -
■ Figure 82.3.2 Structure of the skin, showing location of hair follicle and stem cells 

Totipotent, pluripotent and 
multipotent stem cells 
1-he first formed stern cells o[ a zygote are totipotent and are the rnosc versatile type o[ stem cell. 
1-hey can become any type of body cell, including making more totipotent stem cells and che cells 
that beco1ne the placenta. 1-he cells ,vithin the rirst couple of cell divisions after fertilization are the 
only cells that are totipotent. 

Cell division continues, and the cells organize themselves into a fluid-filled ball called the blastocyst 
(Figure B2 3.3). Stem cells in these subsequenr. divisions of the embryo are pluripotent. This type of 
stem cell is a li ttle more limited in potential: they can give rise to all of the cell types that make up 
the body, except that they cannot become placental cells or totipotent stem cells. 

By the tin1e differentiation has occurred, sten1 cells are able only to develop and fonn the nervous 
systen1. This restricted potency is refe1Ted to as multipotent. Multipotent stem cells can develop 

into n1ore than one cell type but are more limited than pluripotent cells: they have a limited capacity 
for self-renewal. Multipotent stem cells can create, maintain and repair the cells ot one particular 
organ or tissue. Stem cells in adult tissue, such as bone n1arro,v, are 111ultipotent (Figure B2.3.3). 

(e Common mistake 
Make sure you know the difference between totipotent, pluripotent and multipotent. Simply 
referring to ·stem cells' 1s ambiguous so specific types of stem cells should be referred to, especially 
when discussing a particular stage of development. 



zygote 

As stem cells mature, their function becomes more limited. The early stem cells can 
differentiate into any cell-type in the body, including placental cells, but later stem cells 
can only become a limited range of cells in a particular t issue or organ. 

blastocyst 

skin 
(epidermis) 

• . -

adult stem cells (multipotent) 

9, 
brain 

liver 
heart 

..........._ any cell 
(totipotent) 

embryonic fat 
....__ stem cells (adipose tissue) ~ 

(pluripotent) , l 
bone marrow 

■ Figure B2.3.3 Diffe rences between totipotent, pluripotent and multipotent stem cells skeletal muscle 

3 Define the term 

totipotent stem 
cells. 

• red blood cell 
8µm 

white blood cell 
12- 17 µm 

Cell size as an aspect of specialization 
Cells e.:-dst at a v-1ide variety of different scales, v-1irh each type of cell adapted to its function in part 
by its size (Figure B2.3.4). 

cheek cell 
30- 50 µm 

human human egg 
sperm cell 1 00 µm 

55 µm 
plant cell 

100-150 µm 

C 

paramecium 
250-300 µm neuron in brain 

300-400 µm long 

I 

■ Figure B2.3.4 Different size of cells (not to scale) 
muscle f ibre 

300 mm in length 

• 

ro Top tipt 
Make sure you take note of the range of cel l sizes in humans including male and female gametes, 
red and white blood cells, neurons and striated muscle fibres . 
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■ Male and female gametes 
Male and fen1ale gan1etes in hu1uans are ve1y 

different in size. The egg cell is around lOOµn1, 

whereas the 1uain body of the sperm is 5µm \vith a 

mid-piece (containing 1uitochondria) and flagellun1 

of 50µn1. The larger cell body of the egg allo,vs it to 

store nutrients for the early development of the 

fertilized egg, whereas the cell body of the spenu 
only needs to hold the nucleus, for delive1y to the 

egg, and so can be much sn1aller. The long flagellun1 

of the sperm provides propulsion to reach the egg. 

4 Outline why the female gamete 
in humans is much larger than the 
male gamete. 

■ Figure B2.3.5 Scanning electron micrograph of a sperm cell ferti lizing an egg 
cel l; note the difference in size between the two cells (magnification x3600) 

■ Blood cells 
Red blood cells (erythrocytes) are around 8µm, 

much smaller than ,vhite blood cells (vvhich are 

around 12-17µm). Red blood cells need to be small 

so that they can fit through the small lumen of 

capillaries. Also, by being small, the red blood cell 

has a larger surface area compared to its size (see 

section belo"v), allov.ring oxygen to diffuse in and out 

from the cell at a faster rate. 

■ Figure B2.3.6 A light micrograph of a blood smear showing 
erythrocytes (red blood cel ls) and white blood cells 

When foreign matter enters the body, such as a 
bacterium, virus or other organisn1, white blood 

cells attack and destroy it. White blood cells are 

bigger than red blood cells but fewer in nu1nber 
(although they increase in number on infection). 

The larger size of white blood cells allov.1s them 

either to engulf and digest pathogens (see page 522) 
or to produce antibodies that bind to the body's 

foreign invaders and destroy then1 (page 523). 

♦ Egg/ovum (plural, 
ova): a female gamete. 

♦ Sperm: motile male 
gamete. 

B2.3 Cell specialization 

(e Top tip! 
Red blood cells are clearly discernible in a microscope image because of their colour and lack of 
nucleus. White blood cells usually have a purple-stained nucleus (Figure B2.3.6) that is either large 
and rounded (lymphocytes) or 'lobed' with several dif ferent sections joined together (phagocytes). 
The differences between the different types of white blood cell are discussed in Chapter C3.2, 
page 522. 

261 



I I 11< 
Neurons are covered 
in Chapter C2.2, 
page 467. 

Pi T""fl +i I 
Nerve cells can either 
be spelt neuron or 
neurone. In the 1B 
Guide, the first spelling 
is used. 

The size of cells 
or organisms 
is an essential 
feature that 
determines how 
they interact with 
their environment. 
It determines the 
rate of exchange 
of materials across 
a cell surface, and 
whether organisms 
need specialized 
structures such 
as lungs to solve 
problems of size. 

■ Neurons 
Neurons (nerve cells) cransn1it electrochen1ical impulses through the body, allovving coordination 

and response to stin1uli to occur. They differ in length. The Longest neuron in the hu1nan body 
reaches fro1n the base of the spine to the foot , a distance o[ up 10 one metre. The long le11gtb enables 

tl1e electrical i1npulse to be sent without inte1niption over a long distance Response to sci111uli, 
especially those concerned with pain, need to happen quickly. and so fast n·ansmission of the 
in1pulse is necessary - something achieved by che long length of the myelmated neuron. 

■ Striated muscle fibres 
Striated muscle fibres are multi nucleated cells char attach to rnuscles to allo,v movement. lnsread 
or being made from many individual cells, 1nuscle fibres are extended cellular structures thar can 
be several centi1netres long. Th is extended length allows them to coordinate contraction and has a 
significant effecr on muscle force genera~ion. 

Further adaptions of these cells, other than size, are discussed lacer in this chapter (page 268) 

Surface area-to-volume ratios and 
the constraints on cell size 
The materials required for growth and maintenance of a cell enter through the plasma 111embrane. 

Si1nilarly, n1etabolic waste products n1ust leave the cell chrough the plasma 1nembrane. 

The rate at which materials can enrer and leave a cell depends on the surface area or that cell , but the 
rate at which materials are used and metabolic waste products are produced depends on the amount 
or cytoplas1n present ,vithin the cell. Similarly, heat transfer berween rhe cytoplasm and environment 
or the cell is derennined by sur[ace area. 

As cells gro\v and increase in size, an important difference develops between the surface area 
available for e.'<change and the volume of the cytoplas1n m which the chemical reactions of life occur. 
The volume increases [aster than the surface area; the surface area-to-volume ratio falls (SA:V, 

Figure B2.3.7). So, with increasing size of cell, less and less of the cytoplasm has access to the cell 
surface for exchange of gases, supply of nutrients and loss of mecabolic waste products. 

cubic cell of inc.reasing size 

,. 
• J,, • • • • • • • • • • • • • • • • • •••••••••••••• 

. ·· . .. . . . . . . . . . . . . ... .... . 
/ 

.·. 
.. 

.. 
1mm 2mm 3mm 4mm 

dimensions/mm 1 X 1 X 1 2x2x2 3 x3 X 3 4x4x4 

surface area/mm1 6 24 54 96 

volume/mm3 1 8 27 64 

surface area: 6: 1 = 6J, = 6 24:8 = 24/a = 3 S4:27 = 54/27 = 2 96:64 = 96/64 = 1.5 
volume ratio 

■ Figure 82.3.7 The effect of increasing cell size on the surface area-to-volume ratio 
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Volume gets larger 
at a faster rate than 
surface area, so the 
SA:V ratio decreases. 
This limits cell size as 
the smaller surface area 
compared with cell size 
in larger cells means 
that oxygen and food 
cannot be transported 
into the cell and wastes 
removed at sufficient 
rate to maintain 
metabolic activities. 

Processing data 

fhe exchange of materials across a <.:ell surface depends on its surface area, \vhereas the need for 
exchange depends on cell volume. The smaller rhe cell is, the more quickly and easily materials 
earl. be exchanged ber,veen irs cytoplasm and environ,nent. One consequence o( this is that cells 
cannot gro\v larger indefinitely. When a maximun1 size is reached, cell grO\Yth stops. The cell may 
then divide. 

Tool 3: Mathematics 

Ratios 

A ratio is a way to compare amounts. Ratios are similar to fractions and both can be 
simplified by finding common factors, by dividing by the highest common factor. 

Ratios can be used in biology to analyse su,iace area-to-volume relationships, For 
example, in Figure 82,3,7, the surface area-to-volume ratios are displayed for cubic cells. 

--- - -- - ---- - -- --- - - - - - - - - - - - - ---

Inquiry 2: Collecting and processing data 

An experiment is carried out to explore the impact of 
surface area-to-volume ratio on the rate of diffusion 
into cells. In the experiment, agar jelly blocks represent 
cells and acid represents essential materials needed by 
cells for metabolic reactions. The acid diffuses into each 
of the blocks through the outside surfaces. The faster 

the substances reach all parts of a cell, the more likely 
the cell is to survive. The red dye in the agar jelly blocks 
becomes pink and eventually colourless when mixed and 
reacted with the hydrogen ions in the acid. Movement 
of the hydrogen ions, H+(aq), is by simple diffusion. 

The results from Lhe experiment are recorded 1n 
Table 82.3.2. 

■ Table 82.3.2 Jelly block experiment table of results 

Time to turn Surface area-to-
Block colourless/s Surface area of block/mm2 Volume of block/mm3 volume ratio 

A 20 964 (20 X 20) X 2 20 X 20 X 10 = 

/ /, 10 
+ (20 X 10) X 4 = 

C/4 
B 10 405 (10 X 10) X 2 20 X 10 X 10 = 

// 10 
+ (20 X 10) X 4 = 

20 

C 10 247 (10 X 10) X 6 = 10 X 10 X 10 = 

// 10 

10 

D 5 - 186 (10 x 10) x2 5x 10x 10= 

'/ 10 + (5 X 10) X 4 = 

- 10 

E 5 81 (5 X 5) X 2 5x 5 x1 0 = 

@ 05 
+ (5 X 10) X 4 = 

82.3 Cell specialization 

' 



Tool 3: Mathematics 

Calculating surface area-to-volume ratios 

Work out the surface area-to-volume ratio for each 
jelly block. Instead of representing this as a ratio, one 
number can be given because this is easier to plot on 
a graph. 

Graphing 

Plot a graph of your results f rom the jelly block 
experiment, w ith surface area-to-volume ratio on the 
x-axis and time taken for the jelly to completely lose its 
colour on the y-axis. 

Inquiry 3: Concluding and evaluating 

Concluding 

Analyse your results. What do they tell you about the ef fect of size on the rate of 
diffusion? What do they tell you about the optimal size for cells? 

ATL 82.38 

The relative differences in the changes of surface area and 
volume as objects get bigger or smaller is known as the 
square-cube law. This law states that that the volume of an 
object grows faster than its surface area. This is because the 
surface area changes as a factor of the squared value of its 
length, whereas the volume changes as a factor of the cubed 
value. For example, if the size (measured by edge length) of a 
cube is doubled, its surface area will be four times its original 
value, whereas its volume will be eight times its original volume. 

(i r~ature of science: M el~ 

Using models to explore the surface area-to
volume relationsh ip 

Models are simplified versions of complex systems. The surface 
area-to-volume relationship can be modelled using cubes with 
different side lengths (see Figure 82.3.8). Although the cubes 
have a simpler shape than real organisms, scale factors operate 
in the same way. 

The surface area of each cube can be imagined if each cube is 
spread out flat and the surface of each square added together 
to work out the total surface area. 

The relationship between surface area and volurne as obJects 
increase or decrease in size can be explored using online 
calculators, for example: 
https://goodcalculators.c.om/square-and-c.ube-calcu(ator/ 

Calculate a range of different dimensions for an object 
and plot your data. What trends do you see, and what 
implications do they have for biological objects? 

;C---"2 __ .,,, 2 

3 

B 
1A 

■ Figure 82.3.8 Three cubes representing 
cells (or organisms) of different sizes 

3 

C 

5 Consider imaginary cubic 'cells' with sides of 1, 2, 4 and 6mm. 

a Calculate the volume, surface area and surface area-to-volume ratio for each cell. 

b State the effect on the SA:V ratio of a cell as it increases in size. 

c Explain the effect of increasing cell size on the efficiency of diffusion in the removal 

of metabolic waste products from cell cytoplasm. 
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~TOK 
It would be impossible to develop useful knowledge about 
the world without the use of models. Without them, our 
knowledge would be limited to that of specific events and 
objects. This book is fu ll of examples of models - every 
diagram representing a cell or a protein in this book is 

are lipid-anchored proteins? then Figure 82.1.5 (page 226) is 
not useful. However, if you wonder what sort of proteins are 
present in biological membranes, then 82.1.8 to 82.1.10 would 
be very hel pfu I. 

As you use the models in this book, it is worth considering 
for each what the model is being used for, what features of 
the model are therefore relevant, and whKh elements of the 
model are not meant to convey knowledge. 

a model. 

Models are only useful when the information they provide is 
an answer to the question being asked. If asked, what shape 

Side view 

• 
Frontv;e,.,i 

s«tlonal view 

■ Figure 82.3.9 
An erythrocyte 

♦ Microvillus (plural. 
microvilli): one of 
many tiny infoldings of 
the plasma membrane, 
making up a brush border. 
♦ Brush border: tiny, 
f inger-like projections 
(microvill i) on the surface 
of epithel ial cells, for 
example in the small 
intestine. 

♦ lnvagination: the 
intucking of a surface or 
membrane. 

82.3 Cell specialization 

Adaptations to increase 
surface area-to-volume ratios of cells 
t\~any cells have adaptations to increase their surface area-co-volume ratio. Two exan1ples are 
discussed here. 

■ Red blood cells (erythrocytes) 
Red blood cells (erythrocytes) transport respiratory gases (primarily oxygen) in the bloodstream. 
Red blood cells are approximately 8µm in dia1neter and have the shape of a flat disk or doughnut 
(Figure B2.3.9), which is round \Vith an indentation in the centre (the surface is said to be biconcave). 

The flattening of the cell increases its surface area relative to its size, increasing the diffusion of 
OA'Ygen across its surface. The flat shape ensures a short distance for diffusion so that oxygen 
can quickly move throughout the cell. The biconcave shape, which can be achieved because the 
erythrocyte does not have a nucleus, also increases the surface area. In addition, the shape of the cell 
increases its flexibility, \Vhicb helps it move through the narrow lumen of capillaries. 

■ Proximal convoluted tubule cells in the nephron 
The role of the kidney is to 1naintain the hon1eostatic balance of water in the body, and to filter out 
tnetabolic \vastes (e.g. urea). The functional units of the kidney are the nephrons. These have different 
sections \vhich play specific roles. The proximal convoluted tubule (PCT) is the longest section of 
the nephron, and it is here that a large part of the filtrate is reabsorbed into the capillary network. 
Epithelial cells in the PCT reabsorb con1ponents of the filtrate that have nutritional significance (such 
as glucose, an1ino acids and ions). The ,valls of the tubule are one cell thick, and these cells are packed 
,vith mitochond1ia. The surface facing the lumen (the inside space) of the tubule is called the apical 
surface. This is folded into microvilli, fonning a brush border (figure B2.3.10), which greatly 
increases the surface area for absorption. On the other side of the cell - the me1nbrane of tubule cells 
facing the blood at the base of the cell - invaginations (infoldings) of the plasn1a men1brane, like 
brush borders, increase the surface area here too. lnvaginations of the basolateral region of the plasma 
1nembrane are comn1only found in cells engaged in active transport of molecules and ions, where the 
infoldings increase the surface area available for transport. 



Link 
The processes of the kidney are covered 
in detail in Chapter 03.3, page 768. 

• • I 

Some cells have adaptations to 
increase surface area-to-volume ratios 
of cells. Red blood cells are f lattened 
and biconcave. Microvilli are highly 
folded to increase surface area, and 
found in the proximal convoluted 
tubule of the nephron of kidneys and 
in the wall of the small intestine. 

6 The magnif ication of Figure B2.3.11 is 
x3600. Calculate the actual size of 
one of the cells. 

7 Sketch a diagram of one of the 
cells in Figure B2.3.11 and label it 
appropriately. 

■ Figure B2.3.11 A coloured SEM of the 
surface of a proximal convoluted kidney 
tubule. What features can yo u pick o ut? 

0 

0 

.-~---microvilli forming 
a brush border 

~~-lateral 
infolding 

,,..----...+---=--~;;¾-- nucleus 

(} 
\.+--'It- mitochondrion 

invaglnation of plasma 
membrane on base of cell 

■ Figure B2.3.10 Adaptat ions of the proximal convoluted tubule 
include microvi ll i o n the upper surface and invaginations on the base 
of t he ce ll, which increase surface area and, therefore, movement of 
molecules and io ns through t he ce ll and int o blood capi llaries 

♦ Alveolus (plural, 
alveoli): air sac in the 
lung. 

Adaptations of type I and type II 
pneumocytes in alveoli 

♦ Pneumocyte: 
specialized cells that occur 
in the alveoli of the lungs. 

♦ Epithelium: sheet 
of cells, bound strongly 
together, covering internal 
or external surfaces of 
multicellular organisrns. 

• 

There are some 700 million alveoli in our lungs (Figure B2.3.12), providing a surface area of about 

70 m2 in total. This is an area 30-40 times greater than that of the body's external skin! The alveoli 

are the major sites of gas exchange in the lungs and their enormous surface area helps to maximize 

gas exchange. Two types of epithelial cells called pneumocytes line the alveoli, and they have 

different adaptions to help \vith their roles in the alveoli. Alveolar epithelium is an example of a 

tissue where more than one cell r:ype is present, because different adaptations are required for the 

overall function of the tissue . 
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(e Common 
mistake 
It is incorrect to refer 
to the 'cell wall' of 
the alveolus, as this 1s 
a term used for plant 
and bacterial cell walls. 
Alveolar walls and 
capillary walls should 
be used when referring 
to the structure of 
the alveoli. 

♦Surfactant; a 
detergent secreted by 
cells in the wall of alveoli 
which breaks surface 
tension and stops alveoli 
walls frorn sticking 
together. keeping the 
alveoli open. 

7'- type I 
pneumocyte 

alveolus 

• 
• 

• 

■ Figure B2.3.12 The position of 
the alveoli in the human lungs 

intercostal muscle 

rib---i,11 

bronchiole 

alveoli 

lungs 

■ Type I pneumocytes 
The "vall of an alveolus is one cell thick. A capilla1y lies ve.ry close co the wall of the alveolus. 
The combined thickness of the alveolar and capilla1y walls separating air and blood is there.lore 

typically only 2-4µ,tn thick. The capillary is extre111ely narrow, just ,vide enough lor the red blood 
cells to squeeze through, so the red blood cells are close to, or i.n contact ,vith, the capillary ,valls. 

Type l pneumocytes are involved in the process or gas exchange beLween the alveoli and the capilla1ies. 
Type l cells have a nattened shape, vvhich means they are e,"rremely thin to rni nimize diffusion 
distance. The cells are tightly connected to prevent leakage of tissue nuid into alveohlf air space. 

Type II pneumocytes 
Type 11 pneumocyces produce a detergent-like 1nixture ofhpoproteins and phospholipid-rich secretion 

called surfactant that lines the inner surlace of the alveoli. The type II cells are cuboidal iJ1 shape and 

bigger than type I so they can score surfactant componencs. Type II pneumocyces concain many 
secretory vesicles (lamellar bodies) in rheir cytoplasm that discharge surfactant to the alveolar lumen. 

Surlace tension is a force acting to mm.ilnize the surface area of a liquid. Because of the tiny diameter of 

tbe alveoli (about 0.25mm) they ,voukl tend to collapse under surfa1ce tension durmg expiration, with 

the ,,valls sticking together. The lung surfactant secreted by type [I pneumocytes lo,vers the surface 

tension, permitting me alveoli co nex easily as the pressure \1rithin the thorax falls and rises . 

r-~~- alveolar 
macrophage 

- type II pneumocyte 
(surfactant cell) 

■ Macrophages 
The extremely delicate structure ol the a lveoli is protected by 
tnacrophages (dust cells), abundant in the surface fihn of moisture. 

These are the main detritus-collecting cells of the body. They originate 
fro1n bone matTov., sten1 cells and are dispersed about the body in 

0i~~:_ red blood cell 

the blood circulation, These cells 1nigrate mto the alveoli fron1 the 

capillaries (Figure B2.3.13). Here, these phagocytic white cells ingest 

any debris, fine dust particles, bactetia and fungal spores present. 
They also Line the surfaces of tbe airvvays leading to the alveoli. 

"----- capillary 

■ Figure 82.3.13 Cells of the alveolar epithelium 

B2.3 Cell specialization 



8 Distinguish 
between type I 
and type II 
pneumocytes. 

(e Common 
mistake 
Do not confuse 
type I and type II 
pneumocytes. They 
both have different 
structure and functions 
in the alveoli. 

♦ Myogenic: originating 
in heart muscle cells 
themselves, as in the 
generation of the 
heartbeat. 
♦ Myofibril: contractile 
protein filament 
from which muscle is 
composed. 

♦ Striated: muscle 
tissue that is marked by 
alternating dark and light 
bands. 
♦ Sarcolemma: 
rnembranous sheath 
around a muscle fibre. 

• 

Adaptations of cardiac muscle cells 
and striated muscle fibres 

■ Cardiac muscle cells 
Cardiac muscle is unique to che heart. 1-leart muscle fibres contract rhythmically from formation until 

they die. 11uscles typically contract when stimulated to do so by an external nerve supply; however, 
in che heart the irnpulse to contract is generated ,vithin the heart 11,uscle itselr - it is said to have a 

myogenic origin. The central nervous system is not needed to stimulate cardiac muscles to contract. 

Individual cardiac muscle cells have a tubular srructure composed of chains of fibres. Each muscle 
fibre is co1nposed of a n1ass of myofibrils, but ,ve need an electron microscope to see this important 

detail. The myoEibrils consist of repeating sections or sarcon1eres, which are the fundamental 

contractile units of the muscle cells. 

A photomicrograph of cardiac rnuscle is sho\vn in Figure B2.3.14. Cardiac muscle consists of 

cylindrical branching columns of fibres, forming a unique, three-dimensional network. This allov.rs 
for conu·action in three dimensions and for the contraction signal to spread more quickly. Each fibre 

has a single nucleus, and the repeating sarcomeres give it a striped or striated appearance under the 
1nicroscope. Fibres are surrounded by a special plasn1a men1brane, called the sarcolemma, and all 

are very well supplied by mitochondria and capillaries. 

P. Tor tip! 
The myogenic control of heart muscle contraction plays a role in autoregulation. A constant flow of 
blood must be balanced with blood pressure. The myogenic origin of the impulse to contract means 
that the heart, and therefore blood circulation, can adapt quickly to changes in the body following, 
for example, exercise. 

0 
0 

0 0 

r--1-- intercalated 
discs 

branch 

sarcolemma --
(plasma 
membrane of 
muscle fibre) 

■ Figure B2.3.14 Cardiac muscle 
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Link 
For further details 
on heart structure 
(atria and ventricles), 
see Chapter B3.2, 
page 315. 

♦ Intercalated discs: 
link cardiac cells together 
and defi ne their borders, 
and facilitate cell-to-cell 
communication, which is 
needed for coordinated 
muscle contraction. 
♦ Tendon: fibrous 
connective tissue 
connecting a muscle 
to bone. 

Link 
The sliding fi lament 
model of muscle 
contraction is covered 
in detail in Chapter 
B3.3, page 327. 

• • • - . 
Cardiac muscles have intercalated discs to allow easy transfer of electrical impulses 
between cells. Intercalated discs also hold cells together so they cannot separate. 

Propagation of stimuli throughout the heart wall 

The structure of cardiac muscle cells allovvs propagation or stimuli through the heart "vall . 
Intercalated discs are present at the junctions bel\.veen cardiac rnuscle cells. A disc consists or a 
double rne1nbrane with gap junctions, through 1vhich are cytoplasmic connections bet1veen adjacent 
cardiac cells. Gap junctions form channels that allow continuous rlow of cytoplasm between cells. 
This direct electroche1t1ical coupling between cells allows \vaves of depolarization to pass through 
the enti re network, synchronizing contraction of the muscle, as i r in a single cell. 

The branching structure of the cardiac muscle allows connection to multiple cells and provides 
a larger surface area of contact ben.veen cells, allovving groups of cells to Ivork together and 
synchronize their activity. 

Finally, although cardiac muscle fibres form an interconnected necv-rork, the network system of the 

\.valls of the atria is entirely separate fron1 that of the ventricles. This ensures a trans1nission delay of 
the electrical signal bet\veen atria and ventricles. 

■ Striated muscle fibres 
Skeletal muscles are attached to the moveable parts of skeletons, and the contraction of these muscles 
brings about 1t1ovement. The muscles are attached by tendons and "vork in antagonistic pairs. 

Skeletal muscle consists of bundles of 1nuscle fibres (Figure B2.3.15). The remarkable feature of a 
1nuscle fibre is its ability to shorten to half or even a third of the relaxed or resting length. Fibres 
appear striped under the light microscope, so skeletal 1nuscle is also known as striated muscle (like 
cardiac muscle) Each muscle fibre is composed of a mass of myofibrils. 

skeletal muscle cut to show bundles of fibres 

~ ... 
. . . 

bundle of thousands 
of muscle fibres 

- -.1 . - . ·,·- ~- ~-~ iJJ-r--
. ~J~~ . 

photomicrograph of LS voluntary muscle fibre, HP (xl 500} 

■ Figure B2.3.15 The structure of skeletal muscle 

B2.3 Cell specialization 

connective tissu----' 

alternating light and dark bands 
of muscle fibres (when viewed 
microscopically) 

each muscle f ibre contains 
several nuclei (i.e. a syncytium) 

~-- individual 
muscle fibre 

---,,- each fibre consists 
of a mass of myofibrils 



The ultrastructure of skeletal muscle 

Using electron microscopy, we can see that each tnuscle fibre consists of many parallel rnyofibrils, 
within a sarcolen1ma (a plasn1a 1nembrane), together with cytoplasm. The cytoplasn1 contains 

mitochondria packed between the 1nyofibrils. Skeletal n1uscle fibres are multinucleate (n1eaning 

they contain n1ulciple nuclei per cell) and contain specialized endoplasn1ic reticulum. The 

sarcolemtna is folded to form a systetn of transverse tubular endoplasn1ic reticulum, kno,vn as 

sarcoplasn1ic reticulum. This is an·anged as a net\\7ork around individual n1yofibrils. The arrangement 

of n1yofibri1s, sarcolen1ma and n1itochond1ia, surrounded by the sarcoplastnic n1en1brane, is sho,vn 

in Figure B2.3.16. 

electron micrograph of TS through part 
of a muscle fibre, HP (x36 000) 

stereogram of part of a single muscle fibre 

sarcoplasmic -~ 
membrane 

sarcoplasm (cytoplasm of 
muscle cell) - ~ 

mitochondrion 

sarcoplasmic reticulum 
w ith transverse tubules 

0 

■ Figure 82.3.16 The ultrastructure of a muscle fibre 

9 State the 
differences 
between cardiac 
muscle and striated 
muscle .. 

Lin Ir 
Muscles are covered 
in more detail 
in Chapter B3.3, 
page 327. 

• 

Is striated muscle fibre a cell? 

The striated muscle fibres chat make up tbe skeletal muscles of mammals have an atypical cell 

structure. The fusion of cells to create one elongated fibre , resulting in a multinucleated srrucrure, is 

very different from the typical cell structure. This leads to the question: is a striated ,nuscle fibre a cell? 

Myollbrils give the impression of a structure that goes beyond that of a simple cell, and muscle fibres 

are long and can measure 300 mm or more - much larger tban regular cells. 

Ho,vever, the fibres contain the usual organelles of a cell, such as mitochondria and endoplasmic 

reticulun1, and are surrounded by one cell 1nen1brane, thus indicating they are cells. Striated n1uscle 
fibres do, hov.rever, challenge the vie,v that cells act as autonotnous (i.e. self-sufficient) units. 

Striated muscle has sim ilarities with cardiac muscle. Like cardiac rnuscle fibres, skeletal muscle rib res 
are surrounded and enclosed by a me1nbrane, the sarcolen1ma, [ron, which transverse tubules 

(T tubules) tunnel in and around the sarco1neres. AJso present, here, is the nuid-filled system 
of branching n1embranous sacs. the sarcoplasmic reticulun1 - a modified fonn or endoplasn,ic 
reticulum. Like cardiac muscles, skeletal muscle fibres are striated in appearance, and have a sin,ilar 
arrangement of actin and n1yosin £ila,nents. Finally, all muscle tissue consists of fibres that can 
shorten by a half to a third of their length. Both types of muscle have many mitochondria to increase 
the supply of ATP [or ,nuscle contraction . 
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♦ Oocyte: a female 
sex cell in the process 
of a meiotic division to 
become an ovum. 

B2.3 Cell specialization 

Adaptations of sperm and egg cells 
Sexual reproduction is the production o[ offspring from ~vo parents using gametes - egg and spem1 

cells in anin1als. The cells of the offspring have t\VO sets of chromoson1es (one from each parent). 

Sexual reproduction involves t,vo stages: 

• meiosis - the special cell division that n1akes gametes \vith half the nun1ber of chron1osomes 
(haploid, that is, one set of chromoson1es) 

• fertilization - the fusion of two gaJnetes to form a zygote (back to two sets of chromoso1nes). 

Human gametes have specific adaptarions 1hat a1101\1 chem to can·y out 1heir funccion . 

■ Sperm cell 

t lagellum contains microtubules 
in a 9 + 2 arrangement 

■ Figure B2.3.17 A human sperm cell 

middle piece 
with 
mitochondria 

- ----------

nucleus 
(haploid) 

cenlriole 

Structures and functions of a marure spenn cell: 

• Oagellun1 - motiliry 

~ acrosome (contains 
hydrolyt1c enzymes) 

plasma 
membrane 

• n1iddle piece - con tams n1any n1itochondria to provide the energy required for the n1ove1nent of 

the flagellu1n 

• head- sun·ounded by a plasma me1nbrane, containing a haploid nucleus; the head is smooth 

and oval in shape to make the cell streamlined for fast moven1ent 

• acrosome (at the top ol the head) - contains enzymes for digesting the zona pellucida (jelly coat, 

containing glycoproteins) in the oocyte (egg). 

The role of a sperm is to deliver a nucleus from a male into the egg of a female, so 
that fertilization can take place and a new zygote formed. Only the nucleus enters the 
egg cell - the rest of the cell (the neck and the flagellum) remains outside the egg, 
This 1neans that all mitochondria are from the mother via the egg cell. 

■ Egg cell 
Egg cells, or ova. go through several stages of develop1nenc. P1imary oocytes (i1nn1ature egg cells) 

are formed after the first stage of n1eiosis. During the menstrual cycle, once a month, one primary 

oocyte then begins the second stage of meiosis to produce a secondaTy oocyte and a polar body 
(containing a second haploid nucleus, but ,vhich contains unequal division of cytoplas1n and fails 

to develop furthe1} Meiosis is only completed at fertilization ([or further details see Chapter D3.1, 

page 694). By delaying the two divisions of meiosis (n1eiosis land meiosis 11), the oocyte is 

provided with n1ore genetic mate1ial for longer, for mRNA production and subsequent protein 

synthesis - an in1portant factor as the cell grows and matures. 

271 



cytoplasm 

cortical 
granules 

jelly coat 
(zona pelluc1da) 

Eggs cells go through several stages of development, only becoming the final egg 
cell on ferti lization. Eggs are much larger than sperm, as they contain all the nutrients 
needed for the growth and development of the zygote. 

polar 
body 

0 O 
0 

centnoles 

0 0 
0 0 

~t:f:>r layerof 
follicle cells 

Srruccures and functions of a ma cure secondary oocyte: 

• follicle cells nourish and protect the oocyte 

• zona pellucida Qelly coat) allows binding of sperm cells, 

prevents polyspermy (several sperm haploid nuclei 

entering) and premature implantation of the embryo 

(ectopic pregnancy); th.is is also the place \Vhere the polar 

body is found 

• plasma membrane surrounds the haploid nucleus and 

contains microvilli to absorb nutrients from follicular cells 

• cortical granules prevent polyspermy during fertilization 

• cytoplasm - the place for metabolic reactions and ,vhere all 

organelles are located 

• nucleus - a haploid nucleus (half the chromosome number). 

■ Figure 82.3.18 The structure of a mature secondary oocyte 

LINKING QUESTIONS 

What are the advantages of small size and large size in biological systems? 
_ How do cells become differentiated? 
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♦ Gas exchange: 
exchange of respiratory 
gases (oxygen, carbon 
dioxide) between cells/ 
organism and the 
environment 

' 

I 

Guiding questions 

• How are multicellular organisms adapted to carry out gas exchange? 

• What are the similarities and differences in gas exchange between a flowering plant 
and a mammal? 

This chapter covers the following syllabus content: 
► 83.1.1 Gas exchange as a vital function in all organisms 
► 83.1.2 Properties of gas-exchange surfaces 
► 83.1.3 Maintenance of concentration gradients at exchange surfaces in animals 
► 83.1.4 Adaptations of mammalian lungs for gas exchange 
► 83.1. 5 Ventilation of the lungs 
► 83.1.6 Measurement of lung volumes 
► 83.1.7 Adaptations for gas exchange in leaves 
► 83.1.8 Distribution of tissues in a leaf 
► 83.1.9 Transpiration as a consequence of gas exchange in a leaf 
► 83.1.10 Stomata! density 
► 83.1 .11 Adaptations of foetal and adult haemoglobin for the transport of oxygen 

(HL only) 
► 83.1.12 Bohr shift (HL only) 
► 83.1.13 Oxygen dissociation curves as a means of representing the affinity of 

haemoglobin for oxygen at different oxygen concentrations (HL on ly) 

Gas exchange as a vital function in all organisms 
mitochondrion -
organelle in which 
some of the steps 

CO2 cell surf ace 
o

2 
of energy transfer 
occur (page 69) 

Gas exchange - meeting the needs 
of respiration 

Cellular respiration is the conLrollecl release of energy, in the 
form of ATP, from organic compounds in cells. Respiration 
occurs continuously in living cells, largely in the mitochondria 
of eukaryotic organisms and the cyLoplasm of prokaryotic cells. 
To support aerobic cellular respiration, cells take in O>-)'gen frorn 
their environment and release carbon dioxide by a process called 
gaseous exchange (Figure B3.l l ). 

membrane 

outside cell 
low CO2 concentration. 
high 0 2 concentration 

inside cell 
high CO2 concentration, 
low 0 2 concentration 

■ Figure B3.1.1 Gas exchange in an animal cel l 

B3.1 Gas exchange 

Gas exchange is the exchange of gases ben,veen an organis1n and 

its surroundings, including the uptake of oxygen and the release of 
carbon dioxide in animals. Plants uptake oxygen and release 
carbon dioxide at night and take in carbon dioxide and release 
oxygen during the clay. 



link 
The surface area
to-volume ratio is 
covered in detail 
in Chapter B2.3, 
page 262. 

The exchange of gases bet,veen the individual cell and its environment takes place by diffusion. 

For exan1ple, in cells that are respiring aerobically there is a higher concentration of oxygen outside 

the cells than inside, and so there will be a continuous net in,vard diffusion of oxygen . 

• 
In living organisms, factors that determine the rate of diffusion include: 

The size of the surface area available for gas exchange (the respiratory surface) 
- the greater this surface area, the greater the rate of diffusion. In a single cell, the 
respiratory surface is the whole plasma membrane. 

The difference in concentration (concentration gradient) - a rapidly respiring 
organism has a very much lower concentration of oxygen in the cells and a 
higher-than-normal concentration of carbon dioxide. The greater the gradient in 
concentration across the respiratory surface, the greater the rate of diffusion. 

The length of the diffusion path - the shorter the diffusion path, the greater the 
rate of diffusion, so the respiratory surface must be as thin as possible. 

rr:: T,-. .. ••-I -
Energy for diffusion comes from the kinetic energy of molecules. The higher the temperature, the 
faster the rate of diffusion due to the increased kinetic energy of molecules. In warm-blooded animals, 
temperature is kept constant through homeostatic mechanisms and so the effects of temperature on 
diffusion do not vary. 

■ Challenges of gas exchange 
The challenges of gas exchange beco111e greater as orgarusms increase in size because their surface 

area-to-volume ratio decreases ,vith increasing size, and the distance from the centre of an 

organism to its exterior increases. The surface area of a single-celled organisn1 is large in relation 

to the a1nount of cytoplasn1 it contains, so the surface of the cell is sufficient for efficient gaseous 

exchange. On the other hand, most cells in large multicellular organisms are too far from the 

surface of the body to receive enough oxygen by diffusion alone. In addition, animals often develop 
an external surface of tough or hardened skin that, while it provides protection to the body, is not 

suitable for gaseous exchange. These organis111s require an alternative respiratory surface. 

Active organisrns have an increased 111etabolic rare, and the de1nancl for oxygen in their cells is higher 

than in sluggish and inactive organisms. Therefore, large, active organis1ns have specialized organs 

fo r gaseous exchange. 

Properties of gas-exchange surfaces 
All gas-exchange surfaces need properties thar increase rhe rate of diffusion of respiratory gases 

across them. These properties include: 

• permeability- to allow rhe gases across 

• chin tissue layer - co make the shortest distance for diffusion as possible 

• moisture - gases dissolve in the 1noisture, helping Lhem ro pass across the gas-exchange sur[ace 

• large surface area - so Lhat large quantiries of the respiratory gases can cross at the same rime. 
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♦ Concentration 
gradient: the difference 
1n concentration of a 
substance between one 
area and another. 

t List three 

characteristics of 
an efficient gas
exchange surface. 
Explain how 
each influences 
diffusion. 

♦ Thorax, in mammals, 
the upper part of the 
body separated from the 
abdomen; in insects, the 
region between head and 
abdomen. 

B3. l Gas exchange 

Maintenance of concentration gradients 
at exchange surfaces in animals 
Diffusion requires a concentration gradient to be n1aintained - the steeper the gradient, the faster 

the diffusion (Figure 83.1 .2). A concentration gradient needs to be n1aintained at the gas-e..'<change 

surface as this allO\VS oxygen to diffuse into the body and carbon dioxide to ddiuse out. 

G> ] K;;t---- high concentration of carbon dioxide 

.!2 
"C 
C 
0 
.0 .. 
~ 
0 

blood 
location in body 

tow concentration of 
carbon dioxide 

lungs 

■ Figure B3.1.2 The concentration gradient in alveoli allows carbon dioxide to diffuse from the blood 

How are concentration gradients maintained? 
There are three \vays in ,1-1hich a concentration gradient is maintained at exchange surfa1ces: 

• a dense net\vorks of blood vessels: capillaries provide a large surface area for the diffusion of 

respiratory gases; blood carries the gases either in red blood ceUs (mainly O>-'Ygen) and plasma 
(carbon djoxide) 

• a continuous blood no\v: this maintains the difference in concentration of molecules bet\veen 

the air and blood by carrying oxygen av1ay from the gas-exchange surfaces in the capillaries and 

carbon dioxide to them 

• ventilation: with air for lungs and \vith ,var.er for gills, ventilation brings oxygen ro the gas

exchange surface and removes carbon dioxide. 

Gas exchange in mammals 

■ The lungs 
ln man11nals. the lungs are the organs \vhere gas exchange occurs. Lungs provide a large, thin, n1oist 

surface area that is suitable tor gaseous exchange. Ho"'1ever, the lungs are in a protected position inside 
the thorax (chest), so air must be brought to the respiratory surface there: the lungs 1nust be ventilated. 

.A.. ventilation syste1n is a pumping mechanism that moves air into and out of the lungs efficiently, 

thereby maintain ing the concentrarion gradients of oxygen and carbon dioxide for diffusion. 

In addiiion, in ma1nmals the condiLions for diffusion at the respiratory surface are improved by: 

• a blood circulation system, which r-apidly moves O>-'Ygen ro the body cells as soon as it has 

crossed the respiratory surface, thereby maintaining the concentrar.ion gradient in the lungs 

• a respiratory pigment, which increases the oxygen-carrying ability of the blood. This is the 

haemoglobin of I he reel blood cells, which are by far Lhe most numerous of the cells in our 

blood circulation. 



♦ lntercostal muscles: 
muscles between the ribs 
involved in ventilation. 

♦ Diaphragm: sheet of 
t issues, largely muscle, 
separating thorax from 
abdomen in mammals. 

♦ Pleural membrane: 
lines lungs and thorax 
cavity; it secretes the 
pleural fluid. 

♦ Trachea: windpipe 

♦ Bronchus (plural, 
bronchi): a tube 
connecting the trachea 
with the lungs. 

♦ Bronchiole: small 
terminal branch of a 
bronchus. 

♦ Alveolus (plural, 
alveoli): air sac in the 
lung. 

Link 

Adaptations of t he 
cells in the alveoli are 
discussed in detail 
in Chapter B2.3, 
page 266. 

The structure of the lung of mammals 

The structure of the hu1nan thorax is shown in Figure B3.1.3. The lungs are in the thorax, an airtight 
chamber fanned by the ribcage and its n1uscles (intercostal muscles), with a do1ned floor, the 

diaphragm. The diaphragn1 is a sheet of n1uscle attached to the body ,vall at the base of the ribcage, 

separating the thorax from the abdomen. The internal surfaces of the thorax are lined by the pleural 

membrane, ,vhich secretes and n1aintains pleural fluid. Pleural fluid is a lub1icating liquid derived 

fron1 blood plasma; it protects the lungs fro1n friction du1ing breathing moven1ents. 

ribs (in section) 

bronchus 

intercostal 

muscles 

• internal -===:::::(:=tJ~ l 
• external 

lung - ------

diaphragm-----+-

abdominal ----- -+ 

cavity 

■ Figure B3.1.3 The structure of t he human thorax 

From trachea to alveoli 

L=~======~ pleural membranes 

r--:i------ pleural cavity 

containing pleural 

f luid 

position of 

the heart 

bronchioles 

The lungs connect ,,vith the rear or the mouth by the trachea (Figure 133..1.3). The trachea then 

divides into two bronchi, one to each lung. \Vithin the lungs the bronchi divide into smaller 

bronchioles. The rinest bronchioles encl in the alveoli (air sacs). The walls or bronchi and larger 

bronchioles contain smooth muscle and are also supported by rings or tiny plates or cartilage, 

preventing collapse that might be triggered by a sudden reduction in pressure that occurs with 

po,,verr ul inspirations of air. 

1-ungs are extrernely elllcient, but they cannot prevent some water loss during breathing- an issue 

for n1ost terrestrial organi.sms. 
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(e Common 
mistake 

Do not refer to an 
'alveolar membrane' 
because this leads to 
confusion with cell 
plasma membranes. 
The term 'wall' is 
preferable. One of the 
adaptations of alveoli is 
that alveolar walls are 
one cell thick. Do not 
confuse 'alveolar walls' 
with 'cell walls'. 

B3.1 Gas exchange 

■ Adaptations of mammalian lungs for gas exchange 

Alveolar structure and gaseous exchange 

The lung tissue consists of the alveoli, arranged in clusters, each served by a tiny bronchiole. 

Bronchioles exist in a branched net\vork, spreading our \\Tith.in the lung to provide an even 
disoibution of alveoli. Alveoli have elastic connective tissue as an integral part of their ,valls 

(Figure B3 1.4). There are very many small alveoli in eacb lung - the s1naU si.ze and large number of 

alveoli provide a large surface area for gas exchange. 

A capillary sysren1 \Vraps around the clusters of alveoli (Figure B3.1.4). The extensive capillary beds 

are an adaptation of the lungs for gas exchange, providing a large su1i'ace area for the diffusion 

of OA')'gen tro1n the alveoli. into the blood and carbon dioxide our of the blood into the alveoli. 

Each capilla1y is connected to a branch of the pulmonary artery and is drained by a branch ol' the 

puln1onary vein. The puln1ona1y circulation is supplied with deoxygenared blood fro111 the right side 

of the heart and returns oxygenated blood to the left side of the heart to be pun1ped to the rest of 

the body. 

(e Common mistake 

A common misunderstanding is that the spherical shape of alveoli gives the lungs a large surface 
area for gas exchange. In fact, a sphere has less surface area for a given volume than any other 
shape. It 1s the small size and large number of alveoli that gives the large surface area. 

Surfactant lines the inner surface of Lhe alveoli. lL is secreted by cells in the \Vall of alveoli and 

reduces surface tension. Because of Lhe tiny djameter of the alveoli (about 0. 25 m 111) they would Lend 

co collapse under surface rension during expirarion, with their ,valls sticking together. The lung 

surfaccanL lo\vers the surface Lension, permitting the alveoli to flex easily as the pressure o( the 

thorax falls and rises. 

P. Trin fjnl 

Make sure you know how the long is adapted for gas exchange. The adaptions include, the 
presence of surfactant, a branched network of bronchioles, extensive capillary beds and a large 
surf ace area. 

Blood aniving in the lungs is lo,v in OA')'gen but high in carbon dioxide. As blood flo\'IS past the 

alveoli, gaseous exchange occurs by diffusion. Oxygen dissolves in the alveolar surface filn1 of water, 
diffuses across into the blood plasma and into the red blood cells, \Vhere it chemically combines,vith 

haen1oglobin to fonn oxyhaen1oglobin. Ac the same rime, carbon dioxide diffuses fron1 the blood 

into rhe alveoli. 

■ Table B3.1.1 The composition of air in t he lungs 

Component Inspired air/% Alveolar air/% Expired air/% 

oxygen 20.9 14 16 

carbon dioxide 0.04 5.5 4.0 

nitrogen 79 81 79 

water vapour variable saturated saturated 



capillary 
network 

alveoli 

On inspiration 
• the volume of the 

thorax increases 
• the walls of the alveolus 

and terminal bronchiole 
are stretched 

• air is drawn in -

terminal 
bronchiole 

alveolus 
wall 

blood supply to alveoli 
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cart ilage 
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On expiration 
• the volume of the thorax 

decreases 
• the alveolus and terminal 

bronchiole revert to resting 
size. due to recoil of the 
elast ic f ibres 

• air is expelled -

bands of overlapping 
elastic fibres 

gaseous exchange in the alveolus 

capillary with 
blood cells 

alveolus ----c::::t-

alveolus 

alveolar wall 
(squamous 
epithelium) 

alveolar 
membrane 

;::-- surface f ilm 
of water 

position of 
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photomicrograph of TS alveoli, HP capillary red blood 
cells 

position of 
capillary wall 
(endothelium) role of elast ic fibres in alveoli and bronchioles 

■ Figure B3.1.4 Gaseous exchange in t he alveoli 
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(e Common 
mistake 
A common 
misconception is that 
the gas breathed in 
fs oxygen and the 
gas breathed out is 
carbon dioxide. The air 
breathed in and out 
contains both oxygen 
and carbon dioxide 
- exhaled air has a 
higher concentration 
of carbon dioxide 
than inhaled air, and 
inhaled air has a 
higher concentration 
of oxygen. 

:!. Outline how 
the structure of 
alveoli adapts them 
for efficient gas 
exchange. 

B3.1 Gas exchange 

How effective are mammalian lungs? 

Air flo"' in the lungs of 1na1nn1als is tidal: air enters and leaves by the sa1ne route. Consequently, 

there is a residual volu1ne of air that cannot be expelled. lncoming air mixes ,v-ith and dilutes the 

residual air, rather than replacing it. The effect of this is that air i.n tl1e alveoli contains significantly 

less oi--ygen than the atn1osphere outside (see Table B3.l.l ). 

Nevertheless, the lungs are efficient organs. Their success is due to numerous features of the alveoli 
that adapt rhe1n to gaseous exchange. These are listed in Table 133.1.2. 

■ Table B3.1.2 Features of alveoli that adapt them to efficient gaseous exchange 

Feature Effects and consequences 

surface area of alveoli a huge surface area for gaseous exchange 
(SO m' = area of doubles tennis court) 

alveolar wall very thin, flattened (squamous) epithelium (S µm) means the diffusion pathway is 
short 

capillary supply to alveol i network of capillaries around each alveolus (supplied with deoxygenated blood 
from the pulmonary artery and draining into pulmonary veins) maintains the 
concentration gradient of 0

2 
and CO

2 

surface film of moisture 0
2 
dissolves in water lining the alveoli; 0

2 
diffuses into the blood in solution 

surfactant producing a detergent secreted by cells in the walls of alveoli; it reduces surface tension and 
stops alveoli walls from sticking together, keeping alveoli open 

(e Common mistake 
Be careful with word choice. It is not the alveolus that is one cell thick, but the alveolar wall. 

ATL 83.1A 

The production of adequate amounts of surfactant in the foetus, frorn about five months of 
pregnancy 1n humans, marks the beginning of the possibili ty of independent life. Premature 
babies born before this stage are unable to inflate their lungs and breathe; those born after it can 
do so and, with intensive care, can survive. 

Find out about the effects of premature birth on babies. How are these effects treated? Use your 
biological knowledge to produce an information leaflet (of the type found in hospitals and 
doctors' surgeries), which explains to the general public the problems caused by premature birth 
for babies and how these can be treated. 

Ventilation of the lungs 
Air is drav,rn into the alveoli v,d1en the air pressure in the lungs is lower than arrnospheric pressure. 

Air is then forced our when pressure is higher in the lungs than atmospheric pressure. Since the 

thorax is an airtight cha1nber, pressure changes i.n the lungs occur ,vhen the volume of the thorax 

changes. How the volume of the thorax is changed during breathing is illus trated in Figure B3.l .5 

and su1nmarized in Table B3.l.3. 

Tnn jro! 

Make sure you understand the role of the diaphragm, intercostal muscles, abdominal muscles and 
ribs in ventilation. Figure B3.l5 and Table B3 .1.3 describe the roles in detail. 



inspiration: 
• external 

intercostal ribs moved 
_muscles contract } upwards and 

• internal fntercostal outwards, and the 
n:iuscles relax diaphragm down 

• diaphragm muscles 
contract 

backbone - -+,L: 
(ribs articulate 

with the thoracic 
vertebrae) 

lung tissue -lc4<:~r+---

-----trachea 

\ ""~- -pleural 
fluid 

sternum 
\ll.----(most ribs 

are attached 
here by 
cartilage) 

'---diaphragm 

volume of the thorax (and therefore of the lungs) increases; 
pressure is reduced below atmospheric pressure and air flows in 

■ Figure B3.1.5 The ventilation mechanism of the lungs 

expiration: 
• external 

intercostal ribs moved 
_muscles relax } downwards and 

• internal fntercostal inwards, and the 
muscles contract diaphragm up 

• diaphragm muscles 
relax 

air out 

t 

volume of the thorax (and therefore of the lungs) decreases; 
pressure is fncreased above atmospheric pressure and afr f lows out 

Be clear about which intercostal rnuscles you are referring to, i.e. internal or external. They are 
antagonistic muscles, so one is relaxing as the other contracts, and vice versa. 

• 

(e Common mistake 
When describing ventilation, make sure you refer to changes of thoracic volume rather than 
changes in the lung volume . 
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B3.1 Gas exchange 

■ Table B3.1.3 The mechanism of lung ventilation - a summary 

Inspiration (inhalation) Structure/outcome Expiration (exhalation) 

muscles contract, f lattening the *diaphragm muscles relax 
diaphragm and pushing down on 
contents of abdomen 

relax *abdominal muscles contract - pressure from 
abdominal contents pushes 
diaphragm into a dome shape 

contract , moving ribcage up and *external intercostal muscles relax 
out 

relax *internal lntercostal muscles contract. moving ribcage down 
and in 

increases volume of thoracic cavity decreases 

falls below atmospheric pressure air pressure of thorax rises above atmospheric pressure 

1n air flow out 

*different muscles are required for inspirat ion and expiration because muscles only 
work when they contract- this is referred to as antagonist ic muscle action 

( • Common mistake 
Be careful with cause and effect when discussing ventilation of the lungs. For example, it is not the 
movement of air into the lungs that causes the diaphragm to move down, but rather the diaphragm 
contracting and moving down, which causes reduced pressure in the thoracic cavity and thus air to 
be drawn into the lungs. 

3 Compare the roles of the following muscles during ventilation of the lungs: 
a the internal and external intercostal muscles 
b the diaphragm and abdominal muscles. 

Measurement of lung volumes 

Monitoring of ventilation in humans at rest and after exercise 
One \'lay of monitoring ventilat ion (the movement of air into and out of tbe lungs) is by data logging 
using an apparatus called a spiro1neter (Figure B3.1.6). In the diagram, you can see this consists 
of a plastic lid that moves up and do,vn in the spirometer chan,be:r. The plastic lid is hinged over a 
tank of ,vater: ,vhen the person taking part in the experiment breathes into a mouthpiece, connected 
to the spiro1neter cha1nber by flexible tubing, rhe lid rises and falls as the volume or air in the 

chamber changes. 

With lhe spirometer cha1nber fLlled \vith air, the capacicy of the lungs \Vhen breathing at different 
rares can be investigated. ·Note that if the spirometer chamber is filled with oxygen, and a carbon 
dioxide-absorbing chemical such as soda lime is added to a cornparrment on the air return circuit, 
this apparatus can also be used to measure oxygen consumption by the body. 

281 



Note: If the spirometer is used 
to record oxygen consumption, 
then a carbon dioxide-absorbing 
chemical is added here (and the 
spirometer chamber is filled with 
oxygen, not air). 

The movements of the lid of the 
airtight spirometer chamber are 
recorded by a position t ransducer, 
connecting box and computer. 
The results (e.g. inspiratory 
capacity and t idal volume) are 
printed out using appropriate 
control software. 

nose 
clip 

mouthpiece 

sp1rometer chamber 
water 
level 

A recording spirometer 
is used to a na1yse the 
pattern of change tn I u ng 
volume during breathing. 

-t-- plastic lid 

tank of 
water 

p; Tann inl 

Make sure you know 

which measurements 

determine tidal 

volume, vital capacity, 

and inspiratory and 

expiratory reserves. 

■ Figure B3.1.6 Investigating breathing with a spirometer. The nose clip is needed to ensure breathing 
is through the mouth and not through the nose. The arrows indicate the movement of air 

human lung capacity 

The movernencs of the lid may be recorded by a position transducer, connecting rhe box to a 
computer. Fron, 'traces' printed out from investigations of human breath ing under different 
conditions (including at rest, and after 111ild and vigorous activity), ventilation rate and tidal volume 
may be measured. Figure B3.1.7 shO\VS an example trace - examine it closely. 

6-------- -----------~ l maximum insplratory Tidal volume and inspiratory and 
expiratory reserves 

inspiratory 
reserve 
volume 

I- - - - - -"' - - - - - ""' ..... 

, , 
' ' , 

exp,r~tory 
reserve 
volume 

, , 
' 

-

level 

, , ' , 
, 

--

, , 
,i 

, 
, , 

tidal volume 
(increasing, 
as during 
exercise) 

vital 
capacity 

l max,murn 
expiratory 
level 

0'---------------------' 
time/venti lation rate 

■ Figure 83.1.7 A spirometer trace 

The volun1e of air breathed in and out during normal, relaxed, 
rhythmical breathing, the tidal volume, is typically 400- 500cm3 

(0 4- 0.5 dm3). l "idal volume is the volume of air taken in and out 
with each inhalation or exhalation. Ho"vever, we have the potential 
for an extra-large intake (111aximun1 ins piratory capacity) and an 
extra-large expiration of air (expiratory reserve volume), "vhen 
required. The difference bet\veen the maximu111 i.nspiratory level and 
the tidal volun1e is called the inspiratory reserve, and the difference 
bet-veen the maximum expiratory level and the tidal volume is called 
the expiratory reserve (Figure B3 1.7). These, together, n1ake up 
about 4.5dn13. 

Theme B: Form and function - Organisms 



♦ Tidal volume: volume 
of air normally exchanged 
1n breathing. 

♦ lnspiratory reserve: 
difference between the 
maximum inspiratory level 
and the tidal volume. 

♦ Expiratory reserve: 
difference between the 
maximum expiratory level 
and the tidal volume. 

♦ Vital capacity (VC): 
the total amount of air 
exhaled after maximal 
inhalation. 

♦ Ventilation rate: 
number of inhalations or 
exhalations per minute. 

♦ Epidermis: outer 
layer(s) of cel ls. 

♦ Mesophyll tissue: 
parenchyma cells 
containing chloroplasts. 

♦ Vascular tissue: xylem 
and phloem of plants. 

♦ Vascular bundle: 
strands of xylem and 
phloem (often with fibres) 
separated by cambium; 
the site of water and food 
movements up and down 
the stem. 

♦ Palisade mesophyll: 
columnar (oblong
shaped) cells containing 
many chloroplasts found 
beneath the upper 
epidermis in leaves. 

♦ Spongy mesophyll: 
rounded cells in the leaf 
that are loosely packed, 
creat ing air spaces where 
air circulates, providing 
a large surface area for 
gas exchange; contains 
chloroplasts but fewer 
than palisade mesophyll. 

B3.1 Gas exchange 

■ Vital capacity 
Vital capacity (VC) is the total amounL of air exhaled after 111aximal inhalation. The value varies 

according to age, body size and level of regular physical acdvi.ty. lt is calculated by adding the tidal 
volume (TV), inspiratory reserve volu1ne ORV) and expiratory reserve volun1e (ERV). That is: 

VC =TV+ IRV +ERV 

Ventilation rate 
The spirometer can also be used to investigate steady brea1 hing over a short period of time and, in these 
cases, the y-axis of tbe spiron1eter trace is 'tin1e'. In this way, the rate at which the lungs are ventilated 

can be investigated. The ventilation rate is the number of inhalations or exhalations per 111inute. 

Alternative experin1ental approaches are possible, including the use of a chest belt and pressure 
rnonitor linked to a data logger. 

-- --- - - - --- - -- - - -- - - - - - - --- -- -

Inquiry 3: Concluding and evaluating 

Concluding 

Use data from an investigation on the effects of exercise on breathing rate. Describe 
the differences between the different levels of exercise. Explain the differences between 
each experiment, using your biological knowledge. Why did breathing rate increase 
under more intense exercise? (What metabolic process is increasing in cells, and how 
do the products formed increase breathing rate/depth? Why must breathing rate/depth 
increase?) Use as many different synoptic ideas from the course (i.e. subject knowledge 
from different parts of the syllabus) as you can think of to explain your results. 

Evaluating 

What were the limitations of the experiment? How would they have affected the 
accuracy of the result? How could you have improved the experiment to reduce these 
limitations and improve accuracy? 

Why did you repeat the experiment? (Hint: this enables you to comment on reliability 
and identify any anomalous results.) What is standard deviation, and what does this tell 
you about your results? (Hint: i.e. variation around the mean.) 

If you were to carry out another experiment investigating the ef fect of exercise ori 
ventilation, what improvements could you make? Describe an experiment and explain 
the improvements you have made. 

Gas exchange in plants 

■ Adaptations for gas exchange in leaves 
The leaf is the plant organ ,vhere gas exchange occurs. The top and bottom of the leaf are covered by 
a single layer of cells, the epidermis, and the inner part of the leaf contains mesophyll tissue and 

vascular tissue in a system of vascular bundles (Figure B3. 1.8). The vascular bundles in !eaves are 

referred to as veins. The bulk of the leaf is taken up by mesophyll tissue and the cells here are 
supported by veins arranged in a branching network. There are tvvo types of mesophyll cells: the 
palisade mesophyll, ,~,hich iorn1 a single layer of cells to,vards the top of rhe leaf and are full or 

chloroplasts to ma.'Cimize photosynthesis, and the spongy mesophyll, which contain air spaces 

\vhere gas exchange occurs. 



photomicrograph of part 
of a leaf in cross-sect ion 
(x 120) 

, 
• J ,,. _ _.y,,- -

• 
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-

plan diagram of leaf in cross-sect ion 

epidermis 

{
palisade 

mesophyll spongy 

• . \. _,.,,_ • 

vascular 
bundles 
of leaf 

xylem 

phloem 

• 

waxy cuticle 

-+--- upper epidermis 

i--- palisade mesophyll 

..__ part of a vascular bundle in 
section - running parallel to 
the plane of section 

spongy mesophyll 

■ Figure B3.1.8 The distribution of tissues in the leaf 

♦ Stoma (plural, 
stomata): pore in the 
epidermis of a leaf, 
surrounded by two 
guard cells. 
♦ Turgid: condition 
where the vacuole of 
a plant cell is full of 
water, pushing the cell 
membrane against the 
cell wall. 
♦ Flaccid: plant cell that 
has become soft and less 
rig id than normal because 
the cytoplasm within 
its cells has shrunk and 
contracted away from 
the cell walls through loss 
of water. 

• 

The tiny pores of the epidermis of leaves, through which gas exchange can occur, are known as 
stomata (Figure B3.1 .9). 1'lost stomata occur in the epidem1is of leaves, but some do occur in stems. 

Each ston1a is surrounded by t,vo elongated guard cells. Guard cells change shape to open and close 
the stomata. 

( • Common mistake 
Do not confuse ·guard cell' with 'stoma'. Guard cells create the stoma when they open to form a 
pore (or hole) between them (the stoma), through which gas exchange occurs. 'Stoma' should be 
used when referring to singular structures, and 'stomata' when referring to several. 

Stomata open and close due to the change in turgor pressure o[ the guard cells. They open ,vhen 
,vater is absorbed by the guard cells from the surrounding epidermal cells. The guard cells then 
become fully turgid and they each push into the epidermal cell beside them (because or the 
,vay cellulose is laid do,vn in the vvalls, Figure B3.1.9). A pore develops between the guard cells. 
When ,vater is lose and the guard cells become flaccid, the pore closes again 
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photomicrograph of lower surface of leaf showing 
distribution of stomata among the epidermal cells (x100) 
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photomicrograph of structure of individual stoma (xSOO) 
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of epidermis 

covered by waxy 
cuticle 

0~ 
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■ Figure B3.1.9 The distribut ion 
and structure of st omata 

pore partially open 

guard cell 
has thin 
lateral walls 

but dorsal and 
ventral walls are 
greatly thickened 
with cellulose 

83.1 Gas exchange 

The adaptations of the leaf for gas e,'Cchange include: 
• waxy cuticle: forn1s a largely impermeable barrier, so gases and water vapour 111ust leave via the 

ston1ata on the underside of the leaf, allowing gas exchange and ,vater loss to be controlled. 
• epidermis: the lo,~1er epidermis contains 1nany pores (ston1ata) that facilitate gas e,'Cchange. 

Most of these are in the lower epidennis, avvay from the brightest sunlight, so that hu1nidity and 
temperature is lo,ver than they are above the leaf, to reduce water loss. 

• air spaces: allo,v gases to circulate around the loosely packed spongy mesophyll cells, 
maintaining a concentration gradient benveen air and cells 

• spongy mesophyll: provides a large surface area for gas exchange - carbon dioxide entering the 
cells and oxygen leaving 

• sto1uatal guard cells: open and close to control gas exchange and water loss 
• veins (vascular bundle): carry ,vater to the leaves (in xylem vessels), which is then lost through 

ston1ata by the process of transpiration. Water is required for the process of photosynthesis - a 
small proportion of the ,vater entering the leaf is used in photosynthesis - carbon dioxide is 
also needed, and so ongoing photosynthesis in the leaves, driven by ,vater supply via veins and 
carbon dioxide through stomata, 1naintains concentration gradients of both 111olecules. 



fn Too tin! 
Make sure you can 
draw and label a plan 
diagram to show the 
distribution of tissues 
in a transverse section 
of a dicotyledonous 
leaf, as shown in Figure 
B3.1.10, but not details 
of individual cells (as 
described later in 
this chapter). 

Further adaptations to increase gas exchange include: 

leaves provide a large surface area so that many stomata can be incorporated. 
Stomata allow movement of gases in and out of the air spaces inside the leaf to 
maintain a steep concentration gradient of carbon dioxide from the outside of the 
leaf to the inside 

leaves are flat, which provides a large surface area-to-volume ratio 

leaves are thin to facil itate fast diffusion of carbon dioxide to all cells. 

■ Distribution of tissues in a leaf 
Figures B3.l.8 and B3.l.9 shovv the distribution of tissues in a leaf in relation to the adaptations to 

gas exchange. Figure BJ.1 10 sho\~rs a summary of the different tissues \~1ithin a dicotyledonous leaf. 

palisade 
rnesophyll 

leaf blade 

spongy 
mesophyll 

\ 

stoma 

waxy upper 
cuticle epidermis 

// 

I\\ 
guard 
cells 

vascular 
bundle 

■ Figure B3.1.10 Sect ion t hrough a t ypical leaf showing different t issues and ce ll struct ure 

♦ Transpiration: the 
evaporation of water from 
the spongy mesophyll 
tissue and its subsequent 
diffusion through the 
stomata. 

4 Explain how a leaf is adapted for efficient gas exchange. 

5 Compare and contrast adaptations for gas exchange in mammalian lungs and in the 
leaves of plants. 

Transpiration 
When stomata open for gas exchange, \Vater vapour is lost from the leaL Water vapour clilluses from the 

interior of the leaf to the air outside do\vn a concentration gradient. The process of the loss of \Vater 
vapour from leaves is called transpiration (Figure BJ.1.11). 

Transpiration is found to be dramatically affected by environmental conditions around the plant. 

(e Common mistake 
It is incorrect to say that 'water' diffuses from the leaf during transpiration: you need to say that 
water vapour diffuses through stomata 

Theme B: Form and function - Organisms 



sunlight 

high concentration ~ 

water drawn from xylem 
vessels, replacing 

xylem vessels 1n -~ 
stern (phloem 

water lost tissue omitted) 

waxy cuticle covers 
epidermis - prevents 
evaporation of water from )M-,r, 
outer surfaces of plant 

leaf stalk 
leaf blade 

WJ,ry is this so? 

Transpiration occurs because ,vater 1nolecules 

evaporate from Lhe cellulose \Valls of cells in the 
leaf continuously. This increases the v-rarer potential 

or che air spaces between mesophyll cells. Lf the 
air outside the plane has a lower ,vater potential 

(i.e. it is less hun1id - as it ve1y often is) and the 

stomata are open, Lhen water vapour will diffuse out 
into the drier air outside, fro1n a higher to lo,~rer 

,vater potentia 1. 

of water vapour diffusion of water 
in air spaces of leaf vapour to drier pore of stomata 

( • Common mistake air outside ~ guard cell 

air movements carry 
water vapour away and 
maintain the gradient 

column of water drawn 
up the xylem by the 
evaporation in the leaves 

It is incorrect to refer to the movement of water 
molecules from a liquid state inside the leaf to 
the gases of the air outside as osmosis, because 
water is not travelling through a cell membrane 
(something that defines osmosis). 

■ Figure 83.1.11 The site of transpiration 

Make sure you are 
aware of the factors 
affecting the rate of 
transpiration. 

Designing 

The follo\ving factors can affect the rate of transpiration: 
• Temperature affects transpiration because it causes the evaporation of ,vater molecules from the 

surfaces or the cells of the leaf. A rise in the concentration of \vater vapour \vithin the air spaces 
increases the difference in concentration in ,,vater vapour benveen the leaf's interior and the air 
outside, so diffusion is enhanced. In addition, \Vater vapour molecules ,vill 1nove faster, resulting 

in faster diffusion. An increase in cemperature of the leaf therefore-raises the transpiration race. 
• Fligh humidity slo,vs transpiration. If humid air collects around a leaf, it decreases the difference 

in concentration of water vapour between the interior and exterior of the leaf, slo,ving diffus ion of 
water vapour fron1 the leaJ. 

• Wind s,veeps away the ,vater vapour molecules accun1ulating outside the sto1nata of the 
epidern1is of the leaf surface, enhancing the cWference in concentration of ,vater vapour bet\veen 

rhe leaf interior and the outside. Movements of air around che plant enhance Lranspirarion. 
• light i_ntensity affects transpiration because the stomata tend to be open in the light in order for 

carbon dioxide to diffuse into the leaf for the process of photosynthesis, at the same ti1ne 

resulnng in the loss of water vapour from the leaf. Light from the Sun also contains infrared rays 
char ,vann the leaf and raise its temperature. Light is an essential factor for transpiration. 

Inquiry 1: Exploring and designing 

Potometers can be used to measure the rate of water 
uptake in plants (Figure B3.1 .12), 

• An air bubble is introduced Into the capillary. As 
water transpires from the leaf, water is pulled up the 
tube and along the capillary. The rate of moven1ent 
of the air bubble (distance moved per minute) is an 
indirect measure of transpiration rate (although not 
all the water entering the plant leaves it). 

The apparatus consists of a leafy shoot inserted into a 
tube (the seal must be airtight), which is attached to a 
capillary tube. 

• The capillary is attached to a reservoir of water. 

• The apparatus must be set up underwater to ensure 
that the column of water is continuous between the 
plant and the capillary. 

B3.1 Gas exchange 

• The tap below the reservoir allows the bubble to be 
reset so that a new measurement can be made. 

➔ 



Design an investigation into the effect of one abiotic 
variable (e.g. temperature, wind, humidity, light) on the 
rate of transpiration in plants. Consider these points: 

• What are your controlled variables (factors you will 
be keeping the same)? 

• How many repeats will you carry out to ensure that 
your results are reliable? • Which plant species will you use? (It must be one 

that fits into the potometer apparatus.) • A potometer does not measure transpiration directly; 
• What will be your independent variable (the abiotic 

factor you will be changing)? 
it measures the rate of water uptake by the cut stem 
How would this affect the conclusions of a study using 
a potometer to investigate the effects of environmental 
conditions on the loss of water from plants? 

-,,......_ leafy shoot (loses 
water vapour to air) 

11
, ,v water drawn up t he 

stem to replace the 
water transpired 

rubber 
connection 

There are various designs of potometer - all operating in a similar way, 
on the same principles. The potometer may be set up under different 
environmental conditions (e.g. light v. dark; low v. high temperature; 
moving v. still air), and t he rate of transpiration measured. 

-+- water reservoir 
(the capillary tube is recharged 
with water from here) 

~=--t--tap (closed) 

capillary tube 
(1 mm in diameter) 

I'''' 11 ! I' I lilf f i I I I,,,,,,,,' I' 11111 11 11 l ,,,11 111 1111 

•• 

Readings are taken of the 
movement of t he meniscus 
in a given time. 

as water 1s drawn into the plant 
a meniscus appears here and 
moves along the capillary t ube 

■ Figure B3.1.12 Investigating t ranspiratio n a nd the fact ors t hat influence it 

feroK 
Consider how behaving 
11ke a 'biologist' means 
being able to perform 
certain skills. This 
type of knowledge 
is 'ability knowledge' 
and something you 
can analyse in your 
TOK course. 

• 

A potometer measures water uptake rather than water loss. The rate of uptake of water will not 
be the same as the rate of transpiration; some of the water (around 5%) remains in the plant 
for photosynthesis and to keep the cells turgid. The rest (95°/o) is lost from the plant through 
transpiration. The difference between water uptake and water loss can be important for a large 
tree, but for a small shoot in a potometer the difference is usually trivial and can be ignored. 

r::: T,... fi ' 

When explaining the effect of environmental factors on transpiration rate, make sure you refer to 
concentration gradients .. The air spaces inside the leaf are at or close to saturation with water 
vapour. High humidity in the air outside stomata will reduce the concentration gradient between 
the air spaces in the leaf and the air outside, because the air will be as saturated with water as 
the inside of the leaf. Wind, in contrast, leads to a steeper concentration gradient between the air 
spaces and the air outside, increasing the transpiration rate. 

Tool 1: Experimental techniques 

Accurately measuring t ime 

The SI unit for time is the second (s) Other units are the hour (h) and the minute (min). 
Time is usually measured in the laboratory with a digital stop watch for accuracy . 
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Tool 1: Experimental techniques 

Physical modell ing 

Models of water transport in the xylem, and 
demonstrations of the power and inevitability of 
evaporation from moist surfaces, can be designed and 
tested using familiar laboratory equipment. 

Design a model that represents transpiration in plants. 
You could use the model to carry out the investigat ion 
you designed, using a potometer, to measure the 
effects of an abiot ic variable on transpiration rate. 

Here are some ideas for equipment you could use. 

• Porous pot 

o models evaporation f rom leaves 

All 83.18 

Stomata tend to open in daylight and be closed in the dark. 
This diurnal pattern is overridden, however, if the plant 
becomes short of water and starts to wilt. For example, 
in very dry conditions when there is an inadequate water 
supply, stomata inev1tably close relatively early in the day 
(turgor cannot be maintained). This limits water vapour loss 
by transpiration and halts further wilting. Adequate water 
reserves from the soil may be taken up subsequently, thereby 

how stomata! 
aperture 
may vary 

o water fills the clay of the pot, demonstrating 
adhesive forces 

o as water is drawn into the porous pot, cohesive 
forces are demonstrated as water moves up the 
capillary tube attached to the pot. 

• Capillary tubing 

o demonstrates cohesive and adhesive forces in xylem 

o water binds to the side of the tubing, 
demonstrating adhesive forces 

o water is drawn up the capillary, demonstrating 
cohesive forces. 

• Filter or blotting paper 

o models evaporation from leaves. 

allowing the opening of stomata again the following day. The 
effect of this mechanism is that stomata regulate transpiration 
by preventing excessive water loss (Figure 83.1.13). 

Examine Figure B3.1.13. Suggest why the stomata I apertures 
of the plant in very dry conditions differed in both maximum 
size and duration of opening from those of the plant with 
adequate moisture. 

-.....,,-----------sunny day 

midnight noon 
time 

(+ adequate moisture) 

midnight 

■ Figure 83.1.13 Stomata! opening and envfronmental conditions 

B3.1 Gas exchange 

Stomata! density 
The 111ore stomata per unit area (sromatal density), the rnore carbon dioxide can be taken inro the 

spongy mesophyU and the Lnore ,vater can be released by transpiraLion. Therefore, higher srornatal 

densiLy can greatly increase boLh ,vaLer loss and carbon dioxide uptake. 

Sto111atal density can be measured using micrographs of leaves or by using leaf casts, as sho,vn on 

the next page. 



lear nail 
lramish 

-

-1$ ■ Performing a leaf cast to determine stomata! density 
1 Take a bottle of nail varnish and a leaf. 

2 Spread nail varnish thinly on underside of a leaf (Figure B3 1.14). 

3 Leave varnish to dry- this can be accelerated by creating air 
currents over the leaf (by waving in rhe air or blowing on the leaO. 

4 Take a piece of transparent sticky tape and place it over the 

d ried varnish. 

5 Slowly and carefully pull up the sticky tape fron1 the leaf surface -
this ,viii pull a layer of varnish ,vith it. 

6 Put tape sticky-side do'"vn on a sl ide. 

7 View the slide under a microscope - start \.Vith. low po,ver and 

then increase ro see details of stomata. 

8 Count the number of stomata in the Geld of view. Work out the 

■ Figure B3.1.14 Making a leaf cast using nail varnish 

size of the Geld of view (put a ruler under the o~jective lens and 

use this to estiJnate the diameter of the area undervie\.v - the 

area can be calculated by using the formula 7t x 1.:! , ,-vhere r is rhe 

radius of the field of vie\.v} 

■ Figure B3.1.15 Clear 
differences in stomata! 
size and stomata! density 
can be observed between 
the four species of plant. 
Stomata! traits a lso 
vary between different 
species. (A) Arabidopsis 
thafiana and (B) Phaseolus 
vulgaris display 'kidney
shaped' guard cells 
(coloured in green). The 
grasses (C) Oryza sativa 
and (D) Triticum aestivum 
show dumb-bell-shaped 
guard cells (solid green) 
and specialized subsidiary 
cells (light green 
gradient). Subsidiary cells 
may support guard cell 
funct ion by offering a 
mechanical advantage 
that helps guard cell 
movements, and/or by 
acting as a reservoir 
for water and ions. 

9 Measure the surface area of the leaf by tracing the outline on 

graph paper. Extrapolate th.e number of stomata in the field of 
vie,v to tbe full surface area of the leaL 

■ Variation in stomatal density between different species of plant 
Plants are adapted to the environn1ent they live in. One adaptation is the size and shape of stotnata 
and the ston1atal density (Figure B3.l.15). 

A D 
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♦ Partial pressure: the 
pressure of a specific gas 
in a mixture of gases. 

B3.1 Gas exchange 

(e Nature of science: Meac;11rPments 

Creating knowledge that can be relied upon is increased by 
repeating measurements 

The level of trust we can place in quantitative data (numerical measurements with units) is 
increased by repeating measurements. All measurements are limited in precision and accuracy. 
Repeating measurements under identical conditions increases the reliabiltty of quantitative data. 
In the case of measuring stomatal density, repeating the counts of the number of stomata visible in 
the field of view at high power illustrates the variability of biological material. Being able to compare 
data is crucial in the production of scientific knowledge. The results from a single counting may 
contain an error. However, if repeated measurements tend to return the same result s, we say that 
the data are 'reliable'; this is not the same thing as saying the data are 't rue' but it does mean that 
we can rely on that data more when more measurements give us similar values. 

(.TOK 
In Theory of Knowledge, you will often see questions (IA Prompts or Essay Prescribed Titles) that 
refer to the 'pursuit of knowledge'. This generally refers to the 'Methods and Tools' element of the 
Knowledge Framework. So, for example, you could explore this notion of 'reliability' as a feature 
of the scientific method: repeating experiments and finding that the results are similar each time 
suggests that the hypothesis being tested is something we can rely on. 

Haemoglobin and the transport of oxygen 

Partial pressure of oxygen 
As terrestrial animals living at or near sea level, \.Ve live at the bottom of a 'column' of air. 

The atmosphere that surrounds us exerts a significant pressure. The air \Ve breathe is a mixture of 

gases and, in a gas mLxrure, each gas exerts a pressure. In fact, the pressure of a mixture of gases is 

the sum of the partial pressure of the component gases. Consequently, the pressure of a specific gas 

in a m.ixture of gases is called its partial pressure. The symbol for partial pressure is p, and the 

partial pressure for a gas (X) is pX. So, for example, p0
2 
denotes the partial pressure of oxygen. 

' 

Tool 3: Mathematics 

Applying and using SI prefixes and units 

Partial pressure is the mole fraction of the total gas pressure that is exerted by a particular 
gas. The SI unit of pressure is the pascal (Pa) and its multiple is the kilopascal (kPa). 

What is the partial pressure of the oxygen in the air around us? 

At sea level, the atmospheric pressure is typically about 101.3kPa and air is 20.9°/o 
oxygen. So, the partial pressure of oxygen is given by: 

101.3 x 20.9 = 21 _2 kPa 
100 

The significance of this figure is reflected in the properties of the respiratory pigment 
haemoglobin, which transports oxygen in the blood. 

291 



♦ Oxygen 

dissociation curve; 
graph of percentage 
saturation (with oxygen) 
of haemoglobin against 
concentration of available 
oxygen. 

♦ Cooperative 
binding: process 
where the addition of a 
substance to the subunit 
of a macromolecule 
increases the affi nity of a 
neighbouring subunit for 
the same substance. 

The function of 
haemoglobin 
depends on 
whether it is 
exposed to oxygen
rich or oxygen
depleted areas. 
In the former it 
picks up oxygen 
and, in the latter, it 
unloads it. 

■ Oxygen dissociation curves 
Haemoglobin occurs in the red blood cells. Each red blood cell contains about 280 n1illion molecules 

of haemoglobin. The haen1oglobin molecule is built of [our interlocking polypeptide subunits 

(Figure B3.1.16; see also Chapter B1.2. page 217). These subunits are con1posed of a large globular 

protein ,vitb a non-protein haem group attached, containing iron. One n1olecule of oxygen co1nbines 

'N1th each haem group. at the concentration of oxygen cl1at occurs in our lungs. This means each 

haemoglobin molecule can transport four n1olecules of oxygen: 

haemoglobin+ oxygen ➔ oxyhaemoglobin 

Hb 

The affinity o[ haen1oglobi11 for oxygen is measured experimentally by finding the percentage 

saturation \vith oxygen of blood exposed to air mixtures that contain different partial pressures of 

oxygen. The result is called an oxygen dissociation curve (Figure B3,l.16). 
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at body temperature 
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■ Figure B3.1.16 The structure of haemoglobin and its affinity for oxygen 
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The shape of haemoglobin is altered as each oxygen molecule binds, making each successive binding 

of oxygen easier. This is kno~vn as cooperative binding, As a result, haemoglobin has a higher 

affinity for oxygen in oxygen-rich areas (such as the air spaces in lung alveoli), promoting oxygen 

loading, and has a lo\ver affin ity [or oxygen in oxygen-depleted areas (such as the 1nuscles), 

promoLlng oxygen unload ing (see Figure B3 1.16) 

Notice that the oxygen dissociation curve is S-shaped (sign1oid curve). Tbis tells us chat, in the 

complex haemoglobin molecule, the first oxygen 1nolecule attaches ,,vitb di(ficuky but, once it has. 

the second combines more easily, and so on until all four are attached and the n1olecule is saturated. 

In oilier,vorcL,;, the amount of oxygen held by haen1oglobin depends on the partial pressure of oxygen. 

ti I 

When haemoglobin saturation with oxygen Is plotted as a function of the partial pressure of 
oxygen, a stgmoidal (or '5-shaped') curve is seen. This indicates that the more oxygen is bound to 
haemoglobin, the easter it is for more oxygen to bind, until all binding sites are saturated. 
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foetal haemoglobin 

What is the significance of the oxygen dissociation curve in the working body? 

ln the body che an1ounc of oxygen held by hae1noglobin depends on che partial pressure. ln che 

lungs, air is saturated with water vapour, so the partial pressure of the component gases is different 
Iron, char oucsi.cle, in dry air (Table B3.l ."f). 

■ Table B3.1.4 Partial pressures of the components of air in the alveoli 

Component gase s Composition/% Partial pressure/kPa 

nitrogen 75.5 76.4 

oxygen 13.1 13.3 

carbon dioxide 5.2 5.3 

water vapour 6.2 6.3 

Fro1n che oxygen dissociation curve, \Ve can see chat the hae1noglobi.n in red blood cells in che 

capillaries around the alveoli in the lungs ,-viii be about 95% sacuracecl Ho,vever, in respiring tissues, 

the oxygen partial pressure is much lo\ver clue to aerobic respiration there. Ln lact, the oxygen partial 

pressure in actively respiring tissues may be 0.0-4.0 kPa. l\t these partial pressures, o>ryhaen1oglobin 

breaks down, releasing oxygen in solution chat rapidly diffuses into the surrounding tissues. Clearly, 

the chen1is try of haemoglobin n1akes it an elEic.i.ent ,~ray or transporting O>--'Jgen , given the partial 
pressure o[ o>--1,gen in respiring tissue con1pared \vi th chat in the lungs. 

Adaptations of foetal and adult haemoglobin for the transport 
of oxygen 

100 
foetal ---~,.,,.,.:::::::::::====-

The [oetus obtains oxygen fron1 its mother's blood through the placenta, 

,vhere the n1acernal and foetal c.irculations come very close together but do 

not mix. The haemoglobin of the adult mammal and the hae111oglobin in 
the foetal circulation differ slightly in thei.r molecular composition. Foetal 

haemoglobin has a higher affinity for o>--7gen (Figure B3.Ll7). This 1neans 

cbac the hae1noglobin present in the circular ion of the foetus combines with 

oxygen n1ore readily than n1acernal hae1noglobin does at rhe sa1ne partial 

pressure. Because foe.cal haemoglobin has a higher aOinicy for OX}1gen, the 
dissociation curve is shifred co the left. lr is obvious ,vhy it is advantageous 

for foetal haemoglobin co have this property, given that the only access co an 

oxygen supply is via tl1e placenta. Foetal hae1noglobin ,vill load O>--'Jgen when 
adult haemoglobin is unloading it (i.e. in the placenta). lf [oecal haemoglobin 
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■ Figure 83_1_17 The oxygen dissociatTon curve of bad a lower affinity than 1naternal haemoglobin, O>--')'gen ,vould pass from the 
foetal haemoglob1n compared to adult haemoglobin foerus to the mother. 

♦ Allosteric protein: a 
protein that can exist in 
multiple conformations 
(shapes) depending on 
the binding of a molecule 
(at a si te other than the 
cat a lyt1c site) 

B3.1 Gas exchange 

Follo,ving birth, foetal haemoglobin is almost con1pletely replaced by adult baemoglobin. 

We have already seen rhat the binding of oxygen 10 one of the subunits affects the interaction of 

oxygen ,virh I he or her subunits (cooperative binding). This is because haemoglohin is an allosteric 

protein. The binding of oxygen to one haemoglobin subuni1 causes confo1marional changes that are 

relayed to rhe oLher suhunits, making them more able 10 bind oxygen by raising rheir affinity ror 

rhis rnolecule. 

Carbon dioxide is an allosteric effector of haemoglobin. It attaches to haemoglobin, making it n1ore 

difficult for oxygen to bind, lowering the affinity of haemoglobin lor oxygen. In foetal red blood 
cells, carbon dioxide has a lo,ver allosteric effect, ,vhich leads to a higher a[flniry ol oxygen for 

loeral hae1noglobi n. 
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■ Bohr shift 
The blood circulation also transports carbon dioxide fron1 
respiting tissues, ,..,here it is at relatively high partial pressures, to 
the lungs. In respiring cells, the concentration of carbon dioxide 
is approximately 9. 3 kPa, ,~1hereas in the lungs, as we have seen in 
Table B3. l.4, it is 5.3 kPa. The effects of these partial pressures o[ 

carbon dioxide on the oxygen dissociation curve of haemoglobin is 
noticeable (Figure B3.l.18). 

0 -1'-----.--r-+---r----,r-----r--r---.--+-
o 22.7 f 4 

An increase in carbon dioxide concentration shifts the oxygen 
dissociation curve to the r ight (see Figure 83.1 .18). Where the 
carbon dioxide concentration is high (in the actively respiring 
cells), oxygen is released fron, oxyhaen1oglobi.n even n1ore readily . 
Carbon dioxide lowers the pH, caused by protons from the 
dissociation or carbonic acid, ,vhich causes hae111oglobin to release 
its oxygen. This very useful outco111e for living tissues is kno\vn as 
the Bohr effect. 

pOi ln 
respiring 

cells 

6 8 10 
partial pressure of 
oxygen p02/kPa 

12 

p02 1n 
lungs 

■ Figure B3.1.18 How carbon dioxide favours 
release of oxygen in resp1ring tissues 

♦ Bohr effect: the 
decrease in the oxygen 
affinity of haemoglobin 
in response to decreased 
blood pH, resulting from 
increased carbon dioxide 
concentration in the blood. 

An increase in carbon dioxide causes increased dissociation of oxygen. This benefits cells \vith 
increased metabolism, such as respiring tissues, in the follo~ring ways: 

• greater a.mounts of carbon dioxide (a product of cell respiration) are released 
• haen,oglobin releases its oxygen (required for aerobic cell respiration) at regions of greatest 

respiratory need. 

ATL B3.1C 

Marine mammals, such as whales and seals, must hold their breath for long periods as they dive 
beneath the surface of water to hunt for food. What would you predict about the concentrations 
of haemoglobin in their blood compared to land mammals? 

Research the levels of haemoglobin in a marine mammal of your choice. How do they compare to 
those in land mammals? This article discusses some of the issues: 
www,nature.comlarticles/news.2007.385 

6 Deduce the change in percentage saturation of haemoglobin if the oxygen part ial 
pressure drops from 4.0kPa to 2.7 kPa when the partial pressure of CO

2 
is 5.3 kPa 

(Figure 83.1.18). 

LINKING QUESTIONS 

1 Hovv do multicellular organisms solve the problem of access to materials for all their cells? 
What is the relationship between gas exchange and metabolic processes in cells? 

Theme B: Form and function - Organisms 



• 

♦ Mass flow: the 
movement of fluids down 
a pressure gradient. 

B3.2 Transport 

' Guiding questions 
' 

• What adaptations faci litate transport of fluids in animals and plants? 

• What are the differences and similarities between transport in animals and plants? 

This chapter covers the following syllabus content: 
► B3.2.1 Adaptations of capillaries for exchange of materials between blood and the 

► B3.2.2 
► B3.2.3 
► B3.2.4 
► B3.2.5 
► B3.2.6 
► B3.2.7 
► B3.2.8 
► B3.2.9 

internal or external environment 
Structure of arteries and veins 
Adaptations of arteries for the transport of blood away from the heart 
Measurement of pulse rates 
Adaptations of veins for the return of blood to the heart 
Causes and consequences of occlusion of the coronary arteries 
Transport of water from roots to leaves during transpiration 
Adaptations of xylem vessels for transport of water 
Distribution of tissues in a transverse section of the stem of a 
dicotyledonous plant 

► B3.2.10 Distribution of tissues in a transverse section of the root of a dicotyledonous plant 
► B3.2.11 
► B3.2.12 
► B3.2.13 
► B3.2.14 

Release and reuptake of tissue f luid in capillaries (HL only) 
Exchange of substances between tissue fluid and cells in tissues (HL only) 
Drainage of excess tissue fluid into lymph ducts (HL only) 
Differences between the single circulation of bony fish and the double 
circulation of mammals (HL only) 

► B3.2.15 Adaptations of the mammalian heart for delivering pressurized blood to the 
arteries (HL only) 

► B3.2.16 Stages in the cardiac cycle (HL only) 
► B3.2.17 Generation of root pressure in xylem vessels by active transport of mineral ions 

(HL only) 
► B3.2.18 Adaptations of phloem sieve tubes and companion cells for translocation of sap 

(HL only) 

An introduction to the blood system 
Living cells require a supply of water and nutrients, such as glucose and amino acids, and they need 
oxygen. The waste products of cellular metabolisn1 1nust be removed. In single-celled organis1ns and 
very small organisn1s, internal di.stances are small, so 111ovements of nuuients can occur efficiently by 

diffusion. In larger organisn1s, an internal transport system is required to 111eet the needs of the cells. 
Internal transport systen1s at work are CA<11nples of mass flow. 

There are three types of vessel in the circulacion sysLem: 
• arteries - carry blood a\vay from rhe heart 
• veins - carry blood back co the heart 
• capillaries - fine networks of tiny n1bes linking arteries and veins. 



a cross section of a capillary 

'7. 

endothelium 

b three-dimensional view of a 
capillary wall (enlarged) 

substances leave (and 
enter) capillaries 
through the walls 

Adaptations of capillaries 
Capillaries are the smallest blood vessel (Figure 133.2.1) 

Capillaries serve the tissues and cells of lhe body. Blood is under lower pressure (about 

35 mm Hg) to prevent the \Valls of the capillaries bursting. They are narrov; tubes, about 

lhe diameter of a single reel blood cell (approximately 8µm). Because of the low blood 

pressure, the now rate of blood is reduced, ,.vhich increases the rate of exchange of 

molecules bet'Neen blood and tissue. 

Adaptations of capillaries for effective exchange of materials between the blood plasma 

and tissue fluid include: 

• a large surface area due to branching (to increase diffusion) 

• narrov; dian1eters (so that red blood cells are in close contact with the capillary \Vall 

to reduce diffusion distance) 

• thin \Valls (single layer of endothelial cells) for fast diffusion 

• fenestrations (gaps in the wall) in some capillaries where exchange needs to be 

particularly rapid; these gaps are sufficient to allov; son1e components of the blood to 

escape and contribute to tissue fluid (page 310). 

basement endothelial cells The walls of the capillaries consist of endothelium only (endotheliun1 is the innern1ost 
membrane lining layer of arteries and veins - see belov.r). Capillaries branch abundantly and bring 

■ Figure B3.2.1 Structure of a capillary the blood circulation close to cells - no cell is far fron1 a capillary. 

♦ Endothelium: the 
innermost lining layer of 
arteries and veins, and the 
layer of cells that comprise 
the capillary; also lines the 
inside of the heart. 

♦ lumen: the hollow 
interior of a blood vessel, 
through which the 
blood passes. 

Structure of arteries and veins 
Both arteries and veins have strong, elastic walls, but the ivalls of the arteries are very much 

thicker and stronger than those of the veins (Figure B3.2.2). The strength of the ivalls comes from 

the thickness of the \Vall and collagen fibres present, and the elasticity is clue to the elastic and 

involuntary (smooth) muscle fibres. Compared to the thickness of the wall, the lumen of an artery is 

relatively small compared to the lumen of a vein - this enables to the pressure inside the artery to be 

maintained . The large lumen of a vein reduces friction between blood cells and the ,~,all of rhe vessel, 

enabling the blood to flo\v freely under loiv pressure. 

TS artery and vein, LP (x20) - in sectioned material 
(as here), veins are more likely to appear squashed, 
whereas arteries are circular in section 

artery outer layer (tunica 
externa) of elastic fibres 

' vein 

~--- -----~ and collagen 

-
■ Figure B3.2.2 The structure of the wall of arteries and veins 

• 

middle layer (tunica media) 
of elastic fibres, collagen 

_ __ and smooth --r. 

muscle fibres 
the hollow centre of - - - -+<I- --!Ht----
a tube is the lumen 

,--- £....,,'-+--endothelium---"<' ~ --, 
(inner lining) of squamous 
epithelium - single layer 

of cells with smooth inner 
surface 
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1 Construct a 
table showing 
the similarities 
and differences 
between arteries 
and veins. 

Thick walls in 
arteries are needed 
to withstand high 
blood pressures: 
elasticity is to help 
maintain and even out 
blood pressure. 

♦ Aotta: main artery 
that carries blood away 
from the heart to the rest 
of the body. 

B3.2 Transport 

Looh al Figuye- B3.2.2. The micrograph indicates disringuisb ing [eatures bet\veen arteries and veins, 

[or exa1nple, the thickness of the vessel \vall relative to the diameter o[ the lumen. Arteries have a 

tn uch thicker wall compared to the vein. 

The form of a blood vessel is related to its function - arteries have thick walls to 
withstand high pressure whereas veins have thinner walls because blood is at a lower 
pressure; veins also contain valves to stop blood backflow. Capillary walls are one cell 
thick to ensure fast diffusion. 

ATL 83.2A 

Endothelins are peptide-based hormones with receptors and effects in many organs ,n the human 
body. Endothelins constrict blood vessels and raise blood pressure. The endothelins are normally 
kept ,n balance by other mechanisms but, when overexpressed, can result in health issues. 
Carry out your own research on endothelins. How do they contribute to high blood pressure 
(hypertension), heart diseases and cancer? Produce a poster or PowerPoint to present to your 
class. In your talk, explain how dif ferent types of biological knowledge are required to understand 
how endothelins function and what happens when they fail to work properly, 

Blood leaving the heart is under high pressure and travels in ,vaves or pulses, follo,ving each 

heartbeat. By the time rhe blood has reached the capillaries, it is under very much lower pressure, 
,virhout a pulse. This difference in blood pressure accounts for the differences in the ,valls of 

arteries and veins (see belo,v). Figure B3.2.2 shows an artery and vein in section and details the 

,vall structure of these two vessels. In sectioned material, veins are more likely to appear squashed, 

,vhereas arteries are circular in section. Examine Figure B3.2.2 carefully so that you can identify 
these vessels in cross-section by their ,vall structure. 

Adaptations of arteries for the transport 
of blood away from the heart 
The tnain artery that leaves the heart is called the aorta, ,vhich takes blood from the heart to the 

head and rest of the body: Blood pressure in the aorta is very high - about 120 n11n Hg. 

' 

Tool 3: Mathematics 

Applying and using SI or non-SI metric units 

The SI unit pascal (Pa) and its multiple, the kilopascal (kPa), are generally used 
by scientists to measure pressure. However, in medicine, the older, non-SI unit of 
millimetres of mercury (mm Hg) is still used (1 rnm Hg = 0.13 kPa). It refers to the 
height of a column of mercury that can be supported by the pressure being measured. 

Arte1ies that divide fro111 the aorta distribute blood under bigh pressure to regions ot the body and 

to the 111ain organs. The layers of n1uscle and elastic tissue in the ,valls of at teries help them to 

,vithstand and maintain high blood pressures. 



♦ Arteriole: a very small 
artery. 

■ Figure B3.2.3 
Taking a pulse from 
a carotid artery 

Fi Trn tfnl 

Do not use your 
thumb to Lake a pulse, 
because it has I ts 
own pulse that you 
may feel. 

The adaptations of the arteries include: 
• overall 'Nall th ickness/1nuscle layer thickness to vvithstand blood pressure and prevent rupture of 

artery wall 

• thick layer of elastic tissue to even out and maintain blood pressure 
• vvalls stretch to acconunodate the huge surge of blood vvhen ventricles contract 
• elastic tissue and collagen fibres of the tunica externa (outer layer - f igure 83.2.2) prevent 

rupture as blood surges from the heart 

• the high proportion of elastic fibres are fi rst stretched and then recoil, keeping the blood f\o\ving 
and propelling it for\vards after each pulse passes 

• vvith increasing distance from the heart, the tunica 1nedia (1niddle layer) progressively contains 
1nore smooth muscle fibres and less elastic tissue as less stretching and recoiling occurs due to 
smaller differences in l)\ood pressure 

O hy varying constriction and dilation or arLeries, blood now is maintained 

0 muscle fibres stretch and recoil, tending to even out the pressure, but a 'pulse' can still 
be detected. 

Arteries divide into s1naller blood vessels called arterioles, ,vhich deliver blood to the tissues. 
Arterioles have a high proportion of smooth muscle fibres, so are able to regulate blood no\v from 
arteries into capillaries. 

Measurement of pulse rates 
Ventricular contractions or the heart force a wave of blood ch rough me aneries. The expansion of the 
arteries can be felt as a pulse, particularly ,vhere the artery is near the skin surface-and passes over a 
bone. The pulse is traditionally taken above the ,:vrisc (Figure B3.2 4). 

radial artery 

■ Figure B3.2.4 Taking a radial pulse 

ATL 83.28 

To take a pulse you should use t,vo fingers to co1npress 

the artery. After you have found the pulse, you need to 
count to decennine the heart race in beats per n1inute. 
You can either count for a full 1ninute (this is the n1ost 
accurate n1ethod) or count for 30 seconds and multiply 

by 2. The pulse can either be taken fron1 a radial artery 
above the ,vTist (Figure B3.2.4) or from a carotid artery 
on the neck (Figure B3.2.3). 

The carotid artery is located below the ear, on the side of 
the neck directly belo\v the ja\.v. You should [eel the 
artery as you exert pressure on the necl< (Figure 83.2.3). 

Practise determining a person's heart rate by feeling the carotid or radial pulse with fingertips. 
Take the pulse of a volunteer in your class.. Which method is easier - measuring the pulse using 
the radial or carotid artery? 

There are also digital methods of measurfng your pulse. For example, you could use a data logger, 
or some smartwatches and fitness bands rneasure heart rate by scanning blood flow near your 
wr1st, by illuminat1ng it with LEDs. Compare the traditional methods with digital ones: what are 
the advantages and disadvantages of both methods? 

Theme B: Form and function - Organisms 
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Inquiry 2: Collecting and processing data 

Collecting data; processing data Collect your data and plot your results using an 
appropriate graph, 

Carry out an investigation of the effect of exercise on 
heart rate. Select a range of different activities, from 
gentle to more active. Do not forget to measure resting 
heart rate as well. 

Interpreting results 

Identify, describe and explain any patterns, trends or 
relationships you have recorded. Were any of your 
results anomalous? How do you identify and justify the 
removal or inclusion of outliers in data? 

Select your method for measuring heart rate (either by 
taking the pulse rate directly - see ATL box above - or 
using electronic methods). 

Now assess the accuracy, precision, reliability and 
validity of your data. How many times will you repeat the investigation, and 

why? How will you control other variables? 

♦ Venule: branch of . a ve,n. 

B3.2 Transport 

Adaptations of veins for the 
return of b[ood to the heart 
Because of the lo,v pressure in veins there is a possibility of backflo,~1. Veins have valves ac intervals 

that prevent tl1is (rigure 133.2.5). Pressure from the blood opens the valves, which are made from a 

strong protein called collagen and other material. r'\t the end of a heart contraction. as the blood tries 

to f1ow backwards, blood pressure pushes against the valves causing them to close (Figure 83.2.5). 

This ensures thac blood only moves in one direction, back to\vards the heart. 

\talves are also found in the heart (see page 316). 

Valves are espeaally 
common in the 
vems of the limbs. 

1 

' 

blood /low 
reversed 

► , 
. 

. 

valve is closed by 
blood pressure 
from in front 

pressure from 
movements of the 
surrounding tissues, 
including contractions 
of the muscles, whteh 
compresses the vein 
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■ Figure B3.2.5 Valves in veins prevent backflow of blood 

blood llow back 
to the heart 

• 
I r 

I 

valve is opened by 
blood pressure 
from behind 

Ve1ns have thin walls. \Vith the external layer (tunica extern a, \Vith elastic and collagen fibres) 

the thickest layer. The middle layer (runica n1edia) contains a few elastic fibres and 1nuscle fibres; 

because of the lo\v blood pressure. these do not need to be extensive. The ,vall of the vein is rtexible. 

which allo,vs su1Tounding muscles to compress the vein (Figure B3.2.5). This helps to keep the 

blood n1oving. 

Blood no\vs into veins from s,naller vessels called venules, \Vhich collect blood from the tissues. 

Venules are formed by a union of several capillaries and have a blood pressure of about 15 mn1 Hg. 

Veins have the lo,vest blood pressure of any blood vessel - approximately 5 m1n Hg. 



♦ Atherosclerosis: 
deposition of plaque 
(cholesterol derivative) 
in the inner wa II of 
blood vessels. 

healthy 

Causes and consequences of occlusion 
of the coronary arteries 
Occlusion means the blockage or closing of a blood vessel. Diseases of the heart and blood vessels 
are prin1arily due to a condition called atherosclerosis (Figure 83.2.6), ,vhich causes the occlusion 
of the arteries that supply blood to the heart muscle (the coronary arteries). This results in the 
progressive degeneration of the artery ,valls. The structure of a healthy artery ,vall is sho,VJ1 in 
Figure B3.2.2 (page 296). 

& h • _'. - e ~---• .,._ = 0 r sac rt econ?;;;; - "'--=--~~ ~ -,....,, ---------------__ , ----
endothelium--+-' flow of blood artery wall 

blood flow impeded 
by massive atheroma 

diseased 

blood clot= thrombus 
formed where atheroma 
has broken through the 
endothelium 

endothelium 

--~ -- - - ✓ :ur ..... 
FL U C, .. - ...... 

J 

t ,· .. ~ \.: _ ... ... -- ·- . 

photomicrograph of diseased human artery in TS 

■ Figure 83.2.6 Atherosclerosis, leading to a thrombus 

(e Common 
mistake 
The plaque does not 

deposit on the wall of 

the artery but within 

it The plaque forms 

beneath the damaged 
endothelium. 

• 

Healthy arteries have pale, smooth linings, and the walls are elastic and flexible, as seen at the top of 
Figure B3.2.6. 

The steps to atherosclerosis in arteries are: 
• Damage to the artery \Valls as fatty tissue is deposited under the endotheliun1. These atheromas 

(fatty deposits) significantly reduce the diameter of the lumen. 
• Raised blood pressure follo,vs ,vhen fat deposits and fibrous tissue start to impede blood flo,v, 

leading to damage to the arterial ,vall. 

• The damaged region is repaired \Vith ftbrous tissue, vvhich significantly reduces the elasticity of 
the vessel wall. 

• Lesion fom1arion occurs ,¥hen the smooth lining of the arte1ies breaks down. These lesions are 
knovVJ1 as atherosclerotic plaques. 

• If the plaque ruptures, blood clotting is triggered. A blood clot formed ,vithin a blood vessel is 
kno,vn as a thrombus. V,lhen a thro1nbus breaks free and circulates in the bloodstrea1n, it is 

then called an en1bolus. 

The consequences of atherosclerosis 
One likely outcome of atherosclerotic darnage to 1najor arteries is that an embolus may be s,vept 
into a small artery or arteriole, which is narrower than the dia1neter of the clot, causing a blockage, 
Immediately, the blood supply to the tissue dovvnstream o[ the block is deprived of oxygen, and 
,vithout oxygen tissues die. The coronary arteries (the arteries that supply blood to the heart) are 
especially vulnerable - particularly those going to the left ventricle, \I\Then sufficient heart muscle 
dies in this ,vay, the heart may cease to be an effective pump. We say a 'heart attack' has occurred 
(knov1n as a myocardial infarction). 
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2 Evaluate whether 
data in Figure 
B3.2.7 show 
a correlation 
between saturated 
fat intake and 
the incidence of 
coronary heart 
disease_ 

B3.2 Transport 

Corona1y arteries chat have been clan1aged can be surgically bypassed - l<no\.vn as a heart bypass 
operation. Typically, a blood vessel taken from the patient's leg is used. In some cases, multiple 

bypasses are required. This operation is Lncreasingly conunon and survival rates are hi.gh. 

An adult hu1nan on a low-cholesterol diet [orms about 8001ng o[ cholesterol in the liver each day. 

Ho\.vever, diets high in saturnted [arty acids (i.e. animal fats) often lead to abnorn1ally high blood

cbolesterol levels. Excess blood cholesterol, present as LDL (page 402), may cause atherosclerosis - the 

progressive degeneration of the artery \Valls. A direct consequence or this is an increased likelihood of the 
[ormarion and circulation or blood clots, leading to strokes and heart attacks (Figure B3.2.6, opposite). 

Claims about links between health proble1ns and causes are based on: 

• epidemiological studies - these provide circu111Stantial evidence of health risks; they suggest 
connections. but they do not establish a cause or biochenlical connection (Figure B3.2.7) 

• clinical studies of individual patients v1ri th healrh problems attempt to sho,v causal relations 
ben,veen diseases and diets (however, it is noL possible to carry out 'controlled' experi111ents [or 

ethical reasons). 

Correlation study concerning saturated fat intake and the incidence of CHD 
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■ figure 83.2.7 Correlation studies- diet and coronary heart disease (CHO) 
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A study on the incidence of coronary heart disease (CI ID) related to saturated fat intake as a 
percentage of dietary energy (Figure B3.2.7) sho,ved a positive correlation. 

X 
X 

LIO 

301 



(e Nature 
of science: 
Patterns and 
.. I"' ~c 

Correlation coefficients 
quantify correlations 
between variables and 
allow the strength 
of the relationship 
to be assessed. Low 
correlation coefficients 
or lack of any 
correlation can provide 
evidence against a 
hypothesis, but even 
strong correlations 
do not prove a causal 
link, as discussed 
above in relation to the 
incidence of coronary 
heart disease. 

There are 1narked variations in the prevalence of different health problems in societies around the 
,vorld from clai111s based on epiden1iological studies and clinical studies of individual patients ,vith 
health problems. Health claims about the incidence of coronary heart disease need to be assessed in 
context. The issues continue to present complex challenges for diectcians and politicians in all 
societi.es. Even strong correlations, such as that between saturated fat intake and coronary heart 
disease, do not prove a caL1sal link. 

To ti I 
• 

When evaluating (that is, making an appraisal by weighing up the strengths and limitations) the 
evidence and the methods used to obtain the evidence for the incidence of coronary heart disease, 
you should use the following approach: 

Strengths: whether there is a statistically significant correlation, for example between intake 
of saturated fa t and incidence of CHD; there is comparison of mean values and analysis of how 
different they are; statistical assessment of any difference is carried out; analysis of variation within 
the data is done (i e. how widely spread the data are, which can be assessed by the spread of data 
points or the relative size of error bars, where the more widely spread the data the smaller the 
significance that can be placed on the correlation and conclusion). 

Limitations: whether the measure of health was a valid one, e.g. cholesterol levels in blood are 
more informative than body mass index; a smaller sample is less reliable than a larger one; the 
sample does not reflect the population as a whole, but rather a particular sex, age, state of health, 
lifestyle or ethnic background; data are gathered from animal trials rather than humans trials, and so 
may be Jess applicable to humans; certain variables are not controlled, e.g. other aspects of the diet; 
levels and frequency of the lipid intake being investigated are not realistic; methods used to gather 
data were rigorous, e.g. if only a survey was used, how truthfu l were the respondents? 

Tool 3: Mathematics 

Understanding direct and inverse proportionality between variables 

A causal relationship is suggested by statistical studies 
of deaths from coronary heart disease (CHD) per 
1000 of the population each year, plotted against the 
levels of cholesterol measured in blood serum (Figure 
B3.2.8). The establishment of the role of cholesterol 
in triggering CHD was provided by experimental 
laboratory and clinical evidence that destructive 

14 -

plaques (see page 300) are created as a result of these 
raised levels of blood serum cholesterol. 
1 Describe the trends shown in the graph, for both the 

bar and line graph. 
2 Explain to what extent the data in Figure B3.2.8 

supports the hypothesis that high blood cholesterol is 
a causal factor in CHO. 
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(4.1-4.8 mmol 1-1) to high (8.9-9.6 mmoll-1) 
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■ Figure 83.2.8 The relationship between deaths caused by coronary heart disease (CHD) and blood serum cholesterol levels. 
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Cohesion between 
water molecules, 
adhesion of 
water molecules 
to materials, and 
capillary action are 
covered fully in 
Chapter A1.1, see 
page 5. 

The xylem vessels 
are rigid and do not 
change in volume: this 
means that as water 
molecules are lost the 
pressure is reduced. 
This causes the flow of 
water down a pressure 
gradient - from higher 
to lower pressure. 

♦ Tension: the force 
that is transmitted 
through a substance 
when it is pulled tight 
by forces acting from 
opposite ends. 

♦ Transpiration 
stream: the flow of 
water through a plant, 
frotn the roots to the 
leaves, via the xylem 
vessels. 

ATL 83.2C 

Transport of water from roots to 
leaves during transpiration 
Transpiration is the evaporation of water fron1 the spongy 1nesophyll tissue and its subsequent 

diffusion through the stomata, mainly fron1 the leaves of the green plant (Chapter B3.1, page 286). 

This loss of ~vater vapour is the inevitable consequence of gas exchange in the leaf. The plant □1ust 
transport ,.,,ater fro1n the roots co the leaves to replace losses from transpiration. 

Each part of a plant has a specific role: 

• The stem supports rhe leaves in the sunlight and rransporrs organic materials (such as sucrose 

and amino acids), ions and \.vater bet\Veen the roors and leaves. 

• The root anchors the plant ancl is the site of absorption of \Yater and ions from the soil. 

• A leaf is an organ specialized for photosynthesis and consists of a leaf blade connected Lo the 

stem by a leaf sr.alk. 

■ The transpiration stream 
The water that evaporates fron, the ,vaUs of the mesophyll celis of tbe leaf is continuously replaced. 

It co1nes, in part, from the cell cytoplasm. but 111ostly it comes from the vvater in the spaces in walls 

of nearby cells and then fro1n the xylem vessels in the net\vork of vascular bundles nearby. The loss 
of water by transpiration from cell \Valls in leaf cells causes water to be dra\1/tl out of xylem vessels 

and through ,valls by capillary action. 

Xylen1 vessels are usually full of vvater. As \Yater leaves the xylen1 vessels in the leaf, a tension 

(negative pressure potential) is set up in the entire water column in the xylen1 tissue of the plant. 

This tension dra\vs ,vater up in the xylem. The tension is transmitted down the stem to the roots 

because of the cohesion of \Vater molecules. Cohesion and adhesion ensures a continuous column of 

,,vater. Consequently, under tension, the vvater colun1n does not break or pull a\vay fro111 the si.des of 

the xylen1 vessels. This explanation of how ,.,,ater is drawn up the sten1 is kno\v,1 as the cohesion

tension theory. The result is that \'later is drawn (literally 'pulled') up the stem. So, \'later flo\v in the 

xylem is ah>1ays upv.1ards. The f1ov., of vvater is known as the transpiration stream. 

The tension on the v1ater column in xylem vessels is cle1nonsrrar.ed experimentally when a xylem 

vessel is pierced by a [ine needle. Immediately, a bubble of air enters the column (and will interrupt 

,vater f1ovv). If the contents of the xylem vessel had been under pressure, a jet of ,vater would be 

released from broken vessels. 

Evidence of the cohesion-tension 
theory comes from measurement of the 
diameter of a tree trunk over a 24-hour 
period. lh a large tree, there is an easily 
detectable shrinkage in the diameter of 
the trunk durfng the day. Under tension, 
xylem vessels get narrower in diameter 
(although their collapse ts prevented by 
the lignified thickening of their walls). 

Explain to what extent the graph in Figure 83.2.9 supports the cohesion-tension 
theory of water movement in stems. 
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The diameter of the tree trunk recovers 
during the night when transpiration 
virtually stops, and water uptake makes 
good the earlier losses of water vapour 
from the aerial parts of the plant. 

B3.2 Transport 

The data were obtained in early May. The tree trunk is undergoing secondary growth in girth during 
the experimental period The maximum daily shrinkage amounted to nearly 5 mm, 

■ Figure B3.2.9 Diurnal changes in the circl.tmference of a tree over a 7-day period 



Link. 
Phytohormones as 
signalling chemicals 
controlling growth, 
development and 
response to stimuli 
in plants is covered 
in Chapter C3.1, 
page 512. 

♦ Lignin: complex 
polymer in which 
cellulose microfibrils are 
embedded, giving great 
strength and rigidity to 
xylem. 

r,:;. TC"" t; ! 
The walls of the xylem 
are strengthened by 
lignin, which enables 
the vessels to resist 
negative pressure 
caused by cohesion
tension. 

■ What are the advantages of transpiration? 
lt is evident that transpiration is a direct result of plant structure, plant nunicion and the mechanism 

of gas exchange in leaves, rather than being a valuable process itself. In effect, the living plant is a 
\vick' that steadily dries the soil around it. However, transpiration confers advantages, too: 

• Evaporation of \Vater fro1n the cells of the leaf in the light has a sn·ong cooling effect (energy is 
needed to break hydrogen bonds bet\1/een water molecules as ,vater vapour fonns, ,vhich cools 

the plant). 

• The stream of water travelling up fro1n the roots in the xylem passively carries the dissolved ions 
that have been absorbed frotn the soil solution in the root hairs. These are required in the leaves 

and gro,ving points of the plant. 

• All the cells of a plant receive ,vater by lateral 1novements of ,vacer from xylem vessels, via pits in 

their v-1alls. This allov-rs living cells to be fully hydrated. It is the turgor pressure of these cells that 

provides support to the whole leaf. enabling the leaf blade to receive 1naxi1num exposure to light. 

In fact, the entire aerial system of non-woody plants is supported by this turgor pressure. 

So, transpiration does have signiricant roles in the life of the plant. The loss of vvater from plants also 

plays a role in the vvater cycle, vvhere water evaporating fro1n leaves condenses to form clouds and 

then falls as rain - without plants this cycle would be d isrupted. 

ATL 83.2D 

Long-distance transport has been demonstrated for many plant hormones, including auxins, 
abscisic acid, cytokinins and gibberellins. 

How are these hormones transported around the plant? What effects do they have on growth, 
development and response of plants to stimuli (changes in the environn1ent)? 

■ Movement of water in the xylem 
Transport of ,vater through the plant occurs in the xylen1 tissue. As ,ve have seen, the cohesive 

property of ,~rater and the strucrure of xylen1 vessels allo,v transport under tension. 

Xylem begins as cells ,vi.th cellulose ,valls and living contents, connected end to end. During 

developn1ent, the end ,valls are dissolved away so that mature xylem vessels become long, hollo,v 

tubes. The living contents of a developing xylem vessel are used up in the process of depositing 

cellulose thickening to the inside of the lateral \valls of the vessel. This is hardened by the deposition 

of a che1nical substance, lignin. Consequently, xyletn is 

e,'<tremely tough tissue. furthe rn1ore, it is strengthened 

inten1ally, which means it can resist negative pressure (suction) 

\vithout collapsing in on itself. 

Figure B3.2.10 is a scanning electron micrograph of spirally 

thickened xylem vessels. When you examine xylem vessels 

in longitudinal seclions by light microscopy, you \Vil] see Lhal 

some xylem vessels may have differently deposited chickening 

- many have rings of thickening, for example. 

■ Movement into and through the root 
The uptake or ,vater occurs in the roor system but, as \Ve 

have seen, the movement or \vater up the stem is driven by 

conditions in the leaves. 
■ Figure B3.2.10 Scanning electron 
micrograph of spiral xylem vessels 
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soil level 

growth at tip of 
lateral root occurs 
in the same way as 
at t he lip o f the 
main (tap) root 

region of root hairs -{ 

region of elongation -{ 
(pushes root t ip 
t hrough the soil) 

■ Figure B3.2.11 The 
region of absorption 
in the root system 

♦ Apoplast pathway. 
the pathway (e.g. of 
water) through the 
non-living part of a cell, 
e.g. cell wal ls and spaces 
between cells. 

B3.2 Transport 

1-he root system provides a huge surface area in contacc \vich soil, b ecause plants have a system of 
branching roots chat continually gro\v at each root tip, pushing through the soil. This is i1n portant 
because it is the dilute solution that occurs around soil particles that the plant accesses to obtain the 
large volu1ne of water and essential ions it requires. Contact vvith the soil is vastly increased by the 
region of root hairs that occurs just behind the gro\ving tip of each root (Figure 83.211). Root hairs 
are extensions of individual epiderrnal cells and are relatively short-lived. As root grovvth continues, 
fresh resources of soil solution are exploited. 

,---,~ in older parts of the root the 
VVQlls of the outermost cells 
become waxy (so prevent,ng 
water uptake in these regions) 

..,__ main root of tap 
root system 

• • 
• 

stele (central 
vascular tissue) 

• 
high power 
detail of stele 

phloem 

xylem 

individual mature root hair (enlarged) 

region of growth 
(cell division) at 
root tip 

0 

0 

vacuole 
nucleus 

cytoplasm 

soil air (essen tlal 
for healthy root 
growth) soil particles 

root hair 

I 

endodermis: 
a single layer 
of cells 

surface film of water around 
soil particles and root cells 

Uptake of 1vater is largely by 1nass no,v through r_he interconnecting 'free spaces' in the cellulose 
cell 1valls, but rhere are three possible routes of ,var.er movement through plant cells and tissues 
(Figure BJ 2.12) 

• Mass flow of ,vater occurs through rhe interconnecring free spaces between the cellulose fibres of 
rhe plant cell walls. This free space in cellulose makes up about 50°/4 of the ,val I volume. This 
route of ,vater movement through the plant is a highly significant one. This pathway entirely 
avoids the living contents of cells and is called rhe apoplast pathway. The apoplast also 
includes the ~var.er-filled spaces of dead cells (and the hollo,v xylem vessels- as ,ve shall 
shortly see). 



♦ Symplast pathway: 
the pathway (e.g. of 
water) through the 
cell membrane and 
plasmodesmata (the living 
contents of the cell). 

3 List the features 
of root hairs 
that facilitate 
absorption of 
water from 
the soil. 

soil solution (very 
dilute solution of 
ions - low solute potential) 

• Diffusion occurs through the cytoplas1n of cells and via the cytoplasmic connections benveen 
cells (called plasmodes1nata). Osn1osis occurs through the cell n1e1nbrane. This route is called 

the symplast pathway. The plant cells are packed \Vith 1nany organelles, \,vhich resist the Oo\v of 

vvater, slo\ving move1nent of vvater through this path\vay relative to the apoplast pathway. 

• Osmosis occurs fron1 vacuole to vacuole of cells, driven by a gradient in osmotic pressure. This 
is tbe vacuolar pathway. Active uptake of 1nineral ions in the roots causes absorption of ,vater 

by osmosis. This is not a significant path\vay of water transport across the plant, but it is ho\v 

individual cells absorb \,vat er. 

While all three routes are open, t.he bulk of vvacer crosses from the epidermis of the root tissue to Lhe 

xylem via the apoplast (Figures BJ.2.12 and BJ 2.13). 

apoplast pathway of water movement (= mass flow) 
(through space in the wall cellulose 
- about 50% of the wall volume) 

cellulose cell wall 

............. ► 
............ 

. •, 

~~ \l 

. · ... ,. 
vacuole 

cells of root 

cytoplasm 

plasma membrane 
(selectively permeable) 

--++--r vacuole 

movement of water by osmosis symplast pathway of water movement 
(through living cytoplasm, by diffusion, 
including through the cytoplasmic connections 
between cells) 

- from a region of low solute potential t o a region of higher solute potential 

■ Figure B3.2.1 2 How water moves across plant cells 

♦ Vacuolar pathway: 
water movement through 
the plasma membrane, 
cytoplasm and then 
through the vacuole. 

♦ Endodermis: 
single layer of cells that 
surrounds the vascular 
tlssue (xylem and phloem) 
in the root of a plant. 

♦ Casparian strip: a 
band of cells containing 
suberin, a waxy substance 
impermeable to water 
found in the endodermal 
cell walls of plant roots. 

A transverse section of a root (figure 83.2.12 and Figure 83.2.13, page 307) sho,vs that the centrally 

placed vascular tissue is contained by the endodermis. The endode1111is is a layer of cells that is 

unique to the root. At the endodern1is, a ,va,,'Y su·ip in the radial walls blocks the passage of ,vater by 

the apoplastic route (Figure B3.2.13). This \vaxy strip is called the Casparian strip. Water passes 

through the endodcn11is symplastically (via the symplast path~ray) by osn1osis. The significance of 

this diversion is that the cytoplasn1 of endodermal cells actively transports ions fron1 the cortex to 
the endodermis. The result is a higher concentration of ions in the cells at the centre of the root. 

The raised osmotic potential there thus causes passive water uptake to follo,v, by 0s1nosis. Once 

again, it is active uptake and transfer of ions ,vithin the root that causes 'Nater uptake by osn1osis. 

All transport must pass through the symplast, vvhich allows control over substances reaching the 
xylem. However, there are places where the endodermal restriction can be bypassed - this is known 
as 'bypass flow'. Sites of bypass occur in the root tip where endodermis is not formed and where 
lateral roots emerge, although this dif fers between species. 
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whole 
plant 

Water loss from xylem to 
air (as vapour) in the leaf. 

water is drawn up in the 
transpiration stream 

spaces 1n 
cellulose 
cell walls 
saturated 
with water 

0 

0 

0 

guard cell 
beside open 
stoma 

Water uptake from soil solution, and its 
movement across root to xylem vessels. 
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OJ 

end ode rm is 
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water uptake 
by osmosis 
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-+-- apoplast (most water 
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evaporation of 
water into 
leaf ai r spaces 

water vapour 
diffuses out of 
open stoma 
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water 
uptake 
by osmosis 
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Heat energy from the Sun 
warms the leaves, causing 
evaporation of water, and 
is ultimately responsible 
for drawing water up the 
plant stem (the 
transpi ration stream). 

waxy cuticle prevents 
water loss through 
epidern1al cells 

, ___ endodermal cell -
water passes through 
cytoplasm (apoplast 
pathway blocked. 
temporarily) 

apoplast pathway - water passes 
by mass f low through free space 
between cellulose fibres of wall 
and hollow (dead) xylem vessels 

n . root hair 

soil solution 

~vater movement 
in apoplast 

■ Figure 83.2.13 Wate r uptake a nd loss by a green plant - a summary 

83.2 Transport 

4 Explain the consequence of the Casparian strip for the apoplast pathway of 
water movement. 



.. 

ATL 83.2E 

Scient1sts are often asked to present complex ideas succinctly and in an easily understandable 
way. The transport of water involves several different stages, all parts of the plant and many 
different processes. 

In groups, read the following article and summarize the key points in a poster to present to the 
rest of your class: 

www. nature. com/sci table/knowledge /Ii bra r y /water-uptake-and-tr ansport-i n-vascu la r • 
plants-103016037 

Did you learn anything extra about how water is transported in plants? Were you able to explain 
these ideas clearly in your poster? 

• 

epidermis 

cambium 
(cells 
capable 
of further 
division} 

protoxylem 
vessels 

Adaptations of xylem vessels 
for transport of water 
The structure of xylen1 ve.ssels is seen in transverse (TS) and longitudinal sections 

(LS) of plant sten1s. ln prepared slides of sectioned and stained plant organs, the 

cell ,valls that have been strengthened ,~rith lignin stand out particularly clearly. 

Xyle111 have thickened ,valls that are strengthened ,vith lignin. Lignin is 

,vaterproor, ,vhich stops ,¥ater escaping from the vessels. Pits in the ,~,alls allow 

for entry of water and lateral movement between vessels. Arter xyle111 form, the 

cell contents (cytoplasn1, nucleus and other organelles) are removed and the cells 

join to form dead, hollow tubes. 

• •• 
The adaptations of xylem allow the following: 

unimpeded flow of water and minerals (lack of cell contents and 
incomplete or absent end walls) 

■ Figure 83.2.14 Photom icrograph 
of vascular bundle of sunflower 
(Helianthus annuus) seen in TS (x150) 

ability to withstand tension (lignified walls) 

areas for entry and exit of water (pits). 

Distribution of tissues in a transverse section 
of the stem of a dicotyledonous plant 
The internal structure of planes is seen by examination of transverse sections. A plan diagram 

(sometimes called a lo,v-po,ver diagram) is a drav.ring chat records the relative positions of structures 

,vithin an organ or organism, seen in section. It does not sho,v individual cells. 

Fro1n the plan diagram in Figure B3.2.15, we can see that the stem is surrounded or contained by 
a layer of cells called the epidermis. The stetn contains vascular tissue (xyle1n for ,vacer transport 

and phloem for transport of organic solutes) in a discrete systetn of veins or vascular bundles. In the 
stem, the vascular bundles are arranged in a ring, positioned to,vards the outside of the stem (in a 

region that ,ve call the cortex). 
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young sunflower plant showing positions of plan diagram of stem in transverse section {TS) 
the sections shown to the right and in Figure B3.1.8 

vascular 
bundles 

epidermis 

...,. 

leaf blade 

leaf stalk 

position of the leaf section 

)' F;,,,re 83 1.8 

111---stem 

phloem 

position of-~ 
cambium 

xylem ---1.r----

cortex 

• 

stem with ring of -~~__,,::::::::::::::::::::=:====::L-"_...-
vascular bundles 

soil level 

f'.i:!i------ root with central 
vascular tissue 

• 

; ., 
• 

epidermis . \1'ffp,_ 

vascular bundle ----

1 f ( II I - - t-------3<·:•~.' -~~ · .. a., . ~:~ ea trace i.e. sma vascu ar "" ""FF ,t,(J, .Aith "\~, 
' I.' "If/!, tll"·" •. 

bundle - branch serving a leaf) - ~ .;;-!. ti6P . ., 

photomicrograph of TS through part of the 
stem of a sunflower plant (Helianthus) (x10) 

■ Figure B3.2.15 The distribution of t issues in t he stem 

83.2 Transport 

Drawing plan diagrams from micrographs 
Plan diagrams can be dravm from rnicrographs co identify the relative positions of vascular bundles, 

xylem, phloem, cortex and epidermis in a seem. You should annotate the diagram \Vith the main 

functions of these structures discussed in this chapter. 

\Vhen drawing a plan diagram: sho\v only outlines and not individual cells; use clear, continuous 

lines; use a sharp pencil; do not use shading; label every boundary. Dra,v the size of bounda1ies and 

regions in the proportions indicated in the 01iginal micrograph. Add a scale to your dra,ving: provide 

a bar of defined length, e.g. lOOµm , or give an estimated size of the object (see page 57). 

A plan diagram can be drawn from the stem in the micrograph (just one half). respecting shapes, 
sizes and proportions as described in the text. 



(e Common 
mistake 
Do not confuse the 
cells of the cortex wlth 
xylem and phloem 
tissue. The cortex is 
found around the 
outside of the root; 
the vascular tissues 
are in the central 
part. Xylem form a 
cross-shaped structure 
with phloem located 
between the arms of 
the cross. Xylem can 
be distinguished from 
phloem by their thicker 
cell walls. 

♦ Tissue fluid: a 
mixture of water and 
solutes, forced out of the 
blood by ultrafiltration, 
which surrounds body 
cells. 

Distribution of tissues in a transverse 
section of a dicotyledonous root 
The xylen1 of root and stem are connected, but the arrangen1ent of vascular tissues varies. lt1 a 

root (see belo\v) the ;..,-ylem is centrally placed but, in the stem, xylem occurs in the ring of vascular 

bundles - Figure B3.2.15. The location of the phloem are also different in the root con1pared to the 

sten1 (Figures B3.2.15 and BJ.2.16). 

Drawing plan diagrams from microscope images 
Plan djagrams can be drawn from a root micrograph to identify the relative posiLions of vascular 

bundles, xyle111 and phloem, cortex and epidermis. High po\ver, to see details of structures, is not 

needed to dra,v a plan diagram. 

When dra\ving a plan diagram, make it large enough so that it fUls the paper- ,vhen looking down 

a L11icroscope it is easy to n1ake the image too small. I<eep the eye you are not using to look do,vn 

the microscope open - this helps you to 1nove your gaze a,vay from the eyepiece and refocus on the

drawing paper. Lf you make a mistake, use a good quality eraser to rub out the lines completely. 

Specin1ens should be studied carefully before any drawing is undertaken, noting particularly \vhere 

the outlines of structures are going to be identified in the unal d rav.ring. Use high pO\ver if necessary: 

accurate details of structures can often only be revealed at high po,ver. 

root hair 
xylem 

cross section 

■ Figure 83.2.16 Transverse section of a root 

Tissue fluid 

■ Release and reuptake of tissue fluid in capillaries 
The blood circulation delivers essential resources (nutrients and oxygen, for e,'Catnple) to the tissues of 

tl1e body. This occurs as the blood flo,vs through the capillaries between the cells of the body (Figure 

B3.2.17). There are tiny gaps in the capillaty ,valls. found to vary in size in different parts of the body. 

Through these gaps passes a ,vatery liquid , very si1nilar in co1nposition to plastna. This is tissue fluid. 

Red blood cells, platelets and most blood proteins are not present in tissue f1uid, hovvever: these are 
retained in the capillaries. Tissue fluid surrounds (bathes) the living cells of the body. Nutrients are 

supplied from this ntud, and carbon dioxide and ,.vaste products of metabolism are carried avvay in it. 
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capillary wall (enlarged) 

-
substances leave (and enter) 
capillaries through the walls 

cells take in nutrients 
(e.g. oxygen, glucose, 
amino acids, fatty acids, 
vitamins, ions) 

tissue fluid formed 
from blood plasma 

cells give out waste 
products (e.g. carbon 
dioxide, unwanted 
metabolites, excess ions) ~--vem 

--venule 

basement endothelial cells semilunar valve 
membrane 

blood f low arteriole 
from the 
heart 

blood flow 
back to the 
heart 

pre-capillary sphincter--
(when this contracts 

tissue f luid forced into 
lymph capillaries and 
(blood) capillaries by 
movements of 
surrounding tissues 
and by pressure 

most of the blood is 
~-lymph 

capillary 
sent along the bypass 
vessel) artery 

capillary 
network 

bypass vessel sem ii unar valve 

The role of the bypass vessel 
Which tissues of the body are being served by the blood circulation is regulated. When tiny pre-capillary sphincter muscles are 
contracted, blood flow to that capillary bed is restricted to a minimum. Most blood is then diverted through bypass vessels - it is 
shunted to other tissues and organs in the body. 

■ Figure B3.2.17 Exchange between blood and cells via tissue fluid 

linl< 
Water potential 
is covered fu lly in 
Chapter D2.3, 
page 690. 

♦ Hydrostatic 
pressure: mechanical 
pressure exerted on or 
by liquid (e.g. water}, 
also known as pressure 
potential. 

B3.2 Transport 

Given the quantity of d issolved solutes in the plasn1a (induding all the blood plasn1a proteins). ,ve 

vvould expect the vvater potential of the blood to limit the loss of water by osmosis. In fact, vve 1n ight 

expect vvater to be passing back into the capillaries from the tissue fluid due to osn1osis. Ho,vever, 

the force applied to the blood by the heart creates enough hydrostatic pressure to overcome 

osn1otic ,vater uptake, at least at the arteriole end of the capillary bed. Here the blood pressure is 

significantly higher than at the venule ends. Then, as the blood flo,vs through the capillary bed , 

there is progressive loss of ,vater and hydrostatic pressure. As a result, 1n uch of the tissue fluid can 

eventually return to the plasma - about 90% returns by this route (Figure B3.2.18). 

Blood proteins, particularly the albumins, cannot escape; they maintain the water potential of 
the plasma, preventing excess loss of water and assist ing the return of fluid to the capillaries. 

arteriole end 

-
• ,~ 
ultrafiltration 
of water and 5mall 
molecules (oxygen, 
glucose, amino 

' • 
diffusion gradient 
(oxygen and nutrients 
required by respiring 
cells} 

acids) due to 
hydrostatic pressure 

net outflow 

■ Figure B3.2.18 Forces 
for exchan ge in capillaries 

·-·' 

blood in 

capillary 

osmotic 
movement 
of water 

tissue fl uid 

osmotic 
movement 
of water 

diffusion gradient 
(waste metabolites} 

net inflow 

venule end 

hydrostatic 
pressure 
reduced 
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Tissue flu id 1s formed 
by pressure f iltration 
(ultrafiltration) of 
piasma in capillaries. 
This is promoted by 
the higher pressure of 
blood f rom arterioles. 
Lower pressure in the 
venules al lows tissue 
fluid to drain back 
into capillaries. 

♦ Lymphatic system, 
network of fine capil laries 
throughout the body of 
vertebrates, which drain 
lymph and return it to the 
blood circu lat ion. 

♦ Lymph: fluid that 
flows through the 
lymphatic system. 

♦ lymph node: a 
kidney-shaped organ in 
the lymphatic system, 
part of the body's 
defences against disease. 

This 1neans that further along the capillary bed there is a net i.n flo,v of tissue fluid to the capillary. 
Ho,vever, not all tissue fluid is returned to che bloo<l circulation by this route - so111e enters the 
lymph capillaries (see belo\v and Figure B3.217). 

Exchange of substances between 
tissue fluid and cells in tissues 
Blood plasma is a straw-coloured liquid that forms around 55% of the blood. Plas,na is largely 
composed of vvater (95%). 'vVater is a good solvent, and so many substances dissolve in it, allowing 
them to be transported around the body in the plas1na (Chapter Al.I, page 8). Borh plasma and 
tissue fluid contain 1vacer and dissolved solutes (such as sales). 

There are in.any differences between the con1position of plasn1a and tissue fluid. Tissue fluid 
contains far tev,er proteins. for exan1ple. Many plas1na proteins are too large to fir through gaps in the 
capilla1y walls and so ren1ain in the blood. 

Table B3.2. 1 sho,vs a comparison of the cotnposition of blood plasma and tissue fluid. 

■ Table B3.2.1 Comparing blood plasma and ti ssue fluid 

Content Blood plasma Tissue fluid 

Cells red blood cells (erythrocytes), white phagocytes 
blood cells (phagocytes and lymphocytes) 
and platelets 

Proteins more proteins, including large plasma fewer proteins (smaller) 
proteins and hormones 

Glucose 80-120mg per 100ml less (absorbed by cells for respiration) 

Fats lipoproteins (for fat transport in plasma) none 

Amino acids more fewer (absorbed by cells) 

Oxygen more less (absorbed by cells for resplration) 

Carbon dioxide less more (released by cells as a product 
of respiration) 

Drainage of excess tissue fluid into lymph ducts 
Molecules too large co enter capillaries are re111oved from the tissues via the lymphatic system 

(Figure B3.2.19). There are tiny valves in the ,valls or the lyn1ph capillaries chat pern1it this. The 
network of lymph capillaries drains into larger ly111ph ducts (known as lymphatics). Then, lymph is 
111oved along the lymphatics by contractions of smooth muscles in their ,valls and by co111pression 
from body n1ove111enrs. Backflo~, is prevented by valves, as it is in the veins. 

l.ymph finally drains back into Lhe blood circulation in veins close to the heart. At intervals along the 
,vay there are lymph nodes present in rhe lymphatics. Lymph passes through r.hese 11odes before it 
is returned to the blood circulation. ln the nodes, phagocytic macrophages engulf bacteria and any 
cell detritus present. The nodes are also a siLe where certain cells of Lhe immune system are found 
(see Chapter C3.2, page 523). 
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lymph drains into the blood circulation via 
ducts that join the veins in the neck a lymph node in section 

this duct drains 
the right side of 
the head and 1 horax, 
and the right arm 

groups of 
lymph nodes 

lhis duct drains 
the remainder 
of the body 

lym> 
nodes 

lymph ducts 
(lymphatics) -

\ 

lymph 
capillaries 
drain into 
these 

-'-----111----- certain cells of the immune system 
(lymphocytes and plasma cells) 
are made here 

lymphatic 

the lymphatic circulation 

10% of 
tissue fluid 
becomes 
lymph 

lymph 
nodes 

90% of tissue --1 
f luid is returned 
to the capillaries 

blood 
capillaries . 

vein 

the flow of lymph is propelled by 
contraction of smooth muscle 

/ 

fibres in the walls of the lymphatiCS 
and by the movement and 
pressures of the surrounding tissues; 

~ back/ low is prevented by valves 

body tissues -
here metabolites are 
delivered, respiratory gases 
are exchanged and 
waste products are 
removed by the tissue fluid 

■ Figure 83.2.19 The layout and role of t he lymphatic system 

Differences between the single circulation of 
bony fish and the double circulation of mammals 

ATL B3.2F 

The following diagram shows the circulatory systems of three different animals: 
a gill capillaries b lung and skin capillaries c lung capillaries 

artery 

heart: 

ventricle M 
atrium (A) 

vein ----

systemic capil laries systemic capillaries 

■ Figure 83.2.20 The circulatory systems of a} fish, b) amphibians and c} mammals 

B3.2 Transport 

systemic capillaries 

a Describe differences 
between the three 
different circulatory 
systems. 

b Suggest what is 
meant by 'systemic' 
capi I laries. 

c Suggest the 
advantages of 
having a mammalian 
heart compared to 
an amphibian or a 
fish heart 



♦ Closed circulation: 
blood is contained inside 
blood vessels, circulating 
in one direction from 
the heart through the 
circulatory system before 
returning to the heart 
again. 

♦ Single circulation: 
blood passes through 
the heart once in each 
complete ci rcuit of the 
body; blood is pumped by 
the heart to the gills, after 
which the blood flows to 
the rest of the body and 
back to the heart. 
♦ Double circulation: 
in which the blood passes 
twice through the heart 
(pulmonary circulation, 
then systemic orculation) 
in any one complete 
circuit of the body. 

♦ Pulmonary 

circulation: the blood 
circulation to the lungs 
in vertebrates having a 
double circulation. 

♦ Systemic circulation'. 
the blood circulat ion 
to the body (not the 
pulmonary drculation). 

rn Tnn i I 

In mammals, as the 
blood passes twice 
through the heart In 
every single circulation 
of the body, the system 
is called a double 
circulation. 

S List the differences 
between the 
pulmonary 
circulation and the 
systemic circulation 
of blood. 

Mainmals and ftsh have a dosed circulation in ~vhich blood is pumped by a powerfu l muscular heart 
and circulated in a continuous system of tubes - che arteries, veins and capillaries - under pressure. 

Bony fish have a single circulation (Figure B3 2.21). This means that blood enters and leaves the 
heart once in each complece circuit. Blood encers fron1 the body and then leaves co go co the gills, 
\Vhere blood is o>-.y1genated, and then it is n1oved co the rest of the body vvhere oxygen is delivered 
to tissues. 

closed circulation systems ._ 

i 

single circulation of fish 
blood passes once through 
the heart in each complete 
circulation 

blood pumped 
to the gills first 

then on to the 
rest of the body 

. .. 

two-chambered heart 

double circulation of mammals 
blood passes twice through the 
heart in each complete circulation 

pulmonary circulation 4-
(to lungs) 

four-chambered - -+-
heart 

systernic circulation f 
(to body tissues) 

■ Figure B3.2.21 Closed ci rcu lat ory systems of bony fish and mammals 

Mam1nals, ho,vever, have a double circulation (f igures B3.2.21 and B3.2.22). Tbe heart bas four 
chambers and is divided into right and left sides. Blood flo,vs fron1 the right side of the heart to 

the lungs. chen back to the left side of the heart. The role of the right side of the heart is to pump 
deoxygenated blood to the lungs, ,vhere it is oxygenated. The left side of the heart pumps the 
oxygenated blood around the rest of the body and back to the right side of the heart. The arteries, 
veins and capillaries serving the lungs are kno,vn as the pulmonary circulation. 

The rnajor advantages or rhe mammalian circulation are: 
• simultaneous high-pressure delivery or oxygenated blood to all regions of the body 
• oxygenated and deoxygenared blood do not mix, ensuring that oxygenated blood reaches the 

respiring tissues undiluted b)' deoxygenated blood. 

The left side of the heart pu1nps oxygenated blood co the rest of the body. The arteries, veins and 
capillaries serving the body are kno,vn as the systemic circulation. 

ln che syste1nic circularion, organs are supplied "vich blood by many arteries. These all branch fron1 the 
aorta, the main artery that takes blood a>Aray from the heart. vVithin each organ the artery divides into 
nu1nerous arterioles (s1naller arteries), and the smallest arterioles supply the capillary networks. 
Capilla1ies drain into venules (smaller veins) and venules join to fonn veins. The veins join the vena 

cava carrying blood back co the heart. The branching sequence in the circulation is, therefore: 

-aorta ➔ artery ➔ arteriole ➔ capill ary ➔ venule ➔ vein ➔ vena cava 

You can see that the -arteries and veins are often named after tbe organs they serve (Figure 133.2.22). 

For example, the blood supply co the liver is via the hepatic artery, Notice. coo, the Liver also receives 
blood directly from the small intestine via a vein called the hepatic portal vein. This brings many of 
the produces of digestion, after they have been absorbed into the capiJJaiies of the villi.. 
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Blood flows from the 

intestine to the liver 

through the hepatic 

portal vein. 'Hepatic' 

means of or relating to 

the liver, and 'portal' 

refers to blood moving 

from the capillary bed 

of one structure (in 

th is case, the small 

intestine) to supply 

the capil lary bed of 

another structure 

(the liver). 

The position of the major vessels 

~ 

The layout of the blood circulation 

head 

jugular vein 

pulmonary artery 

vena cava 

right 
atrium 

right 
ventricle 

hepatic vein 

renal vein 

upper limbs 
carotid artery 

pulmonary 
circulation 

atrium 

ventricle 

hepatic artery 

stomach/intestines 
renal artery 

kidneys 

gonads (ovaries, testes) 

systemic 
circulation 

■ Figure 83.2.22 
The humc1n blood 
circulation 

the circulatory system as shown here is simplified, e.g. limbs, 
lungs, kidneys and gonads are paired structures in the body 

lower limbs 

I In~ 

Cardiac muscle is 
covered in Chapters 
B2.3, page 268, and 
B3.3, page 327. 

♦ Pericardium: a tough 
membrane surrounding 
and containing the heart. 

♦ Atrium (plural, 
atria): upper chamber 
of the heart from which 
blood is passed to the 
ventricles. 

♦ Ventricle: lower 
chamber of the heart 
which receives blood from 
a corresponding atrium 
and from which blood 
moves into the arteries. 

83.2 Transport 

Adaptations of the mammalian heart 
for delivering blood to the arteries 

The heart as a pump 
An adult human's heart is about the size of a clenched fist. It lies in the thorax bet,veen the lungs 

and beneath the breastbone (sternu1TI). The hea1·t is a hollo\v organ ,vith a muscular \Vall that is 

contained in a tightly Htting membrane called the pericardium - a srrong, non-elastic sac that 
anchors the heart within the thorax. Most importantly, the ~vall of the heart is ,vell supplied ,vith 

oxygenaled blood from the aorta, via coronary arteries. 

Ali 111uscle tissue consists of special cells called fibres that can shorten by a half to a third of their 

length. Cardiac muscle itself consists or cylindrical branching columns of fibres, fonTiing a unique 
three-dimensional nenvork. Th.is aUo,vs contraction in three di1nensions. Each fibre has a single. nucleus 

and it appears stripe<l, or striated, under the microscope. Fibres are surrounded by a special plasma 

membrane called tbe sarcolemma, and all are very ,vell supplied by mitochondria and capillaries. 

■ The chambers of the heart 
The cavity of the heart is divided into four chambers, ,vith the chambers on the right side or the heart 

con1pletely separate from those on the lefr. The rwo upper chambers are thin-walled atria (singular, 
atrium). These receive blood into the heart. The two lovver chan1bers are thick-\,valled ventricles, ,virh 
the muscular wall or the left ventricle 1T1uch thicker than that of the right ventricle. Ho,vever, the 

volumes of the right and left sides (the quantities of blood they contain) are identical. The ventricles 

pump blood out of the heart. 



(once 't· "rio m 

The structure of 
the heart includes 
cardiac muscle, 
a pacemaker, 
atria, ventricles, 
atrioventricular and 
semilunar valves, 
the septum and 
coronary vessels. 

The heartbeat originates in a tiny pan of tl1e muscle of the ,val\ of the right atrium, called the 
pace1naker. From here, a wave of excitation (electrical impulses) spreads out across both atria. In 
response, the 1nuscle of both anial ,valls contracts si1nulcaneously. Subsequently, the elecnical impulse 
passes to the base of the ventricles, fro1n v,hich it spreads up\vards causing the ventricles to contract. 

(iroK 
Our current understanding is that emotions are the product of activity in the brain, rather than in the 
heart. Is knowledge based on science more valid than knowledge based on intuition? 

r;:::. T"" n t i n I 

Make sure you can identify the features of the mammalian heart on a diagram of the heart shown 
from the front, including cardiac muscle, pacemaker, atria, ventrtcles, atrioventricular and semflunar 
valves, septum and coronary vessels. Practise tracing the unidirectional flow of blood from named 
veins to arteries. 

6 The edges of the atrioventricular valves have non-elastic strands attached (the chordae 
tendineae (tendinous cords) or 'heart st rings'), which are anchored to the ventricle walls 
(Figure B3.2.23). Explain exactly what the strands do. 

heart viewed from the front of the body with pericardium removed heart in LS 

vena cava ---~ 
rrom head 

right ---+ 
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artery 

right -----.:--1 

pulmonary -V:C.~ 
veins 

--+------aorta 

~ ---- left pulmonary 
artery 

-=h- left pulmonary 
veins 

vena cava ----.

1 
from head 

right ----, 11 \ 

pulmonary 1i:;::.11 
artery .-'.l-11 ,.,.., , 

pacemaker 
(sinoatrial node} 

right atrium _ _,..,__ 

vena cava-
from lower 

' 

;.f!i_,.(..___aorta 

left pulmonary 
artery 

✓, . left pulmonary 
,,,- <1 veins 

---- left atriurn 

semilunar 
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r--4-- bicuspid 

coronary artery - -llr- +---....L-1" part of body valve 

coronary vein - ~ i'---1-- left ventricle 

vena cava ---+-· 
from lower 
part of body 

tricusp1d valve 

right ____ _,, 

ventricle 

tendinous chords 

-+- cardiac muscle 

■ Figure 83.2.23 The structure of the heart 

♦ Atrioventricular 
valve: heart valve that 
opens to allow the 
passage of blood into 
a ventricle; it closes to 
prevent backflow of 
blood into the atrium. 

♦ Tricuspid valve: 
atrioventricular valve on 
the right side of the heart. 

♦ Bicuspid valve: 
atrioventricular valve on 
the left side of the heart. 

■ The valves in the heart 
The valves of the heart prevent backflo,v of the blood, maintaining the direction of blood flow 

through the heart. You can see these valves in action in the diagrams in Figure B3.2.24. Notice that 

the atrioventricular valves are large valves, in a position to prevent backflo\v of blood from 

ventricles back up into the atria. The edges of these valves are supported by tendons, anchored co the 

muscle ,,.,alls of the ventricles belo,v. These tendons prevent the valves from folding back due to the 

huge pressure that develops with each hear tbeat. The atriovenrricular valves are individually named : 

on the right side is the t ricuspid valve; on the left is the bicuspid valve. 
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♦ Semilunar valve: 
half-moon shaped valve, 
preventing backflow in a 
tube (e.g. a vein) 

A different type of valve separates the ventricles from the puln1onary artery (right side) and aorta (left 
side). These are pocket-like structures called semilunar valves, rather like the valves seen in veins. 
1·hese stop bacl<CTow from the aorta and pulmonary artery into the ventricles as the ventricles relax 
betvveen heartbeats. 

In Figure B3.2.23, ,ve can see the coronary arteries. These arteries, and che capillaries chey serve, 

deliver oxygen and nutrients essential for the pumping action to rhe muscle fibres of the heart and 

they remove the waste produces. 

Atrial systole 
• Atrial walls contract -1he pressure is raised in the atria 
• Venae cavae and pulmonary veins are closed 
• Atrioventrlcular valves pushed open - blood flows into the ventricles 
• Ventricular walls are relaxed - the pressure is low in the ventricles 
• High pressure in the aorta and pulmonary arteries (due to the elastic 

and muscle fibres in their •.valls) - the semilunar valves are shut 

Heart valves allow blood flow in 
one direction only. They are 
opened and closed by 
differences in blood pressure. 
• They are opened when the 

pressure on the input side 
(caused by muscle contraction) 
exceeds that on the output side. 

• They are closed when the 
pressure on the output side 
exceeds that on the input side, 
typically caused by the 
relaxation of muscle on the 
input side 

■ Figure B3.2.24 The role of t he heart valves 

The structures of the mammalian heart enable: 

the separation of oxygenated and deoxygenated 
blood (septum separating left and right atria, left 
and right ventricles) 

continuing contraction of muscle throughout li fe, 
with muscle contracting in multiple direct ions 
(cardiac muscle) 

83.2 Transport 

Ventricular systole 
• Ventricular walls contract strongly - the pressure is raised in the ventricles 
• Atrioventricular valves are closed and semilunar valves are opened -

blood is pushed out into the aorta and the arteries are stretched 
• Atrial walls relax - the pressure falls in the atria 
• The venae cavae and pulmonary veins are open - blood flows into the atria 

I 

\ 

Diastole - atrial and ventricular 
• The muscles of the atrial and ventricular walls are 

relaxed - the pressure tn both atria and ventricles is low 
• The semilunar valves shut - there is a passive flow of 

blood frorn the veins into the atria and ventricles 

the f low of blood in one direction, from atria to 
ventricles and then from ventricles to arteries leaving 
the heart (atrioventricular valves and semilunar valves) 

supply of blood to the heart to ensure sufficient 
supply of nutrients and oxygen (coronary arteries) 

control of heart contraction (pacemaker) : cardiac 
muscle is myogenic, which means that it is self
excitable and does not require electrical impulses 
from the central nervous system. 



♦Cardiac cycle: the 
sequence of events of 
a heartbeat, by which 
blood is pumped all over 
the body. 

♦ Systole: contraction of 
heart muscle. 

♦ Diastole: relaxation of 
heart muscle. 

Stages in the cardiac cycle 
The cardiac cycle is the sequence of events of a heartbeat, by v1bich blood is pumped all over the 
body: The heart beats at an approxin1ace rate of about 60- 100 tin1es per minute, so each cardiac 
cycle is about 0.8 seconds long. This period of 'heartbeat' is divided into two stages, ,vhich are called 
systole and diastole. ln the systole stage, heart muscle contracts; during the diastole stage, he.art 
n1uscle relaxes. When the n1uscular ,valls of che chan1bers of the heart contract, the volume of the 
chambers is decreased. This increases the pressure on the blood contained there, forcing the blood 
to a region ,vhere pressure is lo,ver. Valves prevent blood fron1 flowing bacbvards to a region of low 
pressure, so blood ahvays flows in one direction through the heart. 

Look at the steps in Figure B3.2.24 and B3.2.25. You 1vill see that Figure B3.2.25 illustrates the cycle on 

the left side of the hearL only, but both sides function together, in the same \Vay, as Figure B3.2.24 

makes clear. 1-Tere is the sequence of events in the left side of the heart chat follo"v the initiation of t he 

heartbeat by the sinoarrial node (pacemaker). 

2 ventricle muscles contract 
and atrium muscles 

ventricle and 

1 atrium muscles 
contract, pushing 
blood past the 
atrioventricular valve 
tnto the ventricle 

relax, causing blood pressure 
to close the atrioventricular 
valve and open the semilunar 
valves, forcing blood into 
the aorta 

ventricular systole 
atrial diastole 

- - atrium muscles 
relax, while the 
pressure of blood 
in the aorta causes 
the semilunar valves 
to shut 

~ 3 blood flows 
1n10 the atrium 
and opens the 
atrioventricular 
valve as it starts 
to flow into the 
ventricle 'lub' 

(heart sound when 
the atrioventricular 

<°~Vvalves close)-:-::-::-::-:::-::..::._::___:_;;~-,.. 

atrial systole 

1 2 3 

stage ! t t 
atria 

ventricles 

14 

12 

10 .. semilunar 
semllunar valve 

Q. 8 closes -" valve opens -GI 
k 6 ::, 

"' bicuspid "' GI 4 k valve Q. 
closes 

bicuspid valve 
2 opens 

pressure changes 0 
in aorta, left 
ventricle and left -2 
atrium 0 0. 1 0.2 0.3 0.4 0.5 0.6 

time/s 

■ Figure B3.2.25 The cardiac cycle 

- aorta 

'dup' 
(heart sound when the 
semilunar valves close) 

atrial and 
ventricular diastole 

- left ventricle 
left atrium 

0.7 0 .8 
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We start with contraction of the atrium (atrial systole, about 0.1 s). As the ,val ls of the aniun1 
contract, blood pushes past the atrioventricular valve into the ventricles, where the contents are 
under lo\v pressure. At this tin1e, any backflo,v ofblood from the aorta (back into the ventr icle 
chamber) is prevented by the semilunar valves. Notice that backllo,v fron1 the ania into the vena 
cava and the pulmonary veins is prevented because contraction of the atrial walls seals off these 
veins. Veins also contain semilunar valves, vvhich prevent backllo\,v here too. 

Make sure you can 
interpret systolic and 
diastolic blood pressure 
measurements from 
data and graphs. Use 
question 8 to help 
practice. 

Next, the ventricle contracts (ventricular sys tole, about 0.5s). The high pressure this contraction 
generates slams shut r.he arrioventricular valve and opens the sem.ilunar valves, forcing blood into 
the aorta. A 'pulse', der.ectable in arteries all over Lhe body, is generaLed (see belo,v). Follo,ving 
contraction of the ventricle muscles, the atrium relaxes (atrial cliastole, about 0.7 s). 

This is toUo,ved by relaxation of the vennicles (ventricular diastole) . 

Each contraction of cardiac muscle is follo,.ved by relaxation. The changing pressure of blood in the 
atria, ventricles, pulmonary artery and aorta (shovvn in the graph in Figure 133.2.25) automatically 
opens and closes the valves. 

7 Examine the data on pressure 

change during the cardiac cycle 

in the graph in Figure 83.2.25. 

Deduce why: 

a pressure in the aorta is always 

significant ly higher than that 

in the atria 

b pressure falls most abruptly 

in the atrium once ventricular 

systole is underway 

c the semilunar valve in 

the aorta does not open 

immediately that ventricular 

systole commences 

d when vent ricular diastole 

commences, there is a 

significant delay before the 

bicuspid valve opens, despite 

rising pressure in the atrium 

e it is significant that about 

50% of the cardiac cycle 

consists of diastole. 

83.2 Transport 

8 Examine the graph shown in Figure 83 .2.26, then answer the 

questions below. 

a Comment on the velocity and pressure of the blood as it enters the 

aorta, compared with when it is about to re-enter the heart. 

b Deduce what aspects of the structure of the walls of arteries may be 

said to be a response to the condition of blood flow through them. 

c Explain what factors may cause the characteristic velocity of blood flow 

in the capillaries and why is this advantageous. 

velocity of blood -

blood pressure -

total cross
sectional area 
of vessels -

• arteries arterioles capillaries venules 

■ Figure 83.2.26 Changing blood velocity, blood pressure and cross
sectional area of vessels as blood circulates in the body 



♦ Sinoatrial node 
(pacemaker): structure 
found on right atrium of 
heart that is the origin of 
the myogenic heartbeat. 
♦ Atrioventricular 
node: mass of specialized 
cardiac muscle cells in the 
wall of the right atrium. 

rn T"\ +j I 

Although cardiac 
muscle fibres form 
an interconnected 
network, the network 
system of the atrial 
walls is entirely separate 
from that of the 
ventricles. The signals 
from the s1noatrial node 
cannot pass directly 
to the ventricles. This 
ensures a transmission 
delay between atria 
and ventricles. 

■ Origin and control of the heartbeat 
The heart beats rhythmically throughout life, without rest, apart from the momentary relaxation that 
occurs bet,veen each beat. \1/hile heartbeats occur naturally, without the cardiac 1nuscle needing to be 

stin1ulated by an external nerve, the alternating conu·actions of cardiac muscle of the atria and ventricles 

are controlled and coordinated precisely Only in tl1is way can tl1e heart act as an efficient pu1np. 

The positions of the snuctures within the heart that bring this about are shown in Figure B3.2.27. 

right atrium --='+fii 

atrioventricular ---1+

node 

atrioventricular __ ,..,. 
bundle (bundle of His) 

■ Figure B3.2.27 Contro l of heart rate 

The steps to control of the cardiac cycle are as follo,,vs: 

_ __,, _______ arch of aorta 

1-j~r=- right and left bundle 
'-- branches 

• The heartbeat originates in a tiny part or rhe muscle or the wall of the right atrium, called che 
sinoatrial node (SA node) or pacemaker. 

• Fro1n here, a \.Vave of excitation (electrical itnpulse.s) spreads out across both atria. 
• In response, the muscle o[both ani al ,valls contracts simultaneously (atrial systole). 

• This stin1ulus does not spread to the ventricles i1nn1ediately, due to the presence of a narro,v band 
of non-conducting fibres at the base of the atria. These block the excitation ,vave, preventing its 

conduction across to the ventricles. Instead, the stimulus is picked up by the atrioventricular 

node (AV node), situated at the base or the right arrium. 

• After a delay of O.l-0.2s, the excitation is passed fron1 the AV node via the bundles of I-lis (heart 
,nuscle chat cakes part in electrical conduction in the heart) to the base of both ventricles by tiny 

bundles or conducting fibres, knovvn as Purkinje tissue. 

• When stimulated, the ventricle muscles start to contract frorn the base of the heart up,vards 
(ventricular systole). 

• The delay that occurs, before the AV node acts as a 'relay station' for the unpulse, permits the 
emptying of the atria into the ventricles to con1pletely finish, and prevents the atria and ventricles 
from contracting simultaneously. 

• After every contraction, cardiac muscle has a period of insensitivity to stimulation, the refractory 
-period (a period of enforced non-contraction - diastole). ln this phase, the heart begins, 
passively. to refiU ,vith blood_ This period is a relatively long one in heart 111uscle. and enables the 
heart to beat throughout li[e. 

Theme B: Form and function - Organisms 



♦ Root pressure: force 
generated in the roots 
that helps to dnve water 
upwards into xylem vessels. 

unk 
Water potential is 
covered in detail 
in Chapter D2 .3, 
page 690. 

B3.2 Transport 

The heart's 01,vn rhythm, set by the SA node, is about 60-lOO beats per minute Conditions in the 
body can and do override this basic rate to increase heart perforn1ance. The action of the pacen1aker 
is modiJied according to the needs of the body. For example, pacemaker activity may be increased 
during physical activity. This occurs because increased muscle contraction causes an increased 
volume of blood LO pass back to the heart. The response rnay be more po,verful contractions \.vie hour 
an increase in heart race. Alternatively, tl1e race o[ 50- 60 beats per minute of the heart 'at rest' may 
be increased to up to 200 beats a minute in very strenuous exercise. 

There is a delay bet1,veen the arrival and passing on of a stimulus at the 1-\V node. This delay is the 
product of: 
• the cells of the AV node taking longer to becon1e excited than those of the SA node 
• the smaller diameter of the AV cells, compared with those of the SA node, slo,ving conduction 
• fewer sodium ion channels in the membranes of AV cells, and a 1nore negative resring potential 

(page 469) than in the cells of the SA node 
• fe,ver gap junctions in the intercalated discs of the cells of the AV node con1pared to the SA node. 

The result of this delay in transn1ission (of about lOOms) gives rime for the atria to contract fully, 
adding to the volume of blood delivered to the ventricles. The delay also prevents the ania and 
ventricles from contracting simultaneously. The cardiac cycle relies on the atria contracting, pushing 
blood doxvn ·into the ventricles. before the ventricles then conrracL to force blood out through the 
aorra or pulmonary artery. [f rhe atria and venrricles contracted together, rhe chambers would not fill 
properly, leading to reduced cardiac output and lovv blood pressure. 

The original discovery of the circulat,on of mammalian blood was made in Europe by experimental 
soentists William Harvey and Marcello Malpighi in the seventeenth century. Before this, much 
so-called medical knowledge was derived from the theories expressed in the writings of 
Galen, a Roman physician (Ao129-199), and on the ideas of earlier Greek writers. In what ways 
have influential individuals contributed to the development of the natural sciences as an area 
of knowledge? 

Generation of root pressure in xylem vessels 
Endodermal cells of the root contain a waterproof substance (suberin) that blocks the apoplast 
pathway, directing \Vater through the syn1plast path,vay: This ensures \Vatcr flows into the xylem and 
not out, enabling the plant to control ,vater 1novement (Figure B3.2.28). In addition to the Casparian 
strip, endoclermal cells pump salts into the xylem. This lo,vers the water potential of the xylem 
(i.e. increases solute concentration), enabling v11arer to move down a ,vater potential gradient 
(Figure 83.2.29). This creates a positive pressure potential, 1noving 1,vater and dissolved ,ninerals a 
short distance up the xylem. This is called root pressure. 

V-Then high hu,nidity prevents transpiration, or in spring before the leaves on deciduous plants have 
opened, root pressure is generated to cause \Vater movement in roocs and stems \Vhen transport in 
rhe xylem due to transpiration is insufficienL. 
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area shown in 
main diagram 

boc:'.:S~c;--- root cortex of 
parenchyma cells 

~___)fl-,-- phloem 

/1---,1::P-- xylem 
"""=~ '<.. root hair cell 

'---- endodermis 

water enters 
by osmosis 

cell wall --

root hair cell 

symplast pathway 
(through cytoplasm) 
and vacuolar pathway 
(through vacuoles) 

cortex 

water enters apoplast 
pathway (through cell wall) plasmodesmata 

allow communication 
between cells 

Key 

- symplast and vacuolar pathway 
(through cytoplasm and vacuoles) 

•···+ apoplast pathway (through cell wall) 

high water 
potential in cell 

endodermis 
I water pushed up 

xylem by root pressure 

salts 

low water potential 

xylem vessel 
mineral salts actively 
pumped in by 
endodermis 

water diverted 
into cell 

apoplast pathway 
blocked by Casparian strip 

■ Figure 83.2.28 Passage of water through the root 

(e Common 
mistake 
Dlffusion is not the 

main method of 

mineral absorption 

- active transport 

is the means by 

which minerals are 

absorbed into plant 

roots. If plants are 

able to absorb water 

by osmosis, they 

must have higher 

solute concentrations 

inside their cells than 

outside, and th is can 

only be achieved by 

active transport. 

Casparian strip 
(apoplast block) forces water 
into cytoplasm from cell wall route 

symplast and 
vacuolar pathway 

• 
... 

apoplast pathway 
(through cell wall) 

-
cortex 

water diverted 
into cell 

-----
( 

endodermis 

■ Figure 83.2.29 D evelopment of root pressure 

water pushed up 
salts xylem by root pressure 

pumped in 

water by 
osmosis 

-- lowwater 
potential 

xylem vessel 
salts actively pumped into 
xylem by endodermis; 
t his lowers water potential 
and draws in water by osmosis 

Key 

- symplast and vacuolar pathway 
(through cytoplasm and vacuoles) 

•··-~ apoplast pathway (through cell wall) 
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•• 
Phloem tissue show the 
following adaptat ions: sieve 
plates, reduced cytoplasm 
and organelles, no nucleus 
for sieve tube elements 
and presence of many 
mitochondria for companion 
cells; plasmodesmata 
between companion cells and 
sieve tube elements. 

electron micrograph in LS 

• 

• • 

.. 

Adaptations of phloem sieve tubes and 
companion cells for translocation of sap 
Phloen1 tissue consists of sieve tubes and companion cells, and is served by transfer 
cells (Figuie B3.2.30, and see also Chapter A2.2, page 79) in the leaves. Sieve tubes are 
nan·ow, elongated elements, connected end to end to form tubes. The end walls, known 
as sieve plates, are perforated by pores. The cytoplasm of a n1ature sieve tube has no 
nucleus, nor many of the other organelles of a cell. Hov1ever, each sieve tube is connected 
to a co1npanion cell by strands of cytoplasn1, called plasmodesmata, which pass through 
nan·o\v gaps (called pits) in the \valls. The companion ce11s are believed to service and 
1naintain the cytoplasn1 of the sieve tube, \vhich has lost its nucleus. 

. 

companion cell and sieve tube 
element in LS (high power) 

companion cell 

companion cell 
cytoplasm 
contains a nucleus, 
mitochondria, 
endoplasmic reticulum, 
Golgi apparatus 

• 
e 

• 

0 

sieve plate in surface view 

0 O 0 

0 0 0 0 
o O O 

ill O ,()0 0 0 0 

O O O 0 

• 0 

sieve tube element with 
end walls perforated as 
a sieve plate 

lining layer of cytoplasm 

sieve plate 
:-+1---- with small mitochondria 
• . .• .. and some endoplasmic 

ret iculum, but without 
nucleus, ribosomes or 
Golgi apparatus 

• • ••• • • • • 
phloem tissue in TS (low power) 

sieve tube elements, ~ ~~'fi 
each with a ' 
companion cell 

sieve plate - ~t: r,, 

plasmodesmata -
cytoplasmic 
connections w ith 
sieve tube 
cell cytoplasm 

• . 
• 

• 

• • . 
' 

■ Figure 83.2 .30 The structure of phloem tissue 

83.2 Transport 

,.er> t:r• 
The cell walls of the sieve tubes are rigid, which enables the hydrostatic pressure needed to achieve 
mass flow. 
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♦ Translocation: 
the movement of 
manufactured food 
(e.g. sucrose and amino 
acids) which occurs in 
the phloem tissue of the 
vascular bundles. 

♦ Source: location in 
a plant where glucose 
is produced or stored 
(cotyledons, potato 
tubers, carrots) and 
converted into sucrose for 
t ransport. 

♦ Sink: location in a 
plant where sucrose is 
transported to, either to 
be converted to glucose 
for storage as starch or 
for use 1n respiratiort 

Phloem is a living tiSS\le and has a relatively high rate of aerobic respiration during transport. ln fact, 
transport of manufactured sucrose and amino acids in the phloem is an active process, using energy 

fron1 n1etabolisrn. 

■ The process of translocation 
Translocation can be tllustralecl by exan1ining the n1ove1nent of sugar from rhe leaves. The scary 
srarts at r.he point where sugars are n1ade and accumulate within the mesophyll in the leaf. This is 
the source area. 

Sucrose is loaded into the companion cell, and from there into the phloen1 sieve tube elen1ents in 
the leaf by active transport. The accun1ulation of sugar in the sieve rube elements raises d1e solute 
potential and ,vater folio.vs the sucrose by osmosis. This creates a high hydrostatic pressure in the 

sieve tubes of the source area. 

Mean,.vhilc, in living cells else\vherc in the plant - often, but not necessarily, in the roots - sucrose 
may be converred into insoluble starch deposits. This is a sink area. As sL1c.Tose flo,,vs out o[ the sieve 
rubes here, the solute potential is lo\vered. \Narer then <liffuses out and the hydrostatic pressure 
is lo,vcred. 

Sources and sirtl<s can vary according to the time of year. For example, in annual plants storage 
organs can be sinks or sources at differenr times of d1e year. rollo,ving periods of dormancy, such as 
\Vinter, roars become sources "vhen stores of starch are mobilized and converted into sucrose to be 
rransportecl to gro\ving regions of the plant, such as the leaves (which are the sinks). 

These processes create die difference in hydrostatic pressures in source and sink areas that clrive 
1nass ilo,v in the phloem. 

9 Deduce what the presence of many mitochondria in the companion cells implies about 
the role of these cells in the movement of 'sap' in the phloem. 

The pressure-flow hypothesis 

The principle of the pressure-flow hypothesis is that the sugar solution 1101,vs down a hydrostatic 

pressure gradient. There is a high hydrostatic pressure in sieve ele1nents near rnesophyll cells in the 
light (source area), but lo,v hydrostatic pressure in elements near starch storage cells of the sren1 
and root (sink area). This 1nass [lo,v is illustrated in Figure 83.2.3] , and the annotations explain 

the steps. 

Tn this hyporhesis, the role of Lhe companion cells (living cells, with a full range of organelles in the 
cytoplasm) is to maintain conditions in the sieve Lube ele1nen1s favourable to mass now of solutes. 
Companion cells use 1nerabolic energy (f\TP) 10 do this. 
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model demonstrating pressure flow 
(A = mesophyll cell , B = starch storage cell) 

concentrated sugar solution 
(low solute potential) in 
partially permeable 
reservoir (non-elastic) 

In t his model, t he pressure flow of 
solution would continue unti l the 
concentrat,on in A and B is 
the same. 

water 

net water entry-1-_. 
by osmosis 

pressure f low in the plant 

source cell , e.g. mesophyll cell 
of leaf where sugar 1s formed 
(= A) 

Q 
water loss by evaporation .. ---H...J 

In the plant, a concentration difference between 
A and B is maintained by conversion of sugar to 
starch m cell B, vvhile light causes production of 
sugar by photosynthesis 1n A. t 

transpiration stream --------------++--t 
xylem-----------------., t 

water uptake in root hair -::;;S;:= 
D 

■ Figure 83.2.31 The pressure-flow theory of phloem transport 

A 

flow of solution 
(= phloem) 

flow of wa ter 
(= xylem) 

sunlight 

0 

B 

water or very dilute 
solution o f ions (high 
solute potential) in 
partially permeable 
reservoir (non-elastic) 

--water 

"---1--- water f low by 
hydrostatic pressure 

chloroplast (site of 
sugar manufacture by 
photosynthesis) 

__ ..,_,,_ __ high hydrostatic pressure 
due to dissolved sugar 

sucrose is actively loaded 
-tt1---- into companion cells 

(not shown) and from 
there into sieve tube 
elements 

mass flow 
along sieve tube 
element from high 
to low 
hydrostatic 
pressure zone 

low hydrostaL1c pressure 
here because sugar is 
converted to insoluble 
stard1 

The adaptations of phloem tissue ease the flow of sap and enhance loading of carbon 
compounds into phloem sieve tubes at sources and unloading of them at sinks. 

How do pressure differences contribute to the movement of materials in an organism? 
~ What processes happen in cycles at each level of biological organization? 
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• 

♦ Motile: capable 
of locomotion (whole 
organism movement). 

♦ Sessile: fixed in one 
place; immobile. 

• • • 

Although all 
. 

organisms carry 
out movements, 
some are capable 
of locomotion 
whereas others 
are immobile. Each 
group is adapted to 
its form. 

Guiding questions 

• How do muscles contract and cause movement? 
• What are the benefits to animals of having muscle tissue? 

This chapter covers the following syllabus content: 
► B3.3.1 Adaptations for movement as a universal feature of living organisms (H L only) 
► B3.3.2 Sliding filament model of muscle contraction (H L only) 
► B3.3.3 Role of the protein titin and antagonistic muscles in muscle relaxation (HL only) 
► B3.3.4 Structure and function of motor units in skeletal muscle (HL only) 
► B3.3.5 Roles of skeletons as anchorage for muscles and as levers (HL only) 
► B3.3.6 Movement at a synovial joint (HL only) 
► B3.3.7 Range of motion of a joint (HL only) 
► B3.3.8 Internal and external intercostal muscles as an example of antagonistic muscle 

action to faci litate internal body movements (HL only) 
► B3.3.9 Reasons for locomotion (HL only) 
► B3.3.10 Adaptations for swimming in marine mammals (HL only) 

Adaptations for movement in living organisms 
All organisms carry out movement: it is one of the key processes of life. Motile (or mobile) organisms 
are those that can move from place to place in search of food or reproductive n1aces, to 111igrate to 
new areas to escape extren1e cold, and so on. Sessile organisn1s are ones that are fixed to one place 
once they have established a place co live. Son1e species have a mobile and sessile life stage, for 

example coral. Sessile organis1ns are fixed in place, but they still shov-1 n1ovement of parts of the 
organism, such as cilia. 

The cheetah (Acinonyxjubatus) is the fastest animal on land and can run at up to 120km per hour 
(Figure B3.3. l). The cheetah's backbone is very flexible and is aclapcecl to ace like a spring, absorbing 
energy as che an.i1nal flexes during running, ancl converting this energy back into movement. 
The long tail acts as a balance to ensure smooth locomotion. 

Sessile organisms, such as coral, carry out move1nencs to feed. 
The polyp secretes a skeleton of calcium carbonate, v.rhich 

~,¢:..~:~• . )~~I • 

o~·~t·~ ·· ,.,_,rwl7-l¢ J:_~ •. ~:~~ ., 

renders them im1nobile. The tentacles of the coral polyp (a 
small animal) contain stinging cells (nemacocysrs) that kill 

small prey animals, then the tentacles move the prey into the 
central 1nouth of the polyp. Interestingly, the larvae of coral are 
fully mobile - they are forn1ed when eggs and spenn released 
fro1n sessile coral 1nix in sea\vater and fuse together in the 

process of lercilization. 

.. 
.. ' 
J..": '< -
1· • 

-.,. . . ? 
. • .Aul -

■ Figure B3.3.1 A cheetah (Acinonyx jubatus) in pursuit of prey 
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Another sessile animal is the barnacle. These anitnals are 
found on rocky shores and feed by fil tering sea\vacer through 
fine hairs on feather-like structures called cirri (Figure 133.3.2): 

~vhen the cirri are drawn back, the food is scraped off into the 
1t1outh. Sessile organisms can move via exten1al forces but 
are usually attached to something, which provides stability 
and security. 

■ Figure 83.3.2 Barnacles are sessile, here seen 
filtering plankton f rom the seawater 

Plants are largely sessile but also carry out 1novemenr. Plants c-an 
gro,v co,varcls stimuli, such as light, to maximize photosynthesis 
(this is kno,vn as phototropism} The Venus fly trap (Dionae.a 

1nuscipula), a carnivorous plant, feeds on insects. \¥hen an insect 
lands on the 'trap' and touches a hair on the surface a couple of 
times, it triggers a response \vhere the trap closes (Figure B3.3.3). 

Digestive enzymes are then secreted, which digest the animal. 

Link 
Phototropism is 
covered in Chapter 
C3.1, page 510. 

■ Figure 83.3.3 
A Venus fly trap 
(Dionaea muscipula) 
with captured fly 

♦ Myosin: a thick protein 
that forms (together with 
actin) the contracti le 
filaments of muscle cells; 
it can convert chemical 
energy in the form of ATP 
to mechanical energy. 

Motile organisms have many adaptations that sessile 
species do not have, such as wings, legs, flippers, fins, 
webbed feet and so on. Motile animals often have a 
streamlined body to help minimize friction with either air or 
water as they move - this 1s something that sessile species, 
in general, do not show. 

ATL 83.3A 
' 

Research one terrestrial 
and one aquatic motile 
organism . Find out about their 
adaptations for movement. 
Compare and contrast their 
respective adaptations. 

Sliding filament model of muscle contraction 
In the previous section, ,ve sa,v how movement is a feature of all organisms. Some movements are 
passive and are caused by changes in the flo,v of air and \Vater surrounding che organism. Other 
movements are active, involving muscles. The mechanism of muscle contraction is complex and will 
no,v be explored. 

In Chapter B2.3 (page 269), ,ve examined the structure of striated muscle. In this section, we will 

investigate how n1uscles contract. 

Skeletal muscle fibres are multinucleate and contain specialized endoplas1nic reticulu111. The striped 
appearance is due to an interlocking arrange111ent of t,vo types of protein fila1nents. The thick 
fi la1nents are 1nade of a protein called myosin. They are about 15nm in diameter. The longer thin 
fi la1nents are 1nade of another protein, actin. Thin filan1ents are about 7 nm in dia1ueter and are held 
together by transverse bands known as Z lines (Figure B3.3.4). Each repeating unit of the myofibril 
is, for convenience of description, refen·ed to as a sarcomere. So, ,ve can think of a 111yofibril as 
consisting of a series of sarcomeres, attached end to end. 

♦ Actin: a thin protein 
that forms (together with 
myosin) the contractile 
filaments of muscle cells; 
contains binding sites for 
the myosin heads. 

(o Top tip! 

♦ Z line: defines the 
lateral boundaries of the 
sarcomere. 
♦ Sarcomere: unit of a 
skeletal (voluntary) muscle 
fibre, between two Z lines. 

B3.3 Muscle and motility 

In skeletal muscle, fibres appear striped under a microscope, so this muscle is also known as 
striated muscle. 
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(e Common 
mistake 
Many students think 
that actin and myosin 
are produced in the 
sarcoplasmic reticulum 
(SR). However, SR is 
smooth endoplasmic 
reticulum, with no 
ribosomes associated 
with it. Nor is it 
produced in rough 
endoplasmic reticulum, 
because those proteins 
are used in the muscle 
cells rather than 
exported from thern. 
Actin and myosin are 
produced by free
f loating ribosomes 
in the cytoplasm of 
muscle cells. 

♦ Tropomyosin: a 
protein that wraps 
around actin filaments, 
blocking binding sites for 
myosin heads. 

electron micrograph of an individual sarcomere 

z line individual sarcomere 

nt 
myos,n 
(thick filame 
with 'heads ') 

I 

Z line light band 

' . 

II 

■ Figure 83.3.4 The ultrastructure of a myofibril 
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I 

dark band 

Z line 
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. . -
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I I '\ I 

light band Z hne 

When skeletal muscle contracts in response to nervous sti111ulation, actin and myosin fi laments slide 
past each other, causing shortening of the sarcomeres (Figure B3.3 5). This occurs in a series of steps, 
sometiines described as a ratchet 1nechanis1n. ATP is necessary for the contraction process. 

The shortening of the sarcomeres is possible because the thick filaments are composed of many 
myosin molecules, each ,vith a bulbous head that protrudes from the length of the myosin filament. 
Along the actin filament is a complementary series of binding sites into ,vhich the bulbous heads fir. 
When the muscle fibres are at rest, the binding sites carry blocking molecules (a protein called 
tropomyosin); so, binding and contraction are not possible at rest. 

stretched/relaxed: 

thick filament = myosin 

contracted: 

thin filament= actin 

electron 
micrograph 

interpretive 

:-----t----- drawing 

electron 
micrograph 

interpretive 

::::::::::::::::::i:::_-======-1-======::.:::c::::::::::::= drawing 

■ Figure 83.3.5 Muscle contraction of a single sarcomere 
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♦ Troponin: a protein 
to which calcium binds 
to regulate muscle 
contraction; when calcium 
binds, it triggers the 
removal of the blocking 
n1olecule, tropon1yosin. 

♦ ATPase : a comple)( of 
,ntegral prote1ns located 
,n the mitochondrial 
,nner membrane where 
it catalyses the synthesis 
of ATP from ADP and 
phosphate, driven by a 
flow of protons. 

(e Common 
mistake 

Do not confuse actin 
and myosin. Myosin is 
a thick fi lament with 
a head, whereas actin 
is a th inner filament 
without a head. 

Calcium ions play a critical part in the 111uscle ribre contraction mechanism, Logether \-Vith the 

proteins tropomyosin and t roponin. The contraction of a sarco1nere is best described in the 

[ollovving [our steps. 

1 The myofibril is stimulated to contract by the arrival of an action potential (Figure B3. 3.6), 

This Lriggers the release of calcium ions from the sarcoplasmic reticulum, to surround the actin 
molecules. Calcium ions novv react with the protein u·oponin, vvhich when activated triggers the 

removal of the blocking molecule. rropom>,osin. The bind ing sires are 110,v exposed. 

2 Each bulbous head of 1.nyosin, to which A DP and P, are attached (called a charged bulbous head), 

reacls ,vith a binding site on the actln molecule beside it. The phosphate group (P,) is dislodged 
(re111oved) fro1n the head at rJ1is moment. 

3 The ADP 1nolecule is then released from the bulbous head; this is the trigger for the rowing 
movement of the head, vvh ich tilts by an angle of about 45°, pushing the actin filament along 
At this step, the po,ver stroke, [he myofibril has been shortened (conn-action). 

4 Finally, a ne\v molecule of ATP binds to the bulbous head. The protein of the bulbous head 

includes the enzy1ne ATPase, which catalyses the bydrolysis of ATP. When this reaction occurs, 
the ADP and inorganic phosphate (P) formed remain attached , and the bulbous head is novv 

'charged' again. The charged he.ad detaches from the binding site and straightens. 

rn T l'I f-1 .. 1 

Muscles need ATP to release from a contracted state. ATP causes separation of the cross-bridges 
during muscle relaxation. The development of rigor mortis after death is an indicator that energy 
from ATP 1s directly used to break rather than make cross-bridges - muscles remain contracted after 
death because ATP is no longer available to break cross-bridges. 

(e Common mistake 

Students often write incorrect explanations for the role of calcium ions in muscle contraction. 
Calcium ions do not directly form cross-bridges between actfn and myosin filaments during muscle 
contraction, but are involved with moving the molecules blocking the myosin binding sites on actin, 
allowing cross-bridges to form. Some You Tube clips on this topic are misleading - all material taken 
from the Internet should be treated with caution! 

Muscles are involved in maintaining body posture and in subtle and delicate n1oven1ents. as ,veil as 

in vigorous or even violent actions. Consequently, nervous control of muscle contraction may cause 

relaxed muscle to contract slightly, moderately or fully, depending on the occasion. In these differing 
states o( contraction, the overall lengths of the sarcon1eres are changed accordingly. 

The relative changes in sarcomere length are illustrated diagrammatically in a single. sarcon1ere in 

Figure f\3.3.7. 
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Arrival of act ion potential at myofibril releases Ca2• ions from sarcoplasmic reticulum. 

Ca2-+ ions react w ith a protein (troponin), activating it. Activated troponin reacts with t ropomyosin at the binding sites on 
the actin molecules; the1eby exposing the binding sites. 

Each myosin molecule has a 'head' that reacts with ATP -ADP+ P
1 
which remain bound. 

myosin head -----------

cross-bridge ------------,f./ 

myosin filament 

4 cycle is repeated at a binding 
s,te further along 1he actin molecule 

® --,,,. 
3 ATP combines with 

myosin head and ,s hydrolysed 
to ADP + Pi, releasing head, and 

ATP 

allowing cross-bridge to straight-;;e;..;_n ,....,,rv--., 

power stroke 

■ Figure 83.3.6 The sliding-f ilament hypothesis of muscle contraction 

binding site exposed 

0 

1 myosin head (with ADP+ Pi) binds 
to exposed binding site on actin 
molecule, and the Pi ion is released 

ADP 

2 release of the ADP t riggers 
movement of myosin, by a 
'rowing action·, the power 
stroke. The actin filament is 
moved 

When the action potential 
ceases, Ca2• ions return 
to the sarcoplasmic reticulum, 
and binding sites become 
blocked again. 
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1 a rela><ed sarcomere 

3 moderately contracted 
sarcomere 

thin filamen t 
(actin) 

thick filament z line 
(myosin) 

111111111111111111 111111111111111111 

2 slightly contracted 
sarcomere 

4 fully contracted 
sarcomere 

111111111111111111 111111111111111111 

111111111111111111 111111111111111111 

■ Figure 83.3.7 Analysing states of contraction in striated muscle fibre 

- - - - -

Inquiry 2: Collecting and processing data 

Processing data 

Figure B3.3.8 shows a representation of part of a 
myofibril, seen at a particular stage of contraction. 
This representation is based on an interpretation of an 
electron micrograph. 

Interpret the diagram to identify the approximate state 
of contraction illustrated in the sketch of the electron 
micrograph of a myofibril. Use Figure B3.3.5 to help 
you explain your answer. 

■ Figure B3.3.8 Part of a myoflbrll at a 
particular stage of contraction 

Now sketch a similar myof ibril, fully contracted. Label 
your drawing (showing sarcomere, Z lines, light band 
and dark band). 

♦ Titin: a large 
mechanical protein in 
muscle cells; its ma1 n 
function is to act a$ a 
molecular spring ,n the 
sarcomeres. 

♦ Antagonistic 
muscle: a muscle that 
works as one of a pair: 

Striated muscle t issue takes the form of a repeating series of functional units 
(sarcomeres). By fusing cells together to form a multinuclear structure, the function of 
muscle f ibres can be achieved, i.e. to generate force and contract in order to support 
breathing, locomotion and posture (skeletal muscle), and to pump blood throughout 
the body (cardiac muscle). 

Role of the protein titin and antagonistic 
muscles in muscle relaxation 

' 

as one muscle contracts, 
the other muscle relaxes/ 
lengthens. The muscle 
that is contracting is 
called the agonist and the 
muscle that is relaxing/ 
lengthening is called the 
antagonist. 

Titin is an in1111ense protein found within the sarco1nere of striated (and cardiac) 111uscle (Figure 

B3.3.9). It is the largest protein in the body, cotnposed of son1e 27 000 amino acids. The titin protei.n 

is extended when the sarcon1eres of skeletal n1uscle are 'passively' stretched by antagonistic muscle 

contraction (i.e. contraction of the opposite muscle). For exa1nple, titin in external intercostal 

111uscles in the chest is extended and stretched \.Vhen the internal intercostal 1nuscles contract. 
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p: T fl f-inl 

When a muscle 
contracts, its 
antagonistic muscle 
stretches. The 
immense protein titin 
helps sarcomeres to 
recoil after stretching 
and also prevents 
overstretching. 

11 , k 
Neurons are covered 
in more detail 
in Chapter C2.2, 
page 467. 

♦ Nervous system: 
a complex network 
of neurons that carry 
messages to and from the 
brain and spinal cord to 
various parts of the body. 

♦ Neuron: cell within 
the nervous system that 
carries electrical impulses. 

♦ Motor neuron: nerve 
cell that carries impulses 
away from the central 
nervous system to an 
effector (e.g. muscle, 
gland). 

♦ Effector: a muscle 
or gland that acts in 
response to a stimulus. 

♦ Neuromuscular 
junction: a specialized 
synapse between a motor 
neuron nerve terminal and 
its muscle fibre, responsible 
for converting electrical 
impulses generated by 
the motor neuron into 
electrical activity in the 
muscle fibres. 

t it1n rnyosin act,n 

r r r\ 

- ._J I I L -' ~ 

r r r r\ 

-, JI I L ~ -
r r r r\ 

- JI I L -' ~ 

r r r r\ 

_,' JI I L --
■ Figure B3.3.9 Diagram showing the position of titin in the sarcomere, before stretching 

Antagonistic muscles are needed because n1uscle tissue can only exert force ,vhen it contracts. After 

being stretched. the titin recoils like a spring, shortening the sarco1nere after it is stretched. Titin is 
also used to stabilize the myosin (the thick filan,ents of the sarcon,ere - sec page J?7) anJ centre it 

between the thin actin filaments. lt also prevents overstretching of the sarcomere. Titin binds at 

several sites along its length to tbe actin filaments in the sarcomere, mainly at the edges of the Z line, 
,vhich serves an ancho1ing function . 

Research has sho,vn than in addi1ion 10 ac1 ing as a 'passive' spring, 1 he ririn protein can create 

'active' contraction by folding itself to generate force. The titin molecule undergoes unfolding

refolding changes as rhe n1uscle stretches and recoils. 

Structure and function of motor 
units in skeletal muscle 
Stimuli (a change in the environment) received by receptors travel through the nervous system via a 

series or neurons. Receptors create an electrical impulse - Lhe action potential (see Chapter C2.2, 

page 471). \vhich passes along sensory neurons via relay neurons (within the central nervous systetn 
- the brain and spinal cord) and on to motor neurons (Chapter C3.l, page •~99). Motor neurons 

connect to effectors (muscle or glands), \Vhich carry out the response to the sti1nulus. 

Motor neurons have the cell body at one end of the neuron, vvilh an axon forming Lhe suucrure 
through which the action potential passes (Figure 83.3.10). 

A neuron is surrounded by many supporting cells, one type of which, Sch"vann cells, beco1ne 

\\rrapped around the axons of motor neurons, forming a structure called a myelin sheath. 1'1yelin 

consists largely o( lipid and has high elecrrical resistance. Frequent gaps occur along a myelin sheath, 
between the individual Schwann cells. The gaps are called nodes of Ranvier. 

Srriatecl muscle fibres are supplied 1.vich nerves by a motor neuron nerve ending kno\vn as a motor 

end plate or neuromuscular junction, see Figure B3.3.ll. This is where Lhe motor neuron connects 

to a n1uscle cell and is a special type of synapse (see page 476). The chemical transn1itter substance 
that diffuses across the synaptic cleft is acetylcholine. 

When an action potential an·ives at the neuromuscular junction, calcium ions (Cai.) enter the 

motor neuron and cause synaptic vesicle exocycosis: vesicles of acecylcholine (ACh) move to 

the presynapric 1nembrane and release ACh into the neuron1uscular junction. ACh binds to 
receptors on the sarcolem1T1a (this is the plasma men1brane of the muscle fibre). This triggers the 

release of calcium ions from the sarcoplasmic reticulum into the cytoplasm around the myofibrils 

(rigure 83.3.11). These calcium ions then remove che blocking molecules on the binding sices of 
actin ttlaments (see above). This starts Lhe sarcon1ere contraction process. When action potentials 

stop arriving at the muscle fibres, calcium ions return to the sarcoplasn1ic reticulum and the binding 

sites are again covered by blocking molecules. 
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motor neuron 

dendrites cell body nucleus 

0 

myelin sheath of nerve fibre 
formed by Schwann cell 

axon 

myelin sheath node of Ranvier 

._:~ motor 
~ end 

plates 

junction between two sheath 
cells = node of Ranvier 

wrapping itself around the ---~',:---------i-----------:_:;,~,---------~ 
fibre 

■ Figure B3.3.10 A motor neuron 

mitochondrion 

vesicle 

synaptic deft l 
postsynapt1c 

membrane 

■ Figure B3.3.11 The neuromuscular j unction 

axon 

presynaptic membrane 

sarcolemma 

sarcoplasm 
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♦ Endoskeleton: an 
internal skeleton, such as 
the bony or cartilaginous 
skeleton of vertebrates. 

♦ Exoskeleton: skeleton 
secreted external to the 
epidermis of the body. 

♦ Chitin; a modified 
structural polysaccharide 
that contains nitrogen, 
used in the exoskeleton of 
insects. 

1 Distinguish 

between an 
endoskeleton and 
an exoskeleton. 

Some animals 
have exoskeletons, 
which surround the 
body and form an 
impervious outer 
shell, whereas 
others have an 
endoskeleton 
within the body. 
Both systems allow 
muscle attachment, 
contraction and 
movement. 

Roles of skeletons as anchorage 
for muscles and as levers 
Loco1norion - the movement of \vhole organisms - i.s rhe result of the interactions or nervous, 
rnuscular and skeletal systems. 

Bones support and partially protect the body parts. They also articulate \vith other bones at 
n1oveable joints and provide anchorage for the n1uscles. ln n1a1mnals, the skeleton consists o( the 
axial skeleton (skull and vertebral colu1nn) and the appendicular skeleton (limb girdles and limbs). 

The endoskeleton - vertebrates 
Vertebrates have an endoskeleton. This is an internal support structure to ,vhich muscles are attached 
via tendons. 'Endo' means 'inside', because the structure lies within the body. l\1ost vertebrates have 

a skeleton made from bone, although in some fish (e.g. sharks) it is made from cartilage. 

■ The exoskeleton of arthropods 
The body and limbs of arLhropods (for example, insects) are covered by a cough external skeleton, or 
exoskeleton, \vith a r\exible 1nembrane bet\veen the body segments and in the joints of the limbs. 
The n1uscles for n1ovement are attached to the inside of the skeleton. The arthropod's legs are a 
series of hollo\v cylinders made fron1 chitin (a modified polysaccha1ide that contains nitrogen), held 

together by joints. Across the joints are attached muscles in antagonistic pairs. 

Figure B3.3.12 compares ho,v exoskeletons and bones provide anchorage for n1uscles and act as 

levers to bring about movement in insects (an example of an arthropod group) and in mammals. 

Insects are arthropods - with an external skeleton and jointed limbs. 

lnsec~ 
in section 

Movement by 
contraction of 
antagonistic pairs 
of muscles 
- insect compared 
with mammal 

shoulder 
blade 

antagonistic 
muscle pairs humerus 

limb 

pliable 
h,nge 

Key: 
muscle a - movement a' 
muscle b - movement b' 

hard 
exoskeleton 

The cont rolled movement of a limb in any direction depends on the 
balance of opposing contraction of antagonistic pai rs of muscles. 

■ Figure B3.3.12 Limb movement - in insects and mammals 
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(e Common 
mistake 

Students are often 
unaware that muscles 
only do work when 
they contract. Muscles 
can only contract 
and relax, so work in 
so-called antagonistic 
muscle pairs. They 
cannot actively extend 
or lengthen - extension 
happens as the result 
of contraction of the 
antagonistic muscle. 

♦ 5ynovial joint: Joint 
where a very thin layer 
of viscous synovial fluid 
separates and lubricates 
the t,vo cartilage-covered 
bone surfaces. 
♦ Synovial fluid: 
lubricates the joint, 
nourishes the cartilage 
and removes any 
(harmful) detritus 
from worn bone and 
cartilage surfaces. 

I II I 

Collagen is covered in 
detail in Chapter B1 .2, 
page 219, 

2 Distinguish 
between: 
a bone and 

cartilage 
b ligament and 

tendon. 

You are not requ1red to 
name the muscles and 
ligaments of the hip 
Joint, but you should 
be able to name the 
femur and pelvis. 
Use Figure B3.3.14 to 
help you. 

B3.3 Muscle and motility 

load 

load 

effort fulcrum 

effort t 
biceps (flexor---i•, 
muscle of 
upper arm) '!i' 

J 

fulcrum is the 
elbow joint 

■ Figure B3.3.13 A lever system in t he body 

Bones, joints and muscles 
as levers 

'vVe use machines to apply forces to objects in 
the ,vorld about us. A simple, commonly used 
machine is the lever. The skeleton of an animal, 
together ,vith the muscles attached across the 

joints, functions as a system of levers. Each 
joint acts as a pivot point or fulcrum. The force 
applied (when the 111uscle contracts) is called 
the effort. The load, or force to be overco1ne, is 
kno\vn as the resistance. The further a\vay fron1 

the fulcrum the effort is applied, the greater 
the leverage; that is. the sn1aller the force that 
is required to raise the load. Figure B3.3.13 

shows tl1e arn1 as an exa1nple of a lever system 
in the body. 

Movement at a synovial joint 
Moveable joints in the body are of different types, but they all pem,it controlled n1oven1ents. 
They are known as synovial joints because a thick, viscous fluid - the synovial fluid - is secreted 
and retained in the joint for lubrication. We will consider the hip joint as a synovial joint exan1ple. 

At rhe hip is a ball-and-sockec joint. Tn this r.ype of joinc, the ball-like surface of one bone (the head 
of the femur of the upper leg in this example) fi rs into a cup-like depression on another bone (here 
the pelvis) - see Figure B3.3.14. Muscles ber\veen the pelvis and the femur allow movement of the 
leg in chree planes (see Figure B3.3.15 for more details). Tendons (fibrous connective tissue) attach 
the 1nuscles to the bones, ,vhile cartilage, a flexible connective tissue, cushions the ends of bones ac 
the joints. ft has a smooth, shiny surface to reduce friction and is made of collagen - therefore it has 
ver)' high tensile strength. ligaments (also a fibrous connective tissue) connect bones to other 
bones, and also help ro suppon internal organs. 

Range of motion of a joint 
There are contrasting degrees of movement at knee and hip joints, and at c.he shoulder and elbo,v. 
This is because of a fundamental difference in the cypes of joints involved (Figure B3.3.15 and 
Table B3.3.1) 

We have already seen that the hip is a ball-and-socket joint. The shoulder is a sin1ilar type of joint. 
This type of joint pern1its the widest range of n1oven1ent, in all three pla1Jes. This type of moven1ent 
is desc1ibed as circumduction. 

The knee and elbov.1 are hit1ge joints, which restrict 111ovemenL to one plane. This is because of 
the shape of the surface of che joinL at \vhich the ends of che bones meer and Lhe position of the 
ligaments that hold the bones together. Movements at rhe elbo,v and knee are described as flexions 
and extensions. 
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-0 
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ligament -0 
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J 
tendon 

f 
femur 

ball socket synovial fluid 

■ Figure B3.3.14 Hip jo int: a) f ront view, b) muscle attachments 

3 Sketch a diagram 
of a ball-and
socket joint and 
compare it to a 
hinge joint State 
examples of both 
type of joint. 

Different types 
of joints have 
different functions 
(Table B3.3.1). The 
form of the joint 
determines its 
function, e.g. range 
of movement. 

Here, movements occur at joints where a cavity filled w ith fluid (synovial fluid) separates 
the articulating surfaces. 

ball-and-socket joints occur at shoulder 
(and hip) and allow movement in three planes; 
in contrast with the hip, the ball-and-socket joint 
at the shoulder has a shallo~v socket and is easily 
dislocated 

ball-and-socket joint 

movement: --------

hinge joints occur at elbow (and knee) 
here movement is restricted to one plane by the 
shape of the articulating surfaces and by the 

----- - ~ ligaments that hold the bones together 

movement: 

extension 

I 
I 
I 

I 
I 
I 
I 

' 
■ Figure B3.3.15 Movement at shoulder and e lbow joints 

hinge joint 

I(, 

~ ~-

) 
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1-he range in motion of a joint can be compared in a nu1nber of dimensions, Look at Table 83.3. l , 

,vhich compares the range of motion o[ different joints. 

■ Table B3.3.1 Movement of shoulder and elbow joints compared 

Comparison Shoulder joint Elbow joint 

Type of joint synovial - ball and socket synovial - hinge 

Articulating bones shoulder blade and humerus (head) humerus, radius and ulna 

Articulating surface(s) between shoulder blade and humerus between humerus and radius and ulna 

Range of motion circumduction flexion and extension 

A goniometer has t\VO 'arms' that are hinge<l together - one ann is stationary 
and the other 1novable. Each is positioned at specific points on the body 
,vith the centre of the goniometer aligned at the joint of interest. 1'tarks 
on the hinge allovv the range of move1nent to be recorded accurately 
(Figure B3.3.16) 

Apps are available for mobile phones chat act as goniomecers. These use the 

accelerometer and gyroscopic technology of the smartphone to measure 

changes in the position of the phone. Once the app is opened, the phone can 

be put in the position of the pare of body being measured. and moved through 

its available range of motion for the joint in question. 

■ Figure B3.3.16 A goniometer being used 
to measure a joint's range of motion 

Photographs can also be used to n1easure changes of angle of linlbs around a 

joint. Computer analysis of the in1ages can be undertaken. 

Tool 2: Technology 

Carrying out image analysis 

Download a goniometer app on to your smartphone 
(e.g. https://apps.apple.com/us/app/goniometer-plus/ 
id1081939665) 

an.d then select 'get reading'. The smartphone will 
record the degree of motion around the joint. 

Compare the movement of different joints, for example 
the hip, shoulder, knee and wrist. Can you relate these 
differences to the structure, form and function of each 
joint? Create a table to compare the different joints 
(using Table B3.3.1 as a template). 

First, select the joint you want to investigate. Place your 
device against the limb that will be moving and select 
'Set 0°' to establish a relative 0°. Rotate the limb to the 
natural maximum extent (be careful, don't overextend) 

B3.3 Muscle and motility 

Internal and external intercostal muscles as 
an example of antagonistic muscle action 
lntercostal muscles are involved with che ventilation of the lungs (page 276). There are t\VO groups 

of inr.ercostal muscles, internal and external, \Vhich ~•ork antagonislically (see Figures B3. 1.5, 

page 280 and BJ.3.17). The internal intercostal muscles attach ro the internal surface of the ribs and 

rhe external incercostal muscles attach r.o rhe outer surface of rhe ribs. The muscles ,vork as follo\vs: 

• external intercostal muscles contract to pull the ribs up and ouL 

0 this increases the volume of the thorax and reduces r.he pressure, forcing air into the lungs 

• internal intercosral muscles contract to pull the ribs down and in 

O this decreases the volume of the thorax and increases the pressure, forcing air out of che lungs. 



The different orientations of muscle fibres in the internal and exte111al layers of intercostal 1nuscles 
(look carefully at the cut out in Figure 83.3.17) n1ean that they move the ribcage in opposite 
directions. 'Alhen one layer contracts it screeches the ocher, stoting potential energy in the sarcomere 
protein titin (see Figure B3.3.9). 

Intercostal muscles are generally not used in shallow breathing - the diaphragm contracts and 
relaxes to move air into and out from the lungs in these instances. The intercostal muscles are used 
during more vigorous exercise, when greater volumes of air (and therefore oxygen) are dra,vn into the 

lungs for increased levels of respiration. 

external 
intercostal 
muscle 

internal 
intercostal 
muscle 

■ Figure B3.3.17 External and internal intercostal muscles work antagonistically to vent i late t he lungs 

Reasons for locomotion 
There are a variety of reasons for locomotion. These include: 
• foraging for food - all animals must forage for food . Figure B3.3.18a shO\VS a blackbird (Turdus 

1nerula) feeding on an earthworm. lnsects and other invertebrates do1ninate their diet in spring 
and sun1mer, while seeds and berries are 1nore i 1nportant in the colder autumn and \.vinter 

Ill""'!~ ~ months ,.vhen invertebrates are less abundant. 

. ' -· ~ ·~ . l, 
• r . , fj 
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• escaping from danger - such as prey animals escaping from predators, for example a sno,vshoe 
hare running from a lynx as in Figure B3.3. l.Sb . 

• searching for a mate - most great apes, such as gorillas and chirnpanzees, live in groups. 
Orangutans (Figure 3.318c), in contrast, are solitary ani n1als and spend most of their life 
on their O\VD when adults. This is because their diet is primarily fru it, \Vhich is not fou nd in 
sufficient quantities co support big groups. Orangutans only meet up 1vith others of the species 
to reproduce, often travelling large distances through the forest to find a 111ate. 

• migration - many animals leave an area \Vhere they spend spring and summer to escape the 
colder \vinter months. For example, many species of whale undertake some of the longest 
migrations on Earth, often s,vimming many thousands of miles, over several months, so they can 
breed in the ,.varmer \Vaters of the tropics (Figure B3.3.l 8d) 

■ Figure B3.3.18 Locomotion in animals: a) a blackbird (Turdus merula) feeding on an earthworm, 
b) a lynx chasing a snowshoe hare, c) an orangutan in a t ree, d) a humpback w hale mother with her calf 
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Aquatic marine 
mammals are 
adapted for 
swimming. Their 
streamlined shape 
ensures they can 
move swiftly 
through the aquatic 
environment, and 
limbs are modified 
to propel the animal 
through water. 

Adaptations for swimming in marine mammals 
Marine n1am1nals include seals, sea lions, dugongs, manatees and cetaceans (dolphins, porpoises 

and ,vhales - see Figure 133.3.lSd). The aquatic 1nedium they live in is n1uch denser than air, so 

they need specific adaptations to move efficiently through \vater. Body fotn1s that are suitable for 
life on land offer too much resistance in ,vater (such as hands and feet) or are an obstruction to 

t11ovement (such as flat parts of the body, e.g. the front of the thorax and pelvis). The streamlined, 

hydrodynat11ic shape of 111atine man1mals reduces the friction (or drag) of ,vater over the body, 

enabling then1 to n1ove n1ore easily. 

Some marine mammals are fully aquar.ic (they live in ,vater all the time, e.g. ,vhales) whereas others 

are semi-aquar.ic, living in borh \Vater and on land (e.g. seals and sea lions) This influences their 

adaptations. For example, sea lions and seals have different types of tails to dugongs, manatees 

and cetaceans. 

Front limbs have n1odified pentadactyl limbs to form flippers (pectoral fins), which have a large 

surface area but a streamlined shape to direct body movement. The pelvic bone, which in land 

mammals has attachments for legs, is n1uch reduced in 1narine mammals and rear lin1bs are lacking. 
Rear limbs ,vould hinder movement through the water. The tail is modified into a fluke (caudal fin) 

,vhich moves up and do"vn through muscular movements to propel the anin1al through the ,vater 
(figure B3.3.18d). 

(e Common mistake 
Because they are of similar size and shape, marine mammals such as whales are sometimes 
confused with large fish such as sharks. One anatomical difference is that shark tails move side to 
side, a different movement from marine mammal flukes, which go up and down. 

Other features chat ,voulcl h inder movement through water are also generally lacking, such as 

external ears (although semi-aquatic mamn,als such as sea lions do have external ears to help locate 

prey on land) and external reproductive organs. The necks or these ani n1als are short and relatively 

i1nmobile to enable rast, muscular s,vimm ing. 

Nlarine mammals have specialized skin. The inner-most layer 
of this skin is a layer of blubber (see Chapter Al.1, page 10). 

The blubber covers bone that ,vould othenvise stick up from 

the body and ensures that the skin's surface is streamlined. 

The outer skin layer also improves hydrodynamics by 

continually exuding oil droplets and shedding epithelial cells. 

The continual shedding or cells ensures that dead skin does 

not build up on the surface of the body and impede movement 

by increasing drag. Oil helps to lubricate the skin, allowing the 

"''ater to pass over it more smoothly. 

■ Figure B3.3.19 An orca off the coast of 
Alaska, exhaling through its blowhole 

Cetaceans (whales and dolphins) have adaptations to allow 

periodic breathing bet\veen dives. Their nostrils (blo,vholes) 

are located at the top of the head, ~vhich allows them to 

breathe quickly and easily when they surface (figure B3.3.19). 
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Being 1na1nrnals, they have lungs and so (unlike fish) cannot carry out ventilation ,vhile under water. 
This LTJeans that they rnust take a breath before diving and then close the air,vay to ensure that ,vacer 
does not enter. When the ani1Tial surfaces, it opens its blo,vhole and expels air from its lungs, then 
inhaling quickly before closing the blo,vhole once more before diving. The blo,vhole remains closed 
~ 1hile the ani1nal is under,vater. Other 1narine ma1nmals, such as seals and sea lions, do not have 
these adaptations as they can come up on land so do not need blo,vholes. 

ATL 83.38 

Research the evolution of marine animals, focusing in particular on cetaceans that evolved from 
land animals to marine mammals. What were the form and function of the land-based ancestors 
of marine species? 

Marine mammals have a residual pelvic bone. What do residual structures indicate about the 
evolutionary origin of species? 

LINKING QUESTIONS 

What are the advantages and disadvantages of dispersal of offspring from their parents? 
In what ways does locomotion contribute to evolution within living organisms? 

Theme B: Form and function - Organisms 



♦ Habitat; the place 
1n which a community, 
species, population or 
organism lives. 

1nl 
For more information 
on species and 
populations, see 
Chapter A3.1, 
page 107; for 
communities see 
Chapter C4.1, 
page 562; for niches 
see Chapter B4.2, 
page 363. 

' 

Guiding questions 

• How are adaptations and habitats of species related? 

• What causes the similarities between ecosystems within a terrestrial biome? 

This chapter covers the fo llowing syllabus content: 
► B4.1.1 Habitat as the place in which a community, species, population or organism lives 
► B4.1 .2 Adaptations of organisms to the abiotic environment of their habitat 
► B4.1.3 Abiotic variables affecting species distribution 
► B4.1.4 Range of tolerance of a limiting factor 
► B4.1.5 Conditions required for coral reef formation 
► B4.1.6 Abiotic factors as the determinants of terrestrial biome distribution 
► B4.1.7 Biomes as groups of ecosystems with similar communities due to similar abiotic 

conditions and convergent evolution 
► B4.1.8 Adaptations to life in hot deserts and tropical rainforest 

Note: There is no higher-level only content in 84.1. 

Habitats 
The smallest biological unit that an ecologist tends co study is the species. A species is a group of 

organis1ns that can potentially interbreed to produce fertile offspring. Where a species lives is called 
its habitat. and a complete description of a species' ecology (,vhere, vvhen and hovv it lives) is called 

its niche. 

As already discussed, a population is defined as a group of individuals of the same species, and a 
co1umunity is defined as all the populations of different species living together and interacting ,~rith 
each other. 

Communities form the biotic (living) pare of an ecosystem, while the abiotic components (such as 

rocks, water, light and air) comprise the non-living pare, ,vith an ecosystem being formed by rhe 

interaction bet\veen communities and their abiotic environment. The environment can be defined 

as the exr.ernal surroundings that act on an organism, population or community, influencing survival 

and development. Life can be seen as organized \vithin a hierarchy, from species comprised of many 

individuals chat form populations, populations that interact with ocher species' populations to form 

communities, and communities that interact ivich rhe abiotic environment to form ecosystems. 

(e Common mistake 
Make sure you carefully learn the definitions of the terms 'species', 'population' and 'community'. 

Students often incorrectly use these words interchangeably. Each word has a precise ecological 

meaning that you need to know and use correctly. 
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♦ Microhabitat: a 
small-scale habitat 
that differs in abiotic 
and biotic factors from 
the surrounding, more 
extensive habitat. 

1 Define the term 
habitat. 

♦ Xerophyte: a group 
of plants that survive 
in dry areas by having 
features that prevent 
water loss. 

.,.. 

-

Microhabitat 
Within any ecosyste1n, organis1ns are norn1ally found in a particular part or habitat. The habitat is 
the locality in v.rhich an organisn1 occurs. So, for example, ,vithin a woodland, the tree canopy is the 

habitat of so1ne species of insects and birds, while other organisn1s occur in the soil. Within a lake, 

habitats might include a reed swamp and open ,vater. lf the occupied area is extre1nely s1nall, we call 

it a microhabitat. The insects that inhabit the crevices in the bark of a n·ee are in their own 

micro habitat. Conditions in a microhabitat are likely to be very different from conditions in the 

surrounding habitat. 

fO Toi, tip1 

A description of the habitat of a species can include both geographical and physical locations, and 
the type of ecosystem. For example, the habitat of an orangutan is the rainforests of South East 
Asia, on the islands of Borneo and Sumatra, with a habitat that is largely arboreal (i.e. they live 
above ground and forage in tree canopies). 

Adaptations of organisms to the abiotic 
environment of their habitat 

Grass species adapted to sand dunes 
Marram grass (Ammophila arenaria, Figure B4.l.1) is a species found in coastal sand dune areas in 

Europe and \Vestern Asia. 

Marram grass is a xerophyte (xero n1eaning dry, phyte meaning plant), ,vhich is a plant adapted and 
able to survive in an environment ,vith little available ,vater or moisture. Plants with xerophytic 

adaptations are not confined to hot, dry deserts but also: 

• cold regions due to frozen water (i.e. \\rater is not available to plants) 

• ,Yindy, exposed areas (such as sand dunes). 

. ,.. ... 

In windy or hot environ1nents, plants are susceptible to 

increased \Yater loss, either due to increased evaporation (due 

to warrner te1nperatures) or differences in \vater concentration 

benveen the leaf tissue and air (dry air has a reduced water 

concentration, as do windy areas). Species that live in such areas 

therefore need to be adapted to these abiotic conditions. 

Marram grass has a rolled lea[ (Figure B4.12) rather than 

the usual flat leaves that grasses have. By rolling the leaf, the 

stomata are on the inside of the rolled structure. The inside 

air of the leaf is humjd because ,Yater vapour that has diffused 

through stomata cannot easily escape the rolled leaf, so their ai.r 

becomes saturated 1vith \Yater. The stomata are protected from 

~vind and other air movemencs. The humid air means that the 

■ Figure B4.1.1 Marram grass g rowing 
on sand dunes in a coast al a rea 

1Yater concentration gradient between the mesophyll tissue and 

the air space is reduced, meaning that the rate o[ evaporation 

of ,vacer is lo1vered. The inner epidermis is folded and hairy to 

trap \~1ater vapour. The hairs limit air movement, again limiling 

evaporative loss o[ 1vater from the stomata . 
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a 

enclosed 
air space 

hairs 

The outer epidermis (outer circle) o[ the marram grass leaf consists of a layer o[ thick cuticle and 

layers o [ cells with thick cell walls, to prevent \vater loss fro1n the outside of the leaf. 

epidermis 

vascular 
bundle 
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■ Figure B4.1.2 a) Light micrograph of a cross-section of a blade of marram grass (Ammophila arenaria); b) magnified 
section of a marram grass blade to show details of xerophytic adaptations - a layer of thick cuticle and layers of 
cells with thick cel l wal ls in the epidermis, and the inner epidermis is fo lded and hairy to t rap water vapour 

2 Create a table 
to outline the 
structural features 
of marram grass to 
prevent water loss 

and the effects of 
those features. 

The form of an 
organism adapts it 
to abiot ic variables 
in its environment , 
for example, the 
rol led leaf of a 
marram grass 
helps reduce water 
loss in an arid 
environment, and 
aerial roots help 
mangrove trees 
grow where the 
ground is unstable 
and oxygen is 
limited. 

Tree species adapted to mangrove swamps 
Mangrove swamps (Figures B4.1.3 and B41.4) are found in tropical coastal areas, 1\1here the average 

rainfall is generally over 1500 mmyr- 1 and insolation (the amount of solar radiation received on a 

given surface in a given time period) is constant throughout year. Mangrove trees gro\.V in a saline 

and oxygen-deficient environment. This harsh environment limits productivity compared \.Vith ocher 

tropical ecosystems, although it is still high. Mangroves provide food, habitats and nursery sites for 
. . many aquauc species. 

Trees that grov.r in mangrove s,vamps are exposed to saline (salty) conditions. The roots can be 

submerged under \Vater and so have less access to oxygen than trees that grow in well-aerated soils. 

Aerial roots allow mangroves to absorb oxygen directly fro1n the air and to survive ,vhen the forest 

floods ,vith salt \vater. The roots of mangroves also allow the trees to gro,v in areas \vhere the ground 

is unstable - the stilt-like roots give the trees stability (Figure B4.1.3). 

Some genera of mangrove tree, includingAvice1111ia, Lagunculalia and 501111eratia, gro1v specialized 

roots called pneumatophores: these roots emerge vertically from the ground (Figure B41.4). 

Pneumatophores ace like snorkels ,vhen the forest is flooded and have pores (lenticels) that cover 

their surface ,vhere oxygen absorption occurs. The lenticels contain substances that are hydrophobic 

and so, when submerged, ,vater cannot flood che root. 

■ Figure B4.1.3 Aerial roots of 
mangrove in Thailand 

■ Figure B4.1.4 Mangrove pneumatophores 
in the Sundarbans, India 
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Mangroves trees live in a variety o[ salty environ rnents, vvith soils that range from 60- 65 parts per 
thousand (ppt) of NaCl, vvhere red 1nangroves (Rhizophora stylosa) occur, to 90 ppt salinities, vvhere 
black (Avicennia gerrni11ans) and ,vhite (Laguncularia rucemosa) mangroves are found. Mangrove trees 
have adaptations to lim it access of salt and to re1nove it once present in the plant. Other plants do 
not have these adaptations, ,vhich gives 1nangrove trees a competitive advantage in these extre1ne 
habitats. Root men1branes prevent salt from entering vvhile allo,ving the vvater to pass through. The 
reel mangrove is an example of a salt-excluding species. Other species excrete salt through glands on 
their leaves. Black and ,vhite 1nangroves are both salt excreters. 

3 Oleander (Nerium oleander), an ornamental flowering 
plant, is a common xerophyte seen in Singapore 
(Figure B4.15a) This plant originates from the 
Mediterranean; it is found around stream beds where 
it can endure long seasons of drought followed by 
winter rain. 

Use your knowledge of plant structure and function, 
and the information in Figure B4.1.Sb, to predict and 
explain four likely characteristics (adaptations) of an 
oleander plant. 

b 

upper epidermis ---+
(mu ltilayered) 

bundle sheath 
xylem 

~ =1-=-1--- phloem 

sunken stoma 

■ Figure B4.1.5 a) Oleander plants (Nerium oleander); b) leaf sect ion through an oleander plant 

♦ Limiting factor: 
any variable that slows 
I ife processes or stops a 
population from growing. 

♦ Biotic factor: a living 
part of an ecosystem (i.e. 
part of the community) 
that can influence an 
organism or ecosystem. 

♦ Abiotic factor: a 
non-living, physical factor 
that can influence an 
organism or ecosystem, 
e.g. temperature, 
sunlight, pH, salinity or 
preci pttation. 

Abiotic variables affecting species distribution 
Limiting factors are the components of an ecosystem, either biotic or abioric, that li1nit the 
disn·ibution or numbers of a population. Limiting biotic factors include interactions bet,veen 
organisn1s, such as co111petition or predation, ,vhile limiting a biotic factors include physical 
components of the environment, such as ten1perature, salinity, pH, oxygen, carbon dioxide, light, 
hydrostatic pressure, ,.vater cun·ent, wind velocity, substratun1 type (layer of rock or soil beneath the 
surface of the ground), rainfall amount and humidity. 

Animals and plants are affected by silnilar limiting factors (usually biotic ones such as competition -
see page 557) and ones they do not have in common (usually abiotic ones). l imiting factors in plants 
include light, water, nutrients, carbon dioxide and temperature. In animals, limiting factors include 
[ood, space, mates and ,vater. 'Limiting factor' does not only mean a factor chat limits growr.h, 
development, reproduction or activity of a population by its deficiency- i1· may also be a limiting 
factor if it is in excess. 

The concept of tolerance suggests that there are levels of environmental factors beyond which a 
population cannot survive. lt also suggests that there is an optin1um range of these environn1ental 
factors ,vithin ,vhich species can exist and thrive. Adaptations of a species give it a range of tolerance. 
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♦ Limits of tolerance: 
the upper (i.e. critical 
maximum) and lower (i.e. 
critical minimum) limits 
to the range of particular 
environmental factors 
(e.g. light, temperature, 
availability of water) 
within which an organisrn 
can survive. 

♦ Range of tolerance: 
range between critical 
minimal and critical 
maximum limits of 
environmental factors 
affecting an organism. 

fn Tnn 1nl 

Tolerance ranges are 
not necessarily fixed. 
They can change 
as seasons change, 
as environmental 
conditions change or 
as the life stage of the 
organism changes. 

4 List three abiotic 
variables that 
af feet species 
distribut ion. 

Zones of stress and limits to tolerance 

The law of tolerance was developed by American zoologist Victor Ernest Shelford in 1911. The law 
states that an organism or population has certain minimum, maximum and optimum environmental 
factors that determine success (meaning their survival). The model al lowed complex systems to be 
simplified as a diagram (for example, Figure B4.1.6). The distribution of a species can be plotted 
on a graph, showing zones of stress and limits of tolerance. They are models that at tempt to 
reflect the real world. However, without complete data for a given species, such models remain 
generalized representations of reality. They are usually shown as bell-shaped curves even though, in 
reality, the distribution of many species may be skewed towards one preferred area of tolerance. 

The critical ntini111al and critical 111axiiuu111 lin1its are a species' or population's limits of 

tolerance. The range of tolerance is the range between c1i tical n1ini1nal and critical n1axin1um 

li1nits of cnvironn1ental factors affecting an organis1n. The disnibution of a species can be plotted on 
a graph as shown in Figure B4.l .6 belo,v, ,vhich represents the frequency at which individuals of the 

species are found under a range of environmental factors. 
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■ Figure B4.1.6 Graph showing zones of stress and limits of tolerance model 

upper limit of 
tolerance 

high 

The optimu1n zone of tolerance - the central portion of the curve in Figure B4.1.6-has conditions 

LhaL favour 1naximum fitness (that is, reproductive success, in Lerms of numbers of offsp1ing that 

also have reproductive success), growth , abundance and survival. At either side of the optimal zone 

are the zones of stress, where fe\'ler individuals occur and survival is lower. Organjsms are unable Lo 

reproduce in zones of scress. Beyond the critical minimtnn and critical maximum limits o[ 

environmental factors, the organisms cannot occur- these are known as the zones of intolerance. 

Tolerance liniits exist for all important environmental factors. For some species, one factor may be 

most imporranL in regulating a species' distribution and abundance, but, ln general, many factors 

interact to affecL species clisLribuLion. 
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■ Figure B4.1.7 The Pompeii worm 
(Alvine/la pompejana) 

Thermal limits of the Pompeii worm 

The Pompeii \VOrm (Alvine/la pon1pejana) lives in one of the hottest 
environments on Earth - deep sea hydrothermal vents (Figure B4.l.7). They 

colonize black smoker "valls (vent chi1nneys e>-.1>elling super-heated fluids that 
have a high concenrraLion of metal ions). They are believed to be one of the 
most heat-tolerant ani1nals on Earth. These vvorms can reach up to 13 c1n in 

length and are pale grey "vith reel , tentacle-like gills on their heads. They live 

in tubes that they make to protect their bodies fron1 excessive heat. Because 
they live at a deep distance belo\v the surface of the water (25001n) and at 

very high pressures (15MPa). live specimens have been cufficult to study and 
so their heat tolerance lin1its have re1nained contentious. 

A research study removed vvorms from deep sea vents and used a special 
pressure chamber (isobaric san1pling device) to transport them to surface 

aquaria that were also kept under high pressure. The animals ,vere subjected 
to three different thermal regimes: a constant mild 20°C-exposure, and tvvo 

hear exposures at 42 °C and 55 °C, followed by a 3-hour recovery period at 
20°(. The heat exposures lasted about 2 hours. Cells were removed from 

the anin1als following heat treannent to establish the an1ount of cell death. 
The survival of all the animals was established by observing movements, just before sampling their 
body fluid for cells. As \veil as the observation of vital life signs and cell survivorship, mRNA ,vas 

extracted fro111 the gills and tested [or gene transcripts of the hsp70 stress gene; hsp70 proteins are 
kno,vn to be activated in response to environmental su·esses, such as temperature. The results of the 

experin1ent are shown in Figure B4.l.8. 
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■ Figure B4.1.8 a) Survival of Pompeii worms under different temperatures, b) percent 
death of cells (coelomocytes - phagocytic white blood cells that appear in the bodies 
of animals that have a coelom) that circulate within t he body fluid of Pompeii worms, 
and c) activation of hsp70 gene compared to normal unt reated animals 

0 42 C ' 0 55 C ' 

Look at the data carefully. What do the results tell you about the optimal range, lo\ver lin1it of tolerance 

ancl upper limit of tolerance of the Pompeii worm? Ho,v does the genetic analysis of mRNA supporr 
the overall conclusions of the experi1nent7 

In the 55 °C experiment, the ,vorms initially sho,ved nonnal behaviour, ,vhen they ventilated their 

tube by n1oving up and do\Vll. After 10 minutes, the worn1s left their tubes and cra,vled on the 

surface of the colony. A. pompejana is usuall >7 extremely inactive and rarely leaves irs tube, so this 
unnatural behaviour shovved that the vvorms were being disturbed. At the end of the experiment 

at 55 °C, all vvorms 1vere dead, and all sho"ved very serious da111age or their tissues and cells. 

Theme B: Form and function - Ecosystems 



TOK 
Do researchers have 
different ethical 
responsibili ties when 
they are working 
with human subjects 
compared to when 
they are working 
with animals? 

[he ,vorms ac 55 °C ,;1lso sho\ved high 1nortality o( circulating cells. The mRN1\ extracted fro1u the 

tissues of these animals contained a significantly higher quanticy of transcripts for the hsp70 gene 
con1pared to normal (not heat-treated) anin1als. The activation of the hsp70 gene confirms that 

thermal exposure up ro 55°( is harmful for A. pon1pejana. 

In conrrast, the 42 °C e,-xperiment displayed the highest survival rates at both organisn1 and cellular 
levels, \Vith no observable structural dan1age in the dssues. The animals did trigger a mild heat stress 

response, but \Vith a level of bsp70 gene expression significantly lo\ver than for the 55 °C specimens. 

lncerescingly, in the 20°( experin1ent, cell mortalities were significantly higher in animals compared 

to the ones kepc at 42 °C. Survivorship of individuals ,vas also lo,ver in the 20 °C experiment 

co1npared to the 42 °Cone. In addition, the stress gene expression sho,ved values significantly higher 

in animals subjected to tl1e 20°( compared to the 42 °C treannent. Specimen survival, cell n1onality 

and stress gene expression data, therefore. sho\v that A. ponipejana endured more damage [ron1 the 

20 °C exposure con1parecl to tbe 42 °C experiment. 

These findings con firm that A. po1npejar1a is a thermophilic species (extremophile): such organisms 

th.rive at relatively h igh temperatures of beL\veen 45°( and 122 °C. The results of this study provide 

the fi rst direct experi111ental evidence thaLA, pornpejana cannot wiLhstand prolonged exposure Lo 

te111perarures i.n the 50-55°( range, and that its rher1nal optim1.11n lies belo,v 55°C and above 20°C. 

Recent ,vork has sho,vn that the ,vonns have a layer of bacteria on their back that helps i11sulate 

them from extreme heat. The ,vorm on its 01vn can only tolerate up to 55°C but can tolerate higher 

te111peratures ,vith the help of bacteria 

Limits of tolerance of crop plants to salt 

Plants that can grow in soil or 1vater of high salinity (high NaCl levels) are called halophytes. 

These plants co1ne into contact with saline ~rater through their roots or by salt spray, such as 
occurs in saline sen1i-deserts (dry areas that have son1e of the characteristics of a desert but with 

greater annual precipitation), mangrove S\Vamps (see page 343), salt n1arshes and seashores. Plants 

that are not salt tolerant are called glycophytes; these are dan1aged fairly easily by high salinity. 
High concentrations of salts in the soil make it harder for roots to extract ,,;racer, clue to osn1ocic 

effects, and high concentrations of salts can be toxic ,~rich.in the plane. Relatively few plant species are 

halophytes - perhaps under 0.5% of all plant species. Most plant species are glycophytes. 

Inquiry 3: Concluding and evaluating 
' 

Concluding; evaluating 

Data were compiled for a variety of different plant species, including both wild and crop 
species. Salt tolerance was calculated by comparing shoot dry matter of plants exposed 
to NaCl for at least three weeks to the growth of plants grown in the absence of NaCl. 
Species studied were as follows. 

• Cereal crop plants: rice (Oryza sativa), durum wheat (Triticum turgidum ssp. durum), 
and barley (Hordeum vu/gare). 

• Wild-growing plants: tall wheatgrass (Thinopyrum ponticum), which is used as 
forage and for hay in many places; arabidopsis (Arabidopsis thaliana); alfalfa 
(Medicago sativa), a plant in the pea family that is cultivated to feed livestock; and 
saltbush (Atriplex amnico/a), a plant that is endemic to Western Australia and is 
native to the floodplains of the Murchison and Gascoyne Rivers. 

Look at Figure 84.1.91 which shows the response of the plant species to salt levels. ➔ 
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■ Figure B4.1.9 Response of a range of plant crop species to varying 
concentrations of NaCl after three weeks of treatment 

500 600 

1 What do these data tell us about the limit of tolerance of different plant species to 
salt? Formulate your own conclusion based on this investigation. 

2 Evaluate the data: what were the strengths and limitations of this experiment? 

ATL 84.1A 

More than 800 million hectares of land throughout the world are affected by salt, more than 
6% of the Earth's total land area. Forty-five million hectares (20%) of the current 230 million 
hectares of irrigated land are affected by salt. Irrigated land has twice the productivity of land 
supported by rainfall and produces one-third of the world's food. Understanding the response 
of wild and crop plants to salinity may enable us to reduce the impact of salinity stress on plants, 
improving the performance of species that are important in agriculture. For example, crossing tall 
vvheatgrass with its domesticated relative, vvheat, can give wheat traits such as stress tolerance to 
saline conditions. 

Arabidopsis (Arabidopsis tha/iana) is a small w ild-growing cress plant that was the first plant to 
have its genome sequenced, making it a popular tool for understanding the molecular biology of 
many plant traits. 

How can knowledge of the genome of Arabldopsis (a salt-sensitive species) be used to compare 
it to more salt-tolerant species, such as its close relative Eutrema halophilum (saltwater cress)? 
How could this information give a more detailed understanding of the molecular basis of 
saline tolerance? 
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♦ Transect: arbitrary 
line through a habitat, 
selected to systematically 
sample the community. 

♦ Line transect: a tape is 
laid out in the direction of 
an environmental gradient 
and all organisms touching 
the tape are recorded. 

♦ Belt transect: all 
organisms within a band, 
usually between O.Sm and 
1 m, are sampled along an 
environmental gradient. 

Range of tolerance of a limiting factor 

Correlating the distribution of animal species with 
an abiotic variable 

Rocky shores are ideal environn1ents to investigate optimu1n zones of tolerance and critical limits 
because abiotic factors vary dramatically across a sn1all spatial scale between che high and low tide 
lines. Transects can be used co study the distribution of anin1als and plants along environmental 
gradients. Quadrats (see n1ore in Chapter C4.l, page 550) are used to sa1nple plants, algae and other 
in1111obile organisn1s along a transect. There are different types of transect, used depending on need: 

• A line transect is n1ade by placing a tape measure in the direction of the gradient. for exan1ple, 
on a beach chis would be at 90° to the sea (Figure B4.1.10). All organisn1s touching the tape are 
recorded. Many line transects need to be taken to obtain valid quantitative data. 

• Larger samples can be taken by using a belt transect; this is a band of chosen width, usually 
bet\veen 0.5 n1 and 1 m, placed along the gradient. 

• lf the ,vhole transect is sa1npled, this is called a continuous transect. lf samples are taken at 
points of equal distance along the gradient, it is called an interrupted transect. 

• Horizontal distances are used if there is no visible vertical change in an interrupted transect, 
such as along a shingle ridge succession (a shingle ridge is a beach covered \vith sn1all rocks, 
where different communities exist at different distances fron1 the sea). lf there is a climb or 
descent in an interrupted transect, then vertical distances are norn1ally used, such as on a 
rocky shore. 

■ Figure B4.1.10 Line transects being used to study an environmental gradient along a rocky shore 

Figure B4.l.ll shovvs the results of a belt transect study of a seashore con1munity. Data are plotted as 
kite diagrams, vvhere the relative ,vidth of each 'kite' represents the abundance of an organism at any 

one point along a transect. 
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s From the data in 
Figure B4.1.11, 
suggest one 
plant and one 
animal species that 
appear to be well 
adapted to the 
degree of exposure 
experienced at: 
a a high-water 

location of the 
shore 

b a low-water 
location of the 
shore. 

-0 Define the term 
transect. 

belt transect study of a rocky shore 

plants 
black lichen (Verrucaria maura) 

channelled wrack 
(Pelvetia canaliculata) 

spiral wrack (Fucus spiralis) 

knotted wrack 
(Ascophy//um nodosum) 

black wrack (Fucus vesiculosus) 

serrat ed wrack (Fucus serratus) 

oar weed (Lammar,a sp.) 

animals 
nerite w inkle (littorina neritoides 

rough winkle (Littorina rudis) 

edible w inkle 
(Littorina littorea) 

smooth winkle 
(Littorina obtusata) 

dog w helk 
(Nuce/la lapillus) 

barnacle 
(Chthamatus monragu) 
acorn barnacle 
(Semiba/anus ba/anoides) 

common limpet (Patella vulgata) 
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data obtained by surveying using 
survey poles and a levelling device 

■ Figure 84.1.11 Profile and belt transect analysis of a rocky shore community 
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The form and 
function of a 
species determines 
how it interacts 
with its abiotic 
environment This is 
turn determines its 
distribution along 
an environmental 
gradient. 

Most parts of the seashore are period ically subn,erged below seavvater, and changes in the tides 
affect the highest point up the rocky shore that is submerged at any one point in a n1onth. Tides are 
controlled by the gravitational pull of the ~'1.oon on Earth's oceans and seas. 1-he shore is an area 
of great diversit}' and almost all species are of tnarine origin. The higher an organis1n occurs on the 
shore, the longer their daily exposure to the air and the less frequent their sub1nersion in water. 

Lool1 at the data in Figure B4.J Jl. vVhich abiotic factor do you think could he correlated with the distlibution 

of an i1nal and plants along the transect? 

Exposure brings the threat of desiccation (drying out) and ,vider extremes of ten1perature than those 

expe1ienced during subn1ersion. Exposure is an a biotic factor that influences the distribution of 

organis1ns on the seashore. 

TOK 
If the sampling method causes some members of the population to be less likely to be included 
than others, due to a systematic error, then a sampling bias results. 

To what extent is random sampling a useful tool for scientists, despite the potential for 
sampling bias? 

Tool 1: Experimental techniques 

Making appropriate qualitative observations 

Qualitative observations are used to record the conditions in which data are recorded. 
They are descriptive information that reinforce quantitative data. Qualitative 
observations for a fieldwork investigation should include a site description: this could be 
in the form of maps, sketches or photographs with annotations. 

Inquiry 2: Collecting and processing data 

Collecting data 

Set up a transect in a local ecosystem 
(as demonstrated in Figure B4.1, 10 for a 
rocky shore) and collect data to correlate 
the distribution of plant or animal species 
with an abiotic variable. Environmental 
gradients can be found on rocky shores, 
in the transition from a forested area 
to open land, and in areas that are in 
succession (see Chapter D4.2). Abiotic 
factors you could use as the independent 
variable include wind speed, soil moisture, 
light intensity, temperature and humidity. 
You could collect this data yourself from 
a natural or semi-natural habitat. Semi
natural habitats have been influenced by 
humans but are dom[nated by wild rather 

than cultivated species. Semi-natural 
habitats can include hedges, fields left 
fallow, woods where there is controlled 
logging, and secondary tropical rainforest. 

Use sensors to measure abiotic variables 
such as temperature, light intensity and 
soil pH. 

Interpreting results 

What correlation did you find in your 
transect data? What type of graph should 
you draw to show correlation? How can 
you test to see whether the correlation is 
significant or not? 

Did you repeat the transect? If not, what 
effect would this have had on your data 
and conclusions? 
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Tool 1: Experimental techniques 

Addressing safety and environmental fssues 
in an investigation 

supplies selected. In extreme weather, fieldwork 
might have to be postponed or abandoned. 

When planning your transect investigation, what 
relevant safety, ethical or environmental issues must 
you address? Hazards and risks associated with 
f ieldwork include: 

• Areas where fieldwork is carried out can be isolated. 
The school and parents who are not going into the 
field must be aware of the route and the expected 
time of return. 

• Terrain (how the land lies). There might be uneven 
surfaces, flat areas, hills and steep gradients. 

• Tides can change very quickly. Tide tables should be 
consulted before setting out. 

• Weather conditions can change very quickly in the 
f ield. A weather forecast should be consulted before 
setting out, and appropriate clothing, footwear and 

Consider the impact of any investigation on the organisms 
you are studying and the environment they live in, if 
relevant to your study. Bear in mind the 1B ethical policy. 

P:. Tnn t · nl 

If you use your 
smartphone to record 
data, you need to 
ensure that the 
measurements taken 
are accurate enough to 
be used in quantitative 
experiments. Ask 
your teacher if you 
are unsure. 

(e Common 
mistake 
Some apps display 
graphs that do not 
have proper axes 
showing independent 
and dependent 
variables and exclude 
important features 
such as units. 

i I 

When assessing safety, ethics and environmental issues, consider the following: 
evidence of a risk assessment 
the application of the 1B animal experimentation policy 
a reasonable consumption of materials 
the use of consent forms in human physiology experimentation 
the correct disposal of waste 
minimizing the impact of the investigation on field sites. 

Inquiry 3: Concluding and evaluating 

Concluding 

Compare the outcomes of your investigation in Inquiry 2 to the accepted scientific 
context. Have other scientists carried out similar investigations to yours? If so, were their 
conclusions the same? How can you use this information to evaluate your investigation? 

Using sensors when making observations helps with data col lection. Data loggers can make 
continual measurements of abiotic variables over long periods of time and are more accurate than 
other forms of measurement. They provide more evidence on which to ba,e claims about the 
scientific knowledge under investigation. Inexpensive data loggers can take measurements that can 
be repeated rapidly or automatically over long time periods, even with limited technical expertise. 
There are many different sensors, each measuring different abiotic variables (see Table B4.1.1). 

■ Table B4.1.1 The uses of different sensors in biological investigations 

Sensor Possible invest igation 

temperature sensor air or soil temperature in ecological investigations 

balance loss in mass due to respiration 

light sensor light intensity in ecological investigations 

pH catalytic and other biochemica l reactions involving a change in pH 

chest belts and pressure meters breathing rate 

dissolved oxygen percentage of oxygen in solution 

carbon dioxide sensor respiration experiments 
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Tool 2: Technology 

Using sensors 

Data logging is an electronic method of recording 
physical measurements. Electrical sensors provide 
signals that are calibrated and recorded by a computer 
system, but the main advantage of data logging 

Decide which sensors you will use when you collect 
data from your transects in Inquiry 2 on page 351. 

Sensors are built into smartphones for specific 
purposes, but specific apps can use the sensors as 
external measuring instruments for investigations. 
Others record geographical data, such as iNaturalist, 
which provides a means of recording the geolocation 
of a species in ecological field studies. Apps are 
available on smartphones that allow biological 
principles to be investigated. 

to practical work is in the process of analysing and 
interpreting the raw data. 

There are many different sensors, each measuring 
different abiotic variables (see Nature of science box on 
previous page), such as carbon dioxide concentration, 
dissolved oxygen concentrat ion, pH and temperature. 

I lnl 
Zooxanthellae and 
their symbiotic 
relationship with coral 
is covered in Chapter 
C4.1 , page 567. 

♦ Symbiotic: a dose 
and long-term biological 
interaction between 
two different biological 
organisms, 

T 

Carbon dioxide is not 
acidic itself. When it 
reacts with water it 
forms carbonic acid, 
which dissociates to 
release ions, specifically 
H• (aq), which 
cause acidity. 

Conditions required for coral reef formation 
Coral reefs are an e..-xample of a n1a1ine ecosysten1. Tropical coral reefs are found betvveen the tropics 

of Cancer and Capricorn {23.5° N and S of the equato1). where seas are vvann and there is Strong 

sunlight throughout che year. Many reef-building corals have a na1Tov\1 ten1perature range in which 
they can thrive and prefer vvater temperatures that range between 23° C and 29° C. 

Factors affecting coral reef formation 
Reef-building corals have a symbiotic relationship ,vith a 1nicroscopic unicellular algae called 

zooxanthellae. 'Symbiosis' means a long-term biological interaction between different species. 

Because zooxanthellae need light LO photosynthesize, coral can only grow at relatively shallo\v depth. 

Most reef-building corals occur in less than 7 5 m of seawater. As \\7ell as light level, the temperature of 

the 1vater is a limiting factor that affects algal survivorship. Corals live at r.he uppermost boundary of 

their temperature tolerance, and even a 1 °C increase in sea surface te1nperacure can srress 

zooxanthellae, causing the algae to leave the coral. A large-scale loss of zooxanchellae makes coral 

appear white because coral tissue itself is mostly transparent and rheir calcium carbonate skeletons are 

\Vhite. When this 'bleaching' occurs, the corals begin to starve as they do not have algae to produce 

glucose; most corals srruggle to survive ,virhout their zooxanthellae. If conditions return to normal 

relatively quickly; corals can regain their zooxanthellae and survive. 

As ,.veil as temperature effects, increasing carbon dioxide concentration in seav1ater lowers the pl-I, 

making it more acidic-a process referred to as ocean acidification. Increased carbon dioxide in the 

atmosphere because of accelerated burning of fossil fuels leads co more dissolved carbon dioxide in the 

oceans. The dissolved carbon dioxide reacts with ,varer to forn1 hydrogen carbonate and hydrogen ions, 
,vhicb make the water more acidic. Because the coral reefs are made of calcium carbonate (CaC0

3 
(s)). 

and are therefore basic. a decrease in pl-I can lead to reduced calcification rares of corals and destrucuon 

of existing coral reefs. Calcium carbonate reacts with acid (i.e. hydrogen ions) to form Ca1+ {aq). Sea 

level rises caused by global warming can also result in coral reef reduction, as greater depth n1eans that 

less light reaches the coral. leading co lower rates of photosynthesis in the zooxanthellae. 

The factors that affect coral reef formation include: water depth, pH, salinity, clarity and 
temperature. All the factors are in a de licate balance to ensure coral reef growth. 
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♦ Biome: Groups of 
ecosystems with similar 
abiotic conditions and 
communities, defined 
by their elf mate and 
dominant plant species. 

I In~ 
Convergent evolut ion 
is discussed in 
Chapter A3.2, 
page 136 a nd 145. 

♦ Climograph: a 
graphfcal model that 
shows the relationship 
between temperature, 
precipitation and 
ecosystem type. 

Abiotic factors as the determinants 
of terrestrial biome distribution 
lnsolation (an1ount of sunlight), ten1perature and precipitation affect the type of ecosysten1 that 

develops in any given area. Each element of the cli1nate plays a role in structuring con1n1unities 

,vithJJ1 the abiotic environn1ent they inhabit: 

• Ten1perature affects the rate of enzyn1e reactions in the cells of all organisms, affecting the rate 
of primary productivity through photosynthesis and decomposition. Temperature also affects the 

rate of transpiration. 

• Precipitation affects the rate of photosynthesis and p1in1ary productivity. 

• lnsolation also affects the rate of photosynthesis and primary productivity. 

Other elements of the climate that can affect ecosystems are air pressure, hu1nidiry, cloudiness 

ancl wind. 

Information about the relative contributions of t\vo climatic factors, precipuation and ten1perarure, can 

be used to predict the type of stable ecosysten1 that can be expected in an area. These t,vo climatic 
variables can be plotted on a graph and the different ecosysten1s plotted ,vithin it (Figure B4.1.12). 

Biomes are groups of ecosystems that share sin1ilar abiotic conditions, and so develop si1nilar 

communities through convergent evolution. 

The form of a biome is determined by the cl imate in the area it is found. A rainforest, 
for example, is maintained by year-round insolation, plentiful rainfall and warm 
temperatures that maximize growth and productivity. 

A climograph is a graphical n1odel that sho,'ls the relationship bet,veen ten1perature, precipitation 

and ecosysten1 type. lt was first developed by the plant ecologist RH Whittaker. lt sho\vs the likely 

stable ecosystems that are found under specific chn1atic conditions, Vegetation underpins 

con1munities found in all different geographical areas, and so factors that affect plant gro,vth strongly 
influence the distribution of different ecosysten1s. Ten1perature and rainfall aTe two of the 1nain 

lin1iting factors that affect plant gro,\1th, so these abiotic factors can be used to model and predict the 

geographical distribution of different ecosysten1s around the planet. Figure B4.l .12 sho,vs a 

cli1nograph that illustrates the clisoibution of major terrestrial ecosysten1s with respect to n1ean 

annual precipitation and temperature. 
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(e Common 
mistake 

The cl imograph 
suggests that each 
ecosystem has a 
distinct 'edge' - this 
may, in fact, not be 
the case, with steady 
gradation from one 

ecosystem to another 
rather than distinct 
boundaries. Tropical 

ecosystems, for 
example, graduate 
from highly productive 
rainforest to low
productive desert. 
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■ Figure B4.1.12 Whittaker's cl imograph 

To f ind the biome that is found under specific climatlc conditions, locate the mean annual 
precipitation fn cm per year on the x-axis of the climograph. Now locate the mean annual 
temperature on the y-axfs. Draw two lines in from these points: where the lines meet is the biome 
found under those conditions. For example, if the mean annual precipitation is 300 cm and mean 
annual temperature 25 °C, the biome found under these conditions is tropical rainforest. 

1·here are different forms o[ this graph: so1netimes the axes are reversed, or the temperature is 
plotted from low to high In some regions, distribution is detennined by soils rather than climate: 
in savannah areas (grassy plains in tropical and subtropical regions \1/ith few trees), for example, 
grasslands are found on sandy soil (\.vhich is \.vell drained) and forests are found on clay soils (\.vhere 
1,vater is retained). The dashed line in Figure 134.1.12 defines ecosystems \¥here factors other than 
rainfall and temperature strongly inOuence ecosystem structure, such as soil type, the occurrence of 
[ire, animal grazing and seasonal drought. 

7 Using Figure B4.1 .1 2: 

a State the biome found where mean annual precipitat ion is 25 cm and mean annual 

temperature is 25 °C. 

b Explain which factor is most important in determining whet her an area will be a 

broadleaf forest or a coniferous forest. 

c Explain which factor is most important in determining whet her an area will be a 

grassland or a forest. 
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of Cancer 

E uator 

Biomes 
Biomes are groups of ecosysten1s \vith sin1ilar communities due to sin1ilar abiotic conditions and 

convergent evolution. 
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■ Tropical rainforest 
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□ Deciduous forest 
■ Coniferous forest 
Iii Savannah grassland 
■ Temperate evergreen forest 

Temperate grassland 
Desert and semi-desert 
Tundra 

D Alpine and ice desert 

■ Figure B4.1.13 The global biome map 

Lirk 
Productivity is 
covered in more 
detail in Chapter C4.2, 
page 587. 

Rainfall, the amount of sunlight (insolation) throughout the year and temperature all affect the rate of 

photosynthesis in plants in different biomes. The rate of storage of energy in plant biomass through 

photosynthesis is known as productivity. Higher temperatures speed up enzyme reactions that drive 

photosynthesis, although temperatures that are too hot can lead to denaruration of enzymes. 

Tropical rainforests 
Tropical rainforests (Figure B4.l. 14) have the highest productivity of any bion1e because they are 

found between the tropics of Cancer and Capricorn where rainfall is high (over 2500m1n yr-1) , 

insolation is constant throughout the year and ten1peratures are warn1 (typically 26 °C). The high 

productivity n1eans that rainforests have a complex structure with a number of layers fron1 ground 

level to canopy, with emergent trees up to 501netres high and lo"ver layers of shrubs and vines. 

rn T .') tip! 
Because tropical rainforests, as their name implies, lie in a 
band around the equator within the tropics of Cancer and 
Capricorn (23.5° N and S), they experience high light levels 
throughout the year. There is little seasonal variation in 
sunlight and temperature (although the monsoon period 
can reduce levels of insolation), providing an al l-year . 
growing season. 

■ Figure B4.1.14 Tropical rainforest in Thailand 
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■ Figure B4.1.15 A temperate forest in t he UK 

■ Figure B4.1.16 Taiga forest in Canada 

Temperate forests 
Temperate ecosyste1ns vary from deciduous and evergreen 
forests to grasslands. Temperate forests (Figure B4.l.15) are 

largely found bet,veen 40° and 60° N and S of the equator. 

Although te1nperate forests are highly productive for part 
of the year, seasonal variation in the an1ount of sunlight 

li1nits their overall productivity. They are found in seasonal 
areas ,vhere winters are cold and sun1mers are \Varm (unlike 

tropical rainforests, which have similar conditions all year 

round). Rainfall and te1nperature are also seasonal, ,vhich 

further reduces the overall productivity co1npared to tropical 
rainforests. Lower levels of productivity mean less stored 

chemical energy by plants and other autotropbs. At these n1id
latitudes, the an1ount of rainfall determines whether an area 

develops forest. Rainfall is sufficient in temperate forest areas to 
establish forest (500-1500m1nyr-1) rather than grassland. 

Taiga 
Taiga (northern coniferous forest) is a biome characterized by 

coniferous forests consisting mostly of pines (Figure B4.1 .16). 

It is found bet,veen northern latitudes of 50° and 70°, near 

to the Arctic Circle. The cli1nate is extremely cold (v1inds 

blo,v cold Arctic air into the biome), harsh, ,vith a lo\.v rate 

of precipitation (sno,v and rain) and a short growing season. 

Long, severe \.vinters can last up to 6 months. lv!ean annual 

temperatures range fro1n a few degrees Celsius above freezing 

dov,rn to -10 °C. Summers are short, lasting around 50 to l 00 

days \vithout frost. Snow cover affects the climate because 

the sno\v renects inco1ning solar radiation and increases 

cooling Taiga is located south of the tundra bio1ne, ,vh ich 

is characterized by a land frozen by ice and constant snow 

(see below) 

The taiga is the \Vorld's largest land biome (covering around 27°/c, of Earth's land surface), ranging 

from North America (\.vhere it covers most of Canada, Alaska and parts of the northern Unir.ed 
States), Eurasia (\vhere it covers most of S\veden, Finland, much of Russia - including two-thirds of 

Siberia - and large areas of Norvvay and Estonia). It is also found in Iceland, and areas of northern 

Kazakhstan. northern tvtongolia and northern Japan (on the island of Hokkaido). 
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■ Figure B4.1.17 The Serengeti grasslands of Tanzania 

■ Figure B4.1.18 Alaskan tundra 

■ Grasslands 
The grassland bion1e is found on every continent except 
Antarctica and covers about 16% of Earth's surface (Figure 

B•f.1.17). Grasslands develop ,vhere there is not enough 

precipitation to support forests, but there is enough to prevent 

deserts fonning. There are several types of grassland: the Great 

Plains and the Russian Steppes are ten1perate grasslands; the 
savannahs of east Africa are tropical grasslands. 

Grasses have a wide diversity but low levels of productivity. A,vay 

from the sea, grasslands have vvildly nuctuating te111peratures, 

,vhich can limit the survival of animals and plants. The mixing 

of cold polar ai r ,vith warmer southerly ,vinds (in the northern 

hen1isphere) causes increased precipitation con,pared to polar 

and desert regions. Rainf.all is approxi1nately in balance ,.vith 

levels of evaporation. Grasses gro,v beneath the surface and, 

during cold periods 61orthern grasslands suffer a harsh winter), 

can remain dormant until the ground ,vanns. 

Tundra 
In colder ecosystems found in the northern hemisphere, 
such as tundra, ,vater is locked up as ice and is not available 

to plants, reducing productivity. It is a highly stressful 
environment, with very lo,v temperatures and low rainfall, 

so only mosses and lichens may be able to survive (Figure 
B4.1.18). Most of the ,vorld's tundra is found in the northern 

polar region, and so is kno,vn as Arctic tundra. There is a small 

amount of tundra in parts of Antarctica that are not covered 
with ice, however, and in lo,ver latitudes on high altirude 

mountains (alpine tundra). 

Tundra is found at high latitudes ,vhere insolation is lo,v. Short daytime lengths also limit the levels 

of sunlight. Temperatures are very low for most of the year, ,vhich is a limiting factor because it 

affects the race of photosynthesis, respiration and decomposition (these enzyme-driven chemical 
reactions are slo,ver in colder conditions). Due to the low temperatures, water may be locked up in 

ice tor n1onths at a time and this, combined with little rainJall, means that ,vacer is also a limiting 

factor. The lo,v light in tensity and rainfall mean that rates of photosynthesis and productivity are lo,v. 

Soil may be permanently frozen (permafrost) and nutrients are also limited. The vegetation consists 

of lo\.v scrubs and grasses. 

Du1ing ,vinter months ten1peratures can fall to - 50°C. A.ll life activity is lo,v in these harsh 

conditions. In the sumn1er the tundra changes: the Sun is out aln1ost 24 hours a day, so levels of 

insolation and ten1perature both increase, leading to plant gro,vth. Only sn1all plants are found 

in this biome because there is not enough soil for trees to grow and, even in the sun1mer, there is 

pennafrost only a fe,v centin1etres below the surface. 

Theme B: Form and function - Ecosystems 



(e Common 
mistake 
Deserts are areas 
where water is 
generally inaccessible 
and vegetation is 
sparse. Antarctica is 
therefore classified as 
a desert (the water 
needed by organisms 
is largely locked up 
as ice) but it is a cold 
desert, as opposed to a 
hot desert such as the 
Sa hara. It is therefore 
incorrect to say al I 
deserts are hot. 

8 Define the term 
biome. 

9 Compare and 
contrast the 
distribution of two 
terrestrial biomes. 

Organisms in hot 
deserts and tropical 
rainforests are 
adapted to the 
specific conditions 
they live in. 
Abiotic conditions 
determine the form 
of these species. 

Hot deserts 
A ' hot' desert is a part of the ,vorld tbat has high average temperatures and very lo,v rainfall. Deserts 

are found in bands at latirudes of approximately 30° N and S (Figure B4.1.19). They cover 20-30°,6 of 

the land surface. Here, dry air descends having lost its water vapour over the tropics. 

The Sahara Desert in northern Africa is the \VOrld's largest hot desert. Coveri ng approximately 

9.2 rnillion square kilometres (3.6 million square 111iles), it is only slightly smaller than Lhe USA 

(9 8 111illion square kilometres, 3.8 million square 111iles)! 

Hot deserts are characterized by high temperatures at the \Varmest time of day (typically 45- 9 °C) in 
the early afrernoon together vvith low levels of precipitation (typically under 250mmyr-1), ,vhich may 

be unevenly distributed. The lack of water limits rates of photosynthesLs and so rates of productivity 
are very lo,v. Organisms also must overcome fluctuations in temperan tre (the temperatures at night 

,vhen the sky is clear can drop to 10°C, sometimes as lo\v as O °C), which makes survival difficul t. 
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■ Figure B4.1.19 Location of hot deserts around the world 

Adaptations to life in hot deserts 
and tropical rainforest 

Hot desert 
There are three methods plants and anin1als use to live in a hot desert: 

• Expire: ,vhen the conditions are too extreme, parent organisms die but leave behind tough seeds 

or eggs. 

• Evade: avoid extreme temperatures by changing activity from day to night or fron1 above ground 
to below. Kangaroo rats (see belo\v) sleep in their burro,vs during the hot day. 

• Endure: adaptations enable plan ts and animals to survive in this e,"<treme environment, such as 
the cactus (see below). Fatty deposits stored by animals in their tails and other tissues can be 

used as a respiratory substrate, releasing ,vater. Water can be stored in the roots, stems and/or 
leaves of plants (plants that do this are called succulents, e.g. cacti). 

B4.1 Adaptation to environment 



■ Figure B4.1.20 Cacti 
growing in the Andes 
in South America 

■ Figure B4.1.21 
Granulated thick-tailed 
scorpion (Parabuthus 
granulatus) in the 
Kalahari desert, 
South Africa 

■ Figure B4.1.22 
Kangaroo rat 

Camels 

Camels live in deserts that are hot and d1y during the day and cold at night. They need to cope with 
v.rind-blov,rn sand as ,veil as a lack of \Vater. They are 'Nell adapted for survival in the desert. Can1els 

can tolerate a body temperature of up to 42 °C. They have thick fur on the top of their body for shade 
and thin fur else\vhere to allov,r easy heat loss. Their long neck and legs increase their surface area for 

heat loss. 

Camels also have large, nat [eer to spread their mass on the sand to reduce the pressure. They lose 
very little ,vater through urination and s,veating. The fat in the hump on their back can be converted 
to n1etabolic \,vater via respiration. Sli t-like nosui ls, vvh ich can close, and nvo rovvs of eyelashes help 
to keep the sand of out their nose and eyes. 

Cacti 

Cacti O~igure 134.120) have no leaves, so photosynthesis occurs in their stem to reduce surface area. 
Thei r rounded and spherical shapes also reduce their surface area-to-volume ratio to lin1it v.1ater loss 
through transpiration. A thick, \vaxy cuticle fu rther prevents wacer loss through their surface. They 
can store large quantities or vvater in collapsible \Vater-storage cells fou nd in the sten, (although some 
cacti also store water in their roots) and are covered with needles (modified leaves) to deter n1amn1,;1ls 
fron, eating the succulent Oesh of the cactus and getting access co vvater stores. Cacti have shallo\v, 
vvide-spread root systems co ensure that any precipitation is rapidly absorbed before it evaporates. 
They also have deep roots to reach sources of water beneath the surface. 

Scorpions 

Scorpions (Figure B4.1.21) are nocturnal arthropods, so they are active at night and live underground 
to avoid hot daytiJne temperatures. They are opportunistic predators, having a vvicle range o[ prey, 
and use a venomous sting to kill prey. They \vait (or pre)' to come near to them and carry out ambush 
attacks rather than chasing do\vn prey, vvhich saves energy. Their exoskeletons give them protection 
and prevents water loss, and their low [ood and \vater needs allow them to survive in desert 
environments. Scorpions use their eight legs to detect n,ovement. The movements of prey anirnals 
cause the sand's surface to vibrate slightly, wh ich the scorpion can detect and estimate the direction 
and distance to its prey. 

Kangaroo rats 

Animals of arid or desert regions cle.irly survive \Vith lictle or no liquid \V,;1ter in their diets. This 
group of animals includes the k-<1ngaroo rat (Dipodo,nys species, Figure B4.1.22), ,vhich lives in hot 
dry deserts, hiding in a burro\v during daylight. It can survive \Vithout access to drinking ,vater. 

Physiologists have investigated the metabolism. diet, and breathing and excretory losses of water in 
the kangaroo rat. They excrete extremely concentrated urine and produce no sweat, \vhich explains 
\vhy sun,ival is possible for a ,.vell-adapted organism. Other desert species show similar adaptations. 

Tropical rainforests 
The con1plex structure of tropical rainforest has a number of layers fron1 ground level to canopy. 
En1ergent trees grovv above the canopy, and there are lo\ver layers of shrubs and vines. The range of 

different conditions and the co1nplexity of the ecosysten1 means tl1at organis1ns display a wide range 
of adaptations to survive in this highly con1petitive environ1nent. 

Theme B: Form and function - Ecosystems 



■ Figure B4.1.23 Pitcher plant s growing 
in t he canopy of t ropical rainforest 

----
■ Figure B4.1.24 Draco l izard 
g liding in rainforest in Thai land 

■ Figure B4.1.25 A Lar gibbon 
(Hylobates far) swinging 
f rom tree to t ree 

B4.1 Adaptation to environment 

Pitcher plants 

Pitcher plants are carnivorous plants, ,vith some found in the canopy of u·opical 

rainforest and in areas ,vith nunient-poor soils (Nepenthes species). Pitcher plants can 

photosynthesize to provide glucose for respiration and growth, but lack other nutrients 
from the in1mediate environn1ent needed for metabolic processes in cells (such as 

nitrogen to make a1nino acids). They can survive in areas of lo,v nutrients, such as the 

canopy of rainforest where p lants grow epiphytically (directly on the host tree rather 
than in soil), because they catch and digest insects. The pitcher is gro,vn fron1 n1odified 

leaves, 1,vhich fold into a cup-shaped trap. Digestive enzymes are secreted by the pitcher, 

and do,vn,vard-pointing spines prevent trapped insects from escaping. Ani1nals provide 

the nutrients, such as a source of nitrogen, othenvise lacking from the environment of 

the pitcher. S01ne larger pitcher plants, such as Nepenthes rajah, use the faeces of sn1all 

n1an1n1als such as tree shre,vs as a source of noulishment - these anin1als are attracted 

to the pitcher by a sweet secretion and use the pitcher as a toilet; both organis1ns benefit 
from this mutualistic relationship. 

Flying lizards 

The extended vertical din1ension provided by tropical rainforest provides an alternative 

form of loco1notion for some animal species. Rather than 1,valk along the forest 

floor, they have developed adaptations to glide from tree to tree. The forest floor is 

a dangerous place, home to 1nany potential predators; living above the forest floor 
enables prey to evade predation (and saves energy by not having to regularly run a,vay 

from danger). One such animal is the flying lizard (Draco species), see Figure B4.l.24. 

These tiny lizards (usually reaching lengths of about 20cm) have folds of skin that rest 

flat against the body when not in use but act as wings when stretched tight bet,veen 

extended ribs, allo,ving them to glide from one tree to another. 

Gibbons 

Gibbons (Hylobates species) are lesser apes found in the rainforests of South East Asia 

(Figure B4.l .25). They have elongated forearms to help then1 s1,ving from tree to tree 

(a form of locomotion kno,vn as brachiation). Gibbons also have hook-like fingers and 

high mobility in their shoulder joints to help 1,vith the s1,vinging n1otion. Gibbons very 

rarely, if ever, descend to the forest floor - their body is adapted to their arboreal (tree

living) habitat. 

Orchid mantis 

Mimicry, v.1here one species copies the appearance of another, is one strategy to survive 
in rainforest. The orchid 1nantis (Hymenopus coronatus) is so called because it mimics 

the look of an orchid flo,ver. Its four legs resemble flower petals (Figure B4.l.26a). The 

insect attracts pollinators to its flo,ver-like structure and uses its forelimbs to attack and 

kill its prey. 

The young of the orchid 1nantis (the first instar) are dark orange 1,vith black legs and a 

black head (Figure B4 l.26b). These stnall inseccs do not resemble orchid !10,~1ers. but 

rather the unopened buds of a flowering tree species. 
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■ Figure B4.1.26 a) An orchid mantis (Hymenopus coronatus) sitting on an orchid, 
from the tropical forests of South East Asia; b) young orchid mantis 

10 Suggest why the 
adult orchid mantis 
looks different to 
the young (first 
instar) orchid 
mantis. 

• 

Min1icry is a very effective adaptation, and it is crucial to the survival of n1any species . Other anin1als 

that use this type of ca tnouflage in tropica l rainforests include beetles, caterpillars, n1oths, lizards, 

snakes and frogs. 

1 What are the properties of the components of biological systems? 
? Is light essential for life? 
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♦ Niche: the role 
played by a species in 
its community, which 
includes its abiotic 
requirements and 
tolerances, and its 
interactions with other 
organisms. 

B4.2 Ecological niches 

' 

Guiding questions 

• What are the advantages of specialized modes of nutrition to living organisms? 

• How are the adaptations of a species related to its niche in an ecosystem? 

This chapter covers the following syllabus content: 
► B4.2.1 Ecological niche as the role of a species in an ecosystem 
► B4.2.2 Differences between organisms that are obligate anaerobes, facultative 

anaerobes and obligate aerobes 
► B4.2.3 Photosynthesis as the mode of nutrition in p lants, algae and several groups of 

photosynthetic prokaryotes 
► B4.2.4 Holozoic nutrition in animals 
► B4.2.5 Mixotrophic nutrition in some protists 
► B4.2.6 Saprotrophic nutrition in some fungi and bacteria 
► B4.2.7 Diversity of nutrition in archaea 
► B4.2.8 Relationship between dentition and the diet of omnivorous and herbivorous 

representative members of the family Hominidae 
► B4.2.9 Adaptations of herbivores for feeding on plants and of p lants for resisting 

herbivory 
► B4.2.10 Adaptations of predators for finding, catching and killing prey, and of prey 

animals for resisting predation 
► B4.2.11 Adaptations of plant form for harvesting light 
► B4.2.12 Fundamental and realized niches 
► B4.2.13 Competitive exclusion and the uniqueness of ecological niches 

Note: There is no higher-level only content in 84.2. 

Ecological niches 
Com1nunities are 1nade up of many interacting species. Each species plays a unique role within a 
community because of the unique combination of its spacial habitat and interactions ,vich other 

species. A complete description of a species' place within a community is known as its niche. 
A species' niche depends not only on ,vhere it lives (its habitat), but also on \vhac it does. 

For exan1ple, the niche of a lion includes all the infor1nacion that defines this species: its habitat, 

courtship displays, grooming, alertness co prey. ,vhen it is active, interactions with ocher species, and 
so on. The niche of a species includes the biotic and abiotic interactions chat influence the gro,vch, 

survival and reproduction of the species, including ho\v it obtains food. 

No t,vo species can have the san1e niche, because the niche completely defines a species and the 

role that species has in an ecosysce1n. T",o organisn1s could cen1pora1ily occupy the same niche, 
leading co evolutionary processes (see page 378) or co1npecirive exclusion (see page 378 this section). 

The principle of distinct niches can be illustrated by t,vo con1mon and rather similar seabirds, the 

corn1orant and the shag (Figure B4.2.l). 



1 Using Figure 
B4.2.1, state 
one difference 
between the niche 
of a cormorant 
(Phalacrocorax 
carbo) and the 
shag (Gulosus 
aristotelis). 

CooceRt · 
F.uncfion i. 

The role of a 
species in its 
environment is 
defined by its 

- -~ 

niche. Each species 
has a unique niche 
that differentiates it 
f rom other species. 

r•k 
Respiration (aerobic 
and anaerobic) is 
covered in detail 
in Chapter C1 .2, 
page 408. 

shag (Gu/osus aristotelis) cormorant (Phalacrocorax carbo) 

diet is a key difference in the niches of these otherwise similar birds 

prey 

{

sand eels 
surface-swimming prey 

herring 

bot1om-feeding prey 

flatfish 

shrimps. 
prawns 

¾ of prey taken by 

shag cormorant 

0 

49 l 

■ Figure B4.2.1 Differe nt niches of two very similar species of bird: the 
cormorant (Phalacrocorax carbo) and the shag (Gulosus aristotelis) 

33 

The cormorant and the shag live and feed along the coastline and they rear their young on similar 
cli ffs and rock systems. lt looks like they share the same habitat However, their diet and behaviour 
are different. The cormorant feeds close to the shore on seabed fish, such as l1atfish. The shag builds 
its nest on n1ucb narrovver cliff ledges. lr also feeds further out to sea, capturing fish and eels fron1 
the upper layers of the ,vaters. Since these birds feed differently and have different behavioural 
patterns, although they occur in close proximity, they avoid competition \vith each other. 
They therefore occupy different niches. 

Obligate anaerobes, facultative 
anaerobes and obligate aerobes 
The earliest life on Earth evolved in an environment \Vhere oxygen \Vas absent from the atmosphere. 
The first life on Earth rherefore carried out anaerobic respiration (i.e. respiration that does not require 
oxygen), and all niches \vould have been anaerobic. Follo\ving the evolution of photosynthetic 
organisms that produced oxygen, the concentration of oxygen in the atmosphere increased, enabling 
the evolution of prokaryotes that made use of this ne,v resource, and the development of niches that 
\Vere aerobic. By evolving into different niches, they avoided competiLion with the anaerobic species. 
As oxygen levels increased, anaerobic species retreated into environments with liule or no oxygen, 
for example the inresrines and stomachs of mammals. 
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♦ Obligate aerobes: 
organ isms that can only 
respire aerobically. 

♦ Obligate anaerobes: 
organisrns that only 
respire in the absence of 
oxygen. 
♦ Facultative 
anaerobe: organism 
that normally respires 
aerobically but has the 
facility to switch to 
anaerobic respiration in 
the absence of oxygen. 

2 Define the term 
obligate aerobe, 

3 Outline the 
differences 
between obligate 
and facultative 
anaerobes. 

The tolerance of 
obligate anaerobes, 
facultat1ve anaerobes 
and obligate aerobes 
is determined by the 
presence or absence 
of oxygen gas in 
their environment. 

B4.2 Ecological niches 

Respiration takes place in every living cell. For respiration, 111any 1nicro-organisn1s require oxygen; 
they can only respire aerobically (these are known as obligate aerobes). An example or an obligate 
aerobe is "Atfycobacte1iu1n tllherculosis (the bacteria that causes the disease TB - see page 537). Other 
organistns only respire in the absence of oxygen (obligate anaerobes): these 1nicrobes are poisoned 
by the presence of oxygen because they lacl< defence mechanisms to protect enzymes from oxidants. 
An exa1nple of obligate anaerobes are rnethane-producing archaea (see Diversity of nutritiop in 
archaea, later in the chapter). A third group of organis1ns normally respire aerobically bur have the 
facility to S\Vitch co anaerobic respiration in the absence of oxygen (facultative anaerobes), such as 
Escherichia coli (E. coli) ,vhich norrnally lives in the intestines of anin1als but can also exist in ,vater, 
food, soil or on surfaces that have been contaminated \Vith ani1nal or human faeces. The biochemical 
path,vays involved in respiration aresu1nmarized in Figure 84.2.2. 

substrates 

other 
carbohydrate ---• glucose ----

[ for resp1r a lion 
glycolys1$ +----

i 
pyruvate ---------------- I 

Krebs cycle 

aerobic reduced hydrogen 
respiration acceptor (NAD) 

+ + 
oxygen carbon dioxide 

y 
terminal oxidation 

+ 

lipid 

protein 

common to 
aerobic and 
anaerobic 
respiration 

lactic acid 1ermentation 
torms lactic ac,d as 

waste product 

oxidative phosphorylation alcoholic fermentation forms 
carbon dioxide and ethanol as 
waste products 

microorganisms that : microorganisms that 

ATP 
+ 

ONLY respire : respire by either 
aerobically are : pathway (according to 

microorganisms 
that ONLY respire 
anaerobically are 

ethanol 
+ 

CO2 

lactic 
or acid 

water 
called l environmental condilions) 

obligate aerobes : are called 
: facultative anaerobes 

called 
obligate anaerobes 

■ Figure B4.2.2 Classification of m icro-organisms by respiration 

Different modes of nutrition 
As well as type of respiration, another factor that determines the niche of a species is its mode 
of nutrition. Species living in the sa1ne habitat can be distinguished by feeding in different ways, 
There are a variety of n1odes of nutrition. 



♦ Autotrophic: using 
external energy sources 
to synthesize glucose 
from simple inorganic 
substances. 
♦ Heterotrophic; 
using carbon compounds 
obtained from other 
organisms to synthesize 
required carbon 
compounds. 

rn Tn., tinl 

Autotrophs use 
inorganic molecules 
while heterotrophs use 
organic molecules in 
their nutrition 

Lin~ 
The process of 
photosynthesis is 
covered in detail 
in Chapter C1 .3, 
page 425. 

♦ Photoautotroph: an 
organism that uses light 
energy to generate ATP 
and to produce glucose 
from inorganic substances. 

♦ Holozoic: nutrition in 
consumers where food 
is ingested, digested 
internally, absorbed and 
assimilated. 

♦ Herbivore: an animal 
that feeds (holozoically) 
exclusively on plants. 

♦ Carnivore: flesh
eating organism. 

Link 
Herbivores, carnivores 
and consumers are 
covered in detail 
in Chapter C4.2, 
page 585. 

The nutrition of micro-organisms 
Microbes can also be grouped according to their nutrition. Micro-organisn1s are either autotrophic, 

that is, they n1ake their o,vn organic 1nolecules using an external source of energy, or heterotrophic., 

relying on a supply of ready-n1ade complex food substances. The different types of autotrophic and 
heterotrophic nutrition are explored ne,'(t, 

(e Common mistake 
Energy cannot be created or destroyed, so it is incorrect to say that autotrophs make their own 
energy. Autotrophs convert energy from one form (sunlight) into another (chemical energy in the 
form of food) Autotrophs produce their own food, not their own energy. 

Photosynthesis in plants, algae and photosynthetic prokaryotes 
Plants contain pigments, such as chlorophyll, so they can absorb solar energy (sunlight) and convert 

this into chemical energy- the process of photosynthesis. As \.Vell as the pigments, they contain Lhe 

necessary metabolic processes to reduce carbon dioxide and produce glucose (and oxygen), see 

page 425. The great majority of green planes are entirely autotrophic in their nutrition. As they use 

sunlight in their autotroph.ic nutrition, they are called photoautotrophs. Because of this, they play a 

key part at the beginning of food chains (page 581). Other organisms also contain pigments, and so 

are also autotrophic. These include algae (a group of protists) and photosynthetic bacteria (see 

below). Cyanobacteria (a group of aquatic photosynthetic bacteria) were the firs t photosynthetic 

organisms on Earth, evolving son1e 3.7 billion years ago, leacl.ing to a dramatic change in the 

atmosphere (see Chapter A2.l. page 34). 

Holozoic nutrition in animals 
ln contrast to green plants, animals and most other types of organism use only eXJsting nutrients, 

,vhich they obtain by digestion and then absorption into their cells and tissues for assimilation 
(use in the body). Consequently, animal nutrition is dependent on plant nutrition, either directly 

or indirectly. In ecology, anin1als are known as consumers and animal nutrition is desctibed as 
heterocrophic (meaning 'other nutrition'). 

T"ln tinl 

A heterotroph is an organism that obtains organic molecules from other organisms. A consumer ,s 
an organism that ingests other organic matter that is living or recently ki lled 

All animals are heterotrophic and most - bur 1101 all - are consumers (holozoic). ln holozoic 

nurrition, food is ingested, digested internally, absorbed and assi111i lated. 

Note that some of the consumers, known as herbivores, leed directly and exclusively on plants. 

1:-Ierbivores are primary consumers. Animals that feed exclusively on other animals are carnivores. 

Carnivores that feed on primary consumers are kno,vn as secondary consumers. Carnivores that 

feed on secondary consumers are called tertiary consu,ners, and so on. 
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♦ Mixotrophic 
nutrition: nutrition that 
is both autotrophic and 
heterotrophic. 

4 Calculate the 
actual size of the 
organism shown in 
Figure B4.2.3. 

Link 
Decomposers and 
detritivores are 
covered in more 
detail in Chapter C4.2, 
page 590. 

♦ Saprotroph: an 
organism that lives on or 
in dead organic matter, 
secreting digestive 
enzymes into it and 
absorbing the products of 
digestion. 

B4.2 Ecological niches 

An animal takes in food (complex organic mat ter) and digests it in the alimentary canal or gut, 

producing molecules that can be taken up into the body's cel ls via the blood circulation system. 
This is know n as holozoic nutrit ion (meaning 'feeding like an animal'). Holozoic nut rition is just one 
of the forms of heterot rophic nutrition (meaning 'feeding on complex, ready-made foods') to obtain 

the required nutrients. All heterotrophs are dependent, directly or indirectly, on organisms that 
manufacture their own food (autotrophs). 

Mixotrophic nutrition in some protists 
Some organisn1s carry out both autotrophic and heteron·ophic nutrition. These organisms are known as 

1nixotrophs, and their forn1 of feeding mixotrophic nutrition. We have already seen how pitcher 

plants are carnivorous, feeding on captured insects (page 360), ,vhile also carrying out photosynthesis. 

Some animals contain algae within their tissues. Many 1narine Oat\vorms have algae living 

syn,biotically vvi thi n their bodies (a [orm or endosymbiosis - see also Chapter A2.2, page 82) such 

as n,any species or Convoluta. Many species of coral can live in sy1nbiosis with algae (see page 567). 

Euglena is a well-knov1n freshv.rater ex.ample of a prorist that is both autotroph ic and heterotrophic 

(Figure B4 2.3). t\1any other mixotrophic species are pan of oceanic plankton (see below). 

In heterotrophic nutrition, bacteria are taken into food 
vacuoles by phagocytosis and the contents digested by 
hydrolytic enzymes from lysosomes. 

In autotrophic nutrition, photosynthesis occurs in the 
chloroplasts. There is a light-sensitive 'eyespot' present 
which enables Euglena to detect the light source. 

Notice the plasma membrane has a ridged appearance 
here - this arrangement is supported by a system of 
microtubu/es below. 

■ Figure B4.2.3 False-colour micrograph of Euglena, a species t hat is bo t h autotrophic and 
heterot rophic (m agn ification x40000) 

Some mixotrophs are obligate (meaning chey always carry out both forms of nutrition, such as 
Euglena) and ochers are facultative (meaning chey sometimes carry out both but can be either 

autotrophic or heterotrophic). Many phycoplankton (a type of alga), such as C1yptomo11as sp., are 

facultative mixotrophs because they take up dissolved organic carbon or, under inorganic nutrient 
stress (when they lack access co key nutrients), use dissolved amino acids or other organic sources of 

nitrogen. The uptake of dissolved organic material is known as osmotrophy. 

Saprotrophic nutrition in some fungi and bacteria 
Eventually, all producers and consumers die and decay. Organisms chat feed on dead plants and 
anin1als, and on the v,,aste matter of anin1als, are described as saprotrophs (meaning 'punid 

feeding'). f ungi and bacteria \vith this mode of heterotrophic nunicion can be referred to 

as deco1nposers. 



5 Define the term 
saprotroph. 

fn Tnr irt 

Feeding by saprotrophs releases inorganic nutrients Erom the dead organic matter, including carbon 
dioxide, water, ammonia, amines, and ions such as nitrates and phosphates. These inorganic 
nutrients are then absorbed by green plants and reused. 

T""r •;r• 
Make sure you can distinguish key terms such 
as autotroph, heterotroph, detritivore and 
saprotroph. Learn this comparative language 
carefully and then apply it accurately. 

A detri tivore is an organism that ingests dead organic matter, demonstrating 
holozolc nutrition. Decomposers secrete enzymes and digest food outside 
the body, absorbing the products of digestion. Decomposers demonstrate 
saprotrophic nutrilion. 

( • Common mistake ( • Common mistake 
Saprotrophs obtain energy from external 
digestion - it is incorrect to say that this is the 
'recycling of energy' as they will release the 
energy by respiration and then lose it as heat. 

If asked to describe the role of a saprotroph, it is incorrect to simply 
say that it is an organism that feeds on dead organic matter, because 
detritivores (vvhich are not saprotrophs) ingest dead matter. You must make 
it clear that saprotrophs feed on dead organic matter by external digestion. 

Link 
The classification 
of living things 
in domains was 
introduced in Chapter 
A3.2, page 137. 

l In~ 
Ion pumps a re 
discussed in Chapter 
82.1, page 230. 

♦ Chemosynthesis: 
inorganic molecules 
are oxidized to release 
energy; this energy 
is used to synthesize 
glucose. 
♦ Chemoautotrophs: 
organisms that a re 
chemosynthetic, i.e. use 
energy from chemical 
reactions involving the 
oxidation of inorganic 
compounds to make 
glucose. 

Diversity of nutrition in archaea 
Microbes occur in enormous numbers. They occur eve[)"•vhere in rhe biosphere, including son1e of 
Earth 's most hostile environments. These larter micro-organisms are rhe extreinophiles and are in 

the domain archaea. There are many ,nore species of micro-organism than there are other forms of 
life. Ho,vever. micro-organisnlS fa11 into just one of four groups (Table B4.2.1). 

■ Table B4.2.1 The range of micro-organisms 

Unicellular 
protoctista -

Archaea - the Bacteria - the true protozoa and some 
extremophiles bacteria algae Unicellular fungi 

Prokaryot ic/ prokaryotes prokaryotes eukaryotes eukaryotes 
eukaryotic 

Domain archaea eubacteria eukarya eukarya 

The archaea include a variety of photosynthetic, chemosynthetic and heterotrophic organis1ns: 
S01ne archaea use sunlight as a source of energy; however, oxygen-generating photosynthesis 
does not occur. lns[ead, archaea such as halobacteria use light-activated ion pumps to generate 
ion gradients by pumping ions out of the cell across the plasma membrane. The potential energy 
in these electroche1nical gradients is then transferred to ATP by i\TP synthase. 
Son1e organisn1s are autotrophic but do not use sunlight to produce glucose. They use energy 
generated fro1u chemical reactions. Because these archaea can make their ovvn glucose, they are 
autocrophic ('self-feeders') and, because they do chis by utilizing the energy from chemical 
reactions, they are knovvn as chemoautotrophs. Son1e archaeans live at great depths in the sea, 
,vhere there is no light for phoros1,1thesis; they are hydrogen-dependent, using n1olecular 

hydrogen as an energy source rather than sunlight. 

Chemosynthenc archaea are found in the stomachs and intestines of some mammals. Methane
producing archaea, or methanogens, release energy for ATP synthesis by producing methane gas, 
They use energy fron1 the electrons found in hydrogen gas to produce methane and other organic 
compounds. Methanogens can also be found at the bono111 of the ocean, where they can create huge 
meLhane bubbles beneath the ocean noor. ll is not correct to say, rherefore, that all energy in food 
comes from the Sun - some of it is generated by chemoautotrophs. 
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Both chemosynthesis and photosynthesis are processes where energy is used to synthesize 
glucose. The way that this energy is obtained varies in each process: photosynthesis (e.g. in plants) 
uses energy from sunlight to excite electrons, which then leads to the production of glucose; 
chemosynthesis (e.g. in some extremophile bacteria) uses oxidative chemical reactions involving the 
oxidation of inorganic compounds to make glucose. 

Heterotrophic archaeans include marine species that feed on the lignin from v,oody plants washed 

out to sea. Lignin is a co1nplex 111olecule found in the cell \Valls of vascular plants, serving to protect 

plants from pathogens as ,vell as strengthc11ing the cell ,val!. It is naturally resistant to degradation 

fro1n many types of n1icrobes. l\rchaea, by digesting the lignin, help to recycle plant re1nains, thereby 

contributing to the carbon cycle. 

Relationship between dentition and diet 
Hu1nans are part or the fa1nily Ho1ninidae, one of the t,vo fa1nilies of the ape superfa1n ily 

Hom inoidea, the other being the Hylobatidae (gibbons - see page 361) Ho1ninidae includes the 

great apes: the orangutans (genus Pongo), the gorillas (genus Corilla), the chi1npanzees and bonobos 

(genus Pan), and hun1ans (genus Hcn110). The evoluLionary tree or the l-!on1inidae is sho\vn 1n 
figure B4.2.4. 

1 

-
-
-
-

Nomascus concolor 

Hyfobates tar 

Hylobates agilis 

Hylobates motoch 

gibbon 

Pongo pygmacus --- orangutan 

Gorilla gorilla gorilla 

Pan paniscus bonobo 

Pan troglodytes ch 1mpanzee 

Australopithecus africanus 

Paranthropos robustus 

Homo sapiens 

Homo erectus 

■ Figure 84.2.4 The evolutionary tree of the Hominidae 

B4.2 Ecological niches 

Species \Vi thin the Ho1ninidae have a variety of dilferent diets. Gorillas are n1amly herbivores, feeding 

on large an1ounts of vegetation each day. Their skull and ja,vs are adapted for this plant-based diet. 
Large masseter muscles connect the skull ,vith the ja\1/, enabling che anin1al to grind plant 1naterial 

bet\veen its teeth (masseter muscles create a side-to-side n1otion of the jaw). Te111poral muscles pull 

up the jaw- this allo\.vs the animals to bite food. The ten1poral area is the part of the skull where 
these 1nuscles attach: in gorillas (and in the other great apes) these areas are much larger than in 

hun1ans. Gorillas also have a sagittal crest (a ridge of bone running along tl1e centre-line of the top 

of the skull), to allow attacl1ment for the large temporal muscle. This corresponds to the need to bite 

fibrous plant material forcibly. 

Chimpanzees are primarily frugivores (feed on fruit) and only eat vegetation if oLber forms of food are 

li1ni ting. Occasionally, chimpanzees eaL meat (e.g. from 111onkeys they have killed), so can have an 

omnivorous diet. As a result, they have less-developed 1nasseter and te111poral muscles than gorillas. 



Make sure you 
understand the 
relationship between 
dentition (teeth) and 
the diet of omnivorous 
and herbivorous 
representative 
members of the family 
Hominidae. 

• 

There are several different types of teeth: incisors, canines, premolars and molars. lncisors are used 

for slicing food, canines for tearing, and premolars and 1nolars for grinding food. ln terms of 

dentition, gorillas have n1ore developed canine and incisors than humans (figure B4.2.5), similar to 

chimpanzees, and larger pren1olars and molars for grinding the tough vegetation. 

U-shaped 
mandible 

Rectangular 
mandible 

Large 
canine 
teeth 

Large cranium 
and brain ---~ !L 

Flat face 

Protruding 
nose 

Prominent 
chin 

Prominent 
supraorbital 
ridge 

Broad, 
flat nose 

Small cranium 
and brain 

Protruding face 
and large lower jaw 

Spinal cord exits 
at bottom of skull 

Spinal cord 
exits at lower 
back of skull 

■ Figure B4.2.5 Comparing the dent ition of gorillas and humans 

Humans evolved fron1 a con1mon ancestor \vith chimpanzees some 4 million years ago. One branch 
of evolution led to modern humans (see Figure B4.2.4). A side branch of evolution led to another 

group called the australopithecines, \vhich are believed eventually to have gone extinct. One of the 

species from that group, Paranthropus robustu.s, had a skull that resembled that of a gorilla including 
a sagittal crest, due to the diet of tough vegetation that sustained the1n. The species na1ne 'robustus' 

refers to the robust skull that they display, i.e. large teeth and strongly built jav,rs; in contrast, 
humans have a 'gracile' skull - a lighter, more slender structure. P. robustus had megadont (meaning 

' large teeth') cheek teeth, \vith thick enamel to cope '>vith the tough vegetation. Large molars and 

pren1olars helped in the po'>verful chewing motion . 
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Current evidence 
indicates a plant-
based diet dominated 
in Homo f/oresiensis. 
but there is also 
sotrie evidence of 
meat eating. The 
species had large 
premolars and a robust 
mandible, similar to 
the australopithecines, 
although they also had 
reduced molar size and 
a cranium similar to 
those of later species 
of Homo, suggesting 
a reduction in the 
frequency of forceful 
biting behaviours. 

I 1nli: 
Look at Figure 
A3 .1.5 in Chapter 
A3 .1, page 105, 
for a photograph 
of skulls from the 
genus Homo. 

B4.2 Ecological niches 

Seven million years ago, human ancestors' ja\VS and teeth were similar to those o[ 1node.rn 

chitnpanzees. The incisors (the four front teeth on the top and the bottom of the skull andja\v) vvere 

relatively large, and the upper incisors \vere broad and projected out\vard The canines were very long 

and pointed, and much larger in males than in fernales Larger canines in apes have been linked vvith 

1nore fighting bet\~1een males for access ro females. Developed incisors and canines also allow food to 

be grasped and bitten. ln humans, incisors are relatively small, narrovv and vertical; canines are short 

(almost level vvith the other teeth) and relatively blunt Molars (back teeth) in humans are sn1all , and 

\visdo111 teeth' may be partiall}' hidden or irnpacted clue to the shortening o [ the javv. Pre1nolars ancl 

1nolars are relatively flat with Jo,v, rounded cusps (bumps) on the grinding surface. Evolution led to a 

larger cranial capacit}' in hLu11ans vv ith increased brain size, along vvith s111al\er teer\, and more 

V-shaped ja,vs (reflecting changes in dietary requirements, \Vith less emphasis on tough vegetation 

and a 1riore omnivorous d iet} 

I-fon10 Jloresiensis v1as a very small hominid, measuring just over a metre tall and having a very small 
brain. It is thoughr. that it was a descendant of Horno erectus (an ancestor of rnoclern bun1ans) that 

unden.vent island c[,..varfism (a process ,vhere isolated species that lack predators and have limited 

resources evolve to become smaller). They coexisted ,vith n1oclem hun1ans but are thought to have 

become extinct around 12 000 years ago. Remains of a skull of liorno JloresierL~is ,vere found in Liang 

Bua cave, Flores, lndonesia, in 2003. Tooth ,.vear fron1 the skull suggests that their diet \Vas cough 
and fibrous (i.e. plant based), requiring pov-rerful chewing action (mastication) 

Examine n1odels (if you have access to the1n) or digital collections of skulls to infer diet fron1 the 

anatomical features of men1bers of the Ho1ninidae fa1nily. Start ,vith Ho,no sapien.s (hu111ans), Homo 

j1oresiensis and Paranthropus robustus. Look at the exan1ples above and \Vork through the ATL activity 

to practise doing this. 

ATL B4.2A 

Use the following digital collections to examine models of Homo sapiens (humans), Homo f/oresiensis 
and Paranthropus robustus. While looking at the collections, think about these questions: 
1 What is the advantage of having digital models of these species? 
2 What are the limitations of the digital models7 

Smithsonian Institution National Museum of Natural History: 
httµs:1/humanorigins.si.edu/evidence/hutnan-fossils 

Smithsonian's 3D Digitizat ion website: https://3d.si.edu/collectlons/hom,nln-foss,ls 

Homo floresiensis cranium: 
https://3d.si.edu/object/3d/homo-floresfensis-aaniua-n:425aS 17b-8308-4ac9-813b-08f74e4ff9e!> 

Paranthropus robustus cranium: 
https://3d.si.edu/object/3d/paranthropus-robustus cranium:8bc77140-b75c-4f96-9899-bf275bSd43dd 

Paranthropus robustus jaw; 
htt1>s:l/3d.si .ed u/object/3d/paranthropus-, o bustus mand ib I e:5490 78 53-f218-4 66b-ab54-41 a 8aaaa59ea 

Homo sapiens cranium (Cro-Magnon 1): 
https://3d.si.edu/objeci/3d/homo-sapiens-cranium:09d681b2-Sae9-44a8-b444-8e31bb40305e 

ATL B4.2B 

The following site has digrtal models of non-human animals (both vertebrate and invertebrate); 

University of Michigan Online Repository of Fossils: http;//umorf,ummp lsa.umich.edu/wp 

Examine several herbivores and several carn1vores. How does the shape of the skull and jaw relate 
to their mode of feeding? How do these relate to what you know about the hominid skulls you 
have learnt about? 
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It is not possible to observe extinct hominid forms today, so we must use modern-day examples 

and extrapolate from these to form theories about how and what extinct species ate. In this way, 

deductions can be made from theories. Observation of living mammals led to theories relating 
dentition to herbivorous or carnivorous diets. Tooth shape, tooth enamel wear-and-tear, and the 

shape of skull and jaws are all evidence for the animal's diet. These theories allowed the diet of 

extinct organisms to be deduced. Scientific knowledge must be support ed by evidence and so new 

evidence can amend/change theories. 

Adaptations of herbivores for 
feeding on plants and of plants 
for resisting herbivory 

■ Adaptations of herbivores 
Aphids have modified piercing mouch pares called stylets (Figure 

■ Figure B4.2.6 SEM image of a black aphid feeding 
on leaf sap by inserting its stylet into the plant 

B4.2 6) These secrete the enzyme pectinase. Peccin, a polysaccharide 

that sticks the cell \Valls of plantS together, is digested by peccinase, so 

che scylec can slide bet\veen cell \Valls into the planr.'s phloem vessels 

and access the sucrose contained chere (page 324). 

Ocher insects eat plant leaves by using che\ving n1outhparts to bite, 
ren1ove and n1asticate sections of leaf Groups of insects chat have 

che,ving 1nouthparcs include the grasshoppers, locusts, cockroaches, 

111ost wasps, beetles and cern1ites. Caterpillars (the larval form of moths 

and butterflies) also have che,ving 1nouchparts. 

■ Figure B4.2.7 Proboscis monkey 
(Nasalis /arvatus) feeding on leaves 

■ Figure B4.2.8 Stinging hairs on the stem 
of a stinging nettle (Urtica dioica) 

♦ Herbivory: feeding on 
plants . 

• 

Some an imals have adaptations for deto>ri[ying plant toxins. For 

example, the proboscis rnonkey CNasalis lan,ati1s, Figure B4.2.7) chat 

lives in the forests of northern Borneo, Malaysia, has bacteria in its 

extended intestines that help it to neutralize toxins frorn certain leaves, 

as \vell as to digest the cellulose cell \Valls. 

Plant adaptations to resist herbivory 
Planes have ways of resiscing herbivory. For example, cacti have spines 

to scop predators accessing their stores of ,vacer (page 360). Stinging 

nettles (Urtica dioica) deter herbivores by having long, thin, hollo\v hairs 

over mosc of che stem and the underside of the leaves (Figure B4.2.8). 

Nettle stings contain methanoic (formic) acid and hiscamine, ,vhich 

cause a painful stinging and burning sensation. 

Other plants produce toxic secondary co1npounds in seeds and 
leaves. Deadly nightshade (Atropa belladonna) contains the toxins 

atropine and scopolan1ine in its leaves, steins, berries and roots, \vhich 

cause paralysis in the involuntary n1uscles of the body (including 

the heart) by con1petitively blocking the binding of acetylcholine (a 

neurotrans1nitter, see page 382) to receptors in the nervous system. 
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■ Figure B4.2.9 Deadly nightshade (Atropa belladonna), 
which cont ains toxins in it s leaves, stems, berries and roots 

Oleander (Neriun1 oleander) (see page 344) conta.ins toxic 
cardiac glycosides (oleandrin and nerine), vvhich when eaten 

can cause diarrhoea, von1iring, an erratic pulse, seizures, 
coma and eventually death. Nlany plants, such as the roots of 
cassava (Manihot esculenta), produce precursors o[ hydrogen 
cyanide. \,\/hen an animal eats the plant, the precursors are 
converted into cyanide, which kills the animal by blocking 

the respiratory metabolic pathv,ray. Humans eat cassava in 
many parts of the ,vorld (it is native to South Ametica but is 

also gro\vn and eaten in Nigeria, Thailand and Indonesia), 
but before it is consumed it needs to be detoxified by being 
cut into small pieces, soaked and then boiled in ,vater, before 

further preparation takes place. 

Predators have 
adaptations 
for f inding, 
catching and 
ki lling prey. Prey 
have adaptations 
for resisting 
predation. 

♦ Predation: a 
biological interaction 
where one organism, 
the predator, ki lls and 
eats another organism, 
its prey. 

♦ Predator: an organism 
that catches and kills 
other animals to eat. 

♦ Prey: an organism 
hunted and eaten by a 
predator. 

B4.2 Ecological niches 

Adaptations of predators and prey 

Make sure you can suggest or identify examples of chemical, physical and behavioural adaptations 
in predators or prey. 

Physical adaptations 
A physical adaptation involves a structural modification to the body. There are many difterenc 
physical adaptations, some of ,vhich are outlined belo1v. 

Eye positions 

Predators have eyes on the front of their head to enable better depth perception, meanlng they use 
binocular vision to esrin1ate the distance to prey organis1ns (Figure B4.2.lOa). Prey, in contrast, tend 
to have eyes on the side of their head so they can have a good vie,v of their surroundings and detect 

the approach of predators from both sides, front and back (Figure B4.2.10b) 

■ Figure B4.2.10 a) A barn owl (Tyto alba) in flight - not ice that its eyes are at the front 
of its head; b) a red deer (Cervus elaphus) - by having eyes on the side of t he head, 
t hese prey animals have a larger f ield of vision to see approaching predators 

Specialized sense organs 

Predators also have at least one sense organ that is very efficient at detecting prey. For ex.ample, 
predatory snakes (such as rattlesnakes) use their tongue to pick up che1nicals emitted fron1 prey and 

a specialized organ in the n1outh (the Jacobson's organ) to detect these chemicals. Birds of prey (such 
as the peregrine falcon) have very acute vision, \Vhile nocturnal bats (such as pipistrelJe bars) use 
echolocar.ion to locate prey, using their large, sensitive ears to detect. sound. 



■ Figure B4.2.11 
A peregrine falcon (Falco 
peregrinus) in flight 

Speed 

Fast speed is an advantage for both predators and prey as it enables predators to catch their prey or 

for prey to escape their predators. Animals can be very fast on land, for exan1ple the cheetah, see 

page 326, or through the air, such as birds of prey diving at great speed. The peregrine falcon is the 
fastest diving bird in the ,vorld and has been recorded travelling at more than 380 kn1 h-1, reaching 

its prey before the prey can respond (Figure B4.2.ll). 

Mechanical defences 

Hard shells on tortoises and turtles, or the spines of a hedgehog (a sn1all mamn1al found throughout 

parts of Europe, Asia and Africa), physically prevent the predator fro1n being able to eat the prey or 

causing pain to the predator (Figure B4.2.12). This discourages predation. 

Camouflage 

S0111e species evolve can1ouflage as an adaptation: the organis1n evolves to resemble its background. 
This n1eans that it is much less visible to predators. Chameleons have some of the best-knov.rn 

camouflage of any animal. They are lizards in the fa1nily Cha1naeleonidae and are found in Africa, 
Madagascar, southern Europe and southern Asia. Fischer's chameleon, for example, is found in 

Tanzania (Figure B4.2.13). 

■ Figure B4.2.12 A European hedgehog (Erinaceus europaeus) ■ Figure B4.2.13 Fischer's chameleon (Kinyongia fischeri): 
a species of chameleon that is endemic to Tanzania 

Mimicry 

Coral snakes are one of the most poisonous snakes on Earth (Figure B4.2.l 4a). They have the second

strongest venom of any snake (the black mamba has the deadliest venom). Their black, red and ,vhite 

striped colouration is a warning to predators that they are venomous. Other, non-venomous snakes, 

such as king snakes (Figure B4.2.l 4b), mimic the colour, size and shape of coral snakes. Predators are 

tricked into thinking that that king snakes are poisonous and so avoid them. I<ing snakes do not have 

to invest in making poison but have all the advantages of coral snakes in avoiding predation. 

■ Figure B4.2.14 An example of mimicry: a) coral snake (Micrurus altirostris), b) California mountain king snake (Lampropeltis zonata) 
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U) 

6 Outline the 
role of physical 

adaptations in 
helping predator 
and prey animals 
survive. 

ATL B4.2C 

Research other examples of mimicry - what behavioural and physfcal adaptations do these 
animals demonstrate? What are the advantages for the mimics 1n copying the appearance or 
behaviour of another animal, for example the king snake copying the coral snake7 

Tool 1: Experimental techniques 

Drawing annotated diagrams from observation 

Select an animal or plant that shows physical adaptat ions to its environment. Draw 
the organism and then label its adaptat ions. Add annotations that explain how these 
adaptations help the organism to survive. 

Chemical adaptations 
Many animals contain chemicals that are harmful to predators. These chemicals are 
synthesized and stored by the an i rnal. 

Toxicity 

■ Figure 84.2.15 Caterpillars of the cinnabar 
moth (Tyria jacobaeae) on the yel low 
flowers of ragwort (Jacobaea vulgaris) 

Warning colours are used ro tell predators that che prey species may be toxic and 
not good to eat. For example, the caterpillar of the cinnabar moch has distinctive 
black and yello\v stripes: this combination of colours is often used in the ani1nal 
kingdom to indicate thac an animal is poisonous. This caterpillar absorbs toxins 
from the ragwort on which it feeds (Figure B4.2.l 5). Predators that eat the 
caterpillar will experience an unpleasant taste and the presence o[ toxic chem icals, 
so they learn not to eat them. This type of de[e.nsive n1echanism is called 
aposematic colouration. 

■ Figure 84.2.16 The red striped poison 
dart frog (Ranitomeya reticu/ata) 

■ Figure 84.2.17 A bombardier 
beetle (Brachinus alternans) 

B4.2 Ecological niches 

Poison dart frogs live in the rainforests of Central and South America. The frog's 
skin secretes a poison that can paralyze and kill predators. Poison dart frogs may 
get their toxicity from the insects they eat, such as ants and termites. They have 
bright colouration (Figure B4.2.16), \Vhich is a warning to potential predators of 
their toxicity. 

Chemical defences 

Other species use che1nicals for defence. Bombardier beetles (Brachinus sp.), 
Figure B4. 2 .17 eject a hot, noxious chemical spray from the tip of their abdomen. The 
spray is produced by a reaction bet\veen t\1/0 chemicals, hydroquinone and hydrogen 
peroxide, which are stored in t\.VO cha1nbers in the beetle's abdomen. 

The skunk is a well-ki.10\V11 animal that has che1nical defences. These creatures spray 
a pungent liquid containing volatile sulfurous chemicals v,rhen threatened. The liquid 

sticks to the fur and skin of predators and deters the1n from approaching skunks in 
the future. 

r,:;. Top tj I 

Behavioural, chemical and physical adaptations often interact and reinforce each 
other. Before spraying a predator, a skunk wil l face away from the threat and 
arch its back, raise its tail and stomp its feet while making a hissing noise. Their 
colouration - bold white and black stripes - is a warning to potential predators. 



Behavioural adaptations 
As well as physical and chemical adaptations, predators and prey can behave 
in ways that increase their chance of survival. 

■ Figure B4.2.18 A Sumatran pit viper 
(Trimeresurus sumatranus) - a stealth predator 

Not all predators rely on speed to catch their prey. Stealth predators, such 

as the Sumatran pit viper (Figure B4 2.18), vvai t [or their prey to get close 

enough before they strike - to do this they 1n ust re1nai n still until the 

prey is within reach. These animals are often camounaged so they can 

remain undetected. 

l\1any animals roll into a ball ,vhen threatened by a predator, such as 
,voodlice and millipedes. This is an example of a behavioural adaptalion as 

,veil as a physical adaptation (Figure B4.21 9). 

,.tp ip- 1 

■ Figure B4.2.19 A pill mi ll ipede 
ro lled up int o a defensive bal l 

Not all adaptations fit neatly into one category. They often overlap or 
influence each other. For example, a 'rolling into a ball' behavioural 
adaptation only works if the prey has a tough exoskeleton to protect itself. 

7 Describe the chemical and behavioural 
adaptations of predators for finding, 
catching and killing prey, and of prey 
animals for resisting predation. 

Not all predators are animals: some plants are carnivorous and hunt insects 
(e.g. the Venus fly trap (Dionaea muscipula), page 327) and pitcher plants 
(e.g. Nepenthes species, page 361). 

Litilr 
Competitlon and 
its definit ion are 
covered in more 
detail in Chapter C4.1, 
page 557. 

Plants in forests 
have a range of 
different forms to 
enable them to 
harvest light, to 
avoid competition . 

Adaptations of plants for harvesting light 
In all ecosyste1ns there is competition tor often limited resources. The large number of species in 

tropical raintoreslS (page 360) means that competition in this biome is especially severe. 

Plant species are adapted in 1uany ,vays to give then1 an advantage in the con1petition to survive. 

One of the n1ain limiting factors in forest ecosysten1s is light, and plants use different strategies to 

reach light sources. 

The forest can be divided into different layers, or strata. Emergent trees are the tallest trees that 

reach over the canopy, then rhe canopy trees [on,, a layer of vegetation high above the forest noor. 

Several metres below the canopy is che understory o [ smaller plants and, at the botto1n, the ground

layer plants gro,\7• 

Canopy trees have a competitive advantage over smaller planlS as they have first access to sunlight 

and can acquire all frequencies of light. This maximizes photosynthesis and enables them to gro,v to 

a large size. The understory has less access to light, ,vhile the ground layer only receives around 1 % 

of the light available to the canopy layer. 

Lianas are ,voody vines: they have leaves and flo,vers in the canopy and roots on the ground, but 

instead of having a strong trunk they use the support of trees to reach the sunlight. They begin life 
on the forest floor and send shoots up,vards towards the sunlight, and depend on the support of 

other plants for their gro,vth and survival. 

Epiphytes are plants that gro,v on the branches of trees. For example, Lhe bird's nest fern (South 

East Asia) and bromeliads (South America, see FigL1re B4.2.20) are both round high above the forest 

noor. Seeds of these plants are cleposiLed by birds or 1na1nmals ,vho rest on the branches of the tree. 
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8 Explain how 
plants at different 
levels (strata) in a 
forest are adapted 
for harvesting light. 

■ Figure B4.2.22 Spiral 
ginger flower (Costus 
pulverulentus), a shade
tolerant shrub, in t he 
ra inforest of Costa Rica 

B4.2 Ecological niches 

Epiphyte species have the advantages of canopy trees but with none of the expense of having to 

gro\.v long steins to reach this height - epiphytes use the support o [ trees to find their position at the 

highest levels in the forest. They have access to strong sunlight and ,varmth - both of ,vhich enable 

them to maximize growth. Epiphytes fonn 1nicrohabitats for many species of animals: they trap 

,vater, vvhich enables aquatic animals, such as frogs, to live in an otherwise hostile environment. 

Some epiphytes send roots down to the forest floor, \vhere they can draw up nutrients and 

\Yater. Some of these epiphytes form a thick net\vork of stems and roots around the host tree, 

evenrually killing the host. These are known as strangler epiphytes and include the strangler fig 

(Figure B4 2.21). By killing the host, rhe strangler epiphyte has greater access to resources and does 

not have to share these \vith the host. 

■ Figure B4.2.20 A bromeliad 
in t he rainforest canopy 

■ Figure B4.2.21 St rangler fig (Ficus 
species) in the rainforest, Cape Tribulation 
National Park, Queensland, Aust ra lia 

Shade-tolerant shrubs and herbs grovving on the forest floor only have access to a small proportion of 

the light available in the canopy. Canopy plants filter out some frequencies of light (red and blue), 
leaving a more limited range of light ,vavelengths at the torest floor (e.g. green light). This 1neans that 

shrubs and herbs on the forest floor contain different photosynthetic pigments fro1n canopy plants, 

giving the1n a different colour (for example, red leaves rather than the mostly green leaves of the 
canopy). Another adaptation to these lo,v light levels is that understory plants have often evolved 

much larger leaves. There are fe,v flowering plants in rhe understorey- the lack of light makes 

flo,vers difficult to see by pollinators. The plants that do flo\ver often produce very brightly coloured 
flo,vers so they can be seen easily in such surroundings (Figure B4 2.22). They are also strongly 

scented so they can attract pollinators with their smell. 

Fundamental and realized niches 
Early ,vork by ecologists Joseph Grinnell and Charles Elton defined niche as silnply the 'job' 
carried out by a particular species in the environment. This concept o[ niche allows for 'vacant' or 

empty niches: roles in an ecosystem that are not yet, but could be, filled. ln the 1950s, zoologist 

G. Evelyn Hutchinson put a different perspective on the concept of niche by including the 
interactions between organism and environn1ent. In the Hutchinson concept of niche, where 'niche' 

is a property of an organis1n, there can be no 'empty niches' because the definition of niche is 

species-centred, defined by the interaction of the species and its abiotic and biotic environ1nent. 



♦fundamental niche: 
the potential extent 
of a species based on 
adaptations and tolerance 
limits. 
♦ Realized niche; the 
actual extent of a species 
when in competition with 
other species. 

Hutchinson realized that there ,vas a difference bet\Veen the area that a species could, in t.heory, 
occupy and one that it actually occupied. The abiotic environment fonns physical limitations for the 
species, and the distribution of a species is affected by its range of tolerance to a variety o[ different 
environmental factors (as discussed on page 349). Jn reality, ho\vever, factors affecting ho,v a species 
disperses itself, and how it interaccs ,vith other species, restrict the actual niche. Species live ,vithin 
co1nmunities and participate in con1plex food webs based on feeding and other interactions (see 
page 581), and so it is not sufficient to define a species' niche si111ply by its range of tolerance to different 
abiotic variables. A biotic factors, SL1ch as climate, are dominant across all geographical scales, whereas 
biotic factors, such as coinpetition, predation and mutualism, tend to be dominant at smaller scales. 

From these ideas the conceptS of fundamental niche and realized niche 

,vere developed. 
fundamental niche ln sum1nary, the fundan1ental niche is the potential location of a species 

along an environmental gradient, and the realized niche is its actual 

location along gradients, detennined by interactions between abiotic and 
biotic factors. The fundamental 11iche can, therefore, be sin1ply defined as 

\vhere an organism could live. and the realized niche as 1vhere an organism 
does live (Figure B4.2.23). 

realized niche 

environmental variable 1 
(e.g. temperature) 

■ Figure B4.2.23 The fundamenta l and rea lized niche 
9 Distinguish between fundamental and realized niches. 

■ Figure B4.2.24 The 
niches of species A and 
species B, based on 
body size, overlap with 
each other to a greater 
extent than with species 
C; strong interspecific 
competition wil l exist 
between species A and 
B, but not with species C 

Competitive exclusion and the 
uniqueness of ecological niches 

Competitive exclusion 
'vVhen resources are hmiting, populations v1rill co1n pete to survive. Competition can be either \Vithin 
a species (inrraspecific co1npetition) or bet\veen different species (interspeci(ic competition). 
lnterspecific competition exists when the niches or differe nt species overlap (Figure B4.2 24). No t\VO 
species can occupy the san1e niche, so the degree to \vhich niches overlap determines the degree or 
interspecific competition. 
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lf t\VO species share the same resource at the san,e place and the same rin1e, then the don1tnant 
species will outco111pete the other. The inferior con1petitor w ill either die out or n1ove a\vay to avoid 
the con1petition. This is con1petitive exclusion. 

The competitive exclusion principle was first suggested by a Russian biologist GF Gause in 1934, based 
on his experiments of culturing different species of Pararnedum in the laboratory (Figure B4.2.25). 
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Link 

A test for interspecific 
competition is 
covered in more 
detail in Chapter C4.1, 
page 569. 

10 Define the term 
competitive 
exclusion. 

What are the 
relative advantages 
of specificity and 
versatility? 

l For each form of 
nutrition, what are 
the unique inputs, 
processes and 
outputs? 

B4.2 Ecological niches 

food vacuoles of 
bactena formed here 

gullel (' cytopharynx') 

/ ----~~:-:-----=::::=- a feeding currenl ,s generated 

- by cilia in the oral groove 

products of digestion £_ __ _.:J~--~ 

absorbed into cytoplasm 

' 

food vacuoles have £_ __ _ 

direction of movement 

An experiment carried 
out by GF Gause in 
1934 using species of 
Paramecium, a large 
protozoan common 

digestive enzymes 
added, first in an acid ~ 

in fresh water. It feeds 
on plankton, the food 
source used 10 these 
experiments. 

species cultured separately 
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■ Figure B4.2.25 Population growth curves for t wo species of Paramecium. If two 
species with very similar resource needs (that is, similar niches) are grown separately, 
both can survive and flourish (t op graph); if the two species are grown in a mixed 
culture, the superior competitor- in this case P. aurelia -will eliminate the other 

P. caudatum was 
competitively excluded 

16 

Competitive exclusion could be the pressure that causes closely related species, living together in the 

sa1ne habitat, to have evolved clearly defined but separate niches. This would occur over an extended 

period of time. For example, the competitive exclusion principle would account for the difference in 

niches bet\.veen the cormorant and the shag that \Ve noted earlier on page 364. 



Systems are based 
on interactions, 
interdependence 
and integration of 
components. Systems 
result in the emergence 
of new properties at 
each level of biological 
organization. 

♦ Enzyme: mainly 
proteins (some are RNA) 
that function as biological 
catalysts. 

♦ Catalyst: a substance 
that speeds up the rate 
of a chemtcal reaction. 
Catalysts are effective in 
small amounts and remain 
unchanged at the end of 
the reaction. 

• 

Guiding questions 

• In what ways do enzymes interact with other molecules? 

• What are the interdependent components of metabolism? 

~--SYLLABUS CONTENli 

This chapter covers the following syllabus content: 
► C1.1.1 Enzymes as catalysts 
► C1 .1.2 Role of enzymes in metabolism 
► C1 .1 .3 Anabolic and catabolic reactions 

► C1 .1.4 

► (1.1.5 

► C1 .1.6 

► (1.1.7 

► C1 .1.8 

► (1.1 .9 

• (1.1.10 

► (1.1.11 

► C1 .1.12 

► (1 .1.13 

► (1.1.14 

► (1.1.15 

► (1.1.16 

► C1 .1.17 

Enzymes as globular proteins with an active site for catalysis 
Interactions between substrate and active site to allow induced-fit binding 
Role of molecular motion and substrate-active site collisions in enzyme catalysis 
Relationships between the structure of the active site, enzyme-substrate 
specificity and denaturation 
Effects of temperature, pH and substrate concentration on the rate of 
enzyme activity 
Measurements in enzyme-catalysed reactions 
Effect of enzymes on activation energy 
Intracellular and extracellular enzyme-catalysed reactions (HL only) 
Generation of heat energy by the reactions of metabolism (HL only) 
Cyclical and linear pathways in metabolism (HL only) 
Allosteric sites and non-competitive inhibition (HL only) 
Competitive inhibition as a consequence of an inhibitor binding reversibly to an 
active site (HL only) 
Regulation of metabolic pathways by feedback inhibition (HL only) 
Mechanism-based inhibition as a consequence of chemical changes to the active 
site caused by the irreversible binding of an inhibitor (HL only) 

Enzymes as catalysts 
Many chen1ical reactions do not occur spontaneously, or they may happen very slov1\y 
(Figure Ci.1.1). Ln a laboratory or in an industrial process, che111ical reactions 111ay be made 

to occur by applying high ten1peratures, high pressures, extren1es of pH, by maintaining high 
concentrations of the reacting n1olecules, or by using inorganic catalysts. lf these drastic conditions 
,vere not applied, very little of the che111ical product ,vould be fanned. On the other hand, in cells 
and organisms, many chen1ical reactions occur si1nultaneously, at extremely lo,v concenu·ations, at 
normal ten1peratures and under the very mild, almost neutral, aqueous conditions vie find in cells. 

Tt is the presence of enzymes in cells and organis1ns chaL enables these reacc.ions lO occur at 
relaLively high rates, in an orderly rnanner, yielding products that the organism requires, \vhen they 
are needed. Sometimes, reactions happen even though the reacting molecules are present in very lo,v 
concentrations. Enzymes are biological catalysts made or protein. They are truly remarkable 
molecules. ln general, catalysLs: 
• are effective in small a1nounLs 
• remain unchanged at the end or Lhe reaction . 

Theme C: Interaction and interdependence- Molecules 



Interaction: The 
effect or effects that 
two or more systems, 
bodies, substances or 
organisms have on 
one another, so that 
the overall resu It is not 
simply the sum of the 
separate effects. 

Interdependence: 
Biological systems are 
not self-sufficient . 
Molecules, cells, 
organisms and 
ecosystems interact 
with each other 
within and across 
levels of organization. 
The greater the level 
of interact ion, the 
greater the degree of 
interdependence. 

Metabolism depends 
on the interact ion 
of many different 
enzymes. Enzymes 
for specific reactions 
are located within 
compartments 
(organelles) within 
eukaryotic cells, for 
example the enzymes 
of oxidative respiration 
are found within 
mitochondria. 

( • Common mistake 

It is incorrect to use the term 'amount' when discussing variables 1n practical procedures. 
Use more precise terms available, such as 'concentration' or 'volume'. 

Figure Cl .1.1 sho,vs the benerit or increasing rates of reaction in cells. Many enzyn1es are ahvays 
present in cells and organisms, but son1e enzymes are produced only under particular conditions, 
at certain stages or \vhen a particular substrate molecule i.s present. By 1nakingso1ne enzymes and 
not others, cells can control what che1nical reactions happen in the cytoplasm. 

Role of enzymes in metabolism 
There are many thousands of chemical reactions taking place within cells and organisms. 
Mecabolisn1 is the name we give to these chemical reactions. These reactions can only occur in 
the presence of specific enzymes. If an enzyme is not present, the reaction it catalyses only occurs 
at a very slo\.v rate. The molecules involved are collectively called metabolites. Many metabolites 
are made in organisms, but others are imported from the environment, such as fron1 food 
substances, \Vater and the gases carbon dioxide and oxygen. 

Random collision possibilities: 
whe11 sucrose and water molecules collide at the w rong angle 

sucrose 

when sucrose and water col lide at the w rong speed 

cg, 
wa1er' 

for the reaction to occur. sucrose and water must collide in 
just the right orientation - glucose and fructose are formed 

In the presence of one molecule of the enzyme sucrase (invertase), 
approximately 3.0 x 104 molecules of sucrose are hydrolysed each 
minute! 

■ Figure C1.1.1 Can a react ion occur without an enzyme? 

These events are what 
happens at most random 
col lisions. 

~ 

'' '" fructose \ 

Under normal conditions 
this happens so very 
infrequently it is an 
insignificant event. 

C1 .1 Enzymes and metabolism 381 



1 Define the term 
metabolism. 

• Anabolism: the 
synthesis of complex 
molecules from simpler 
molecules including 
the formation of 
macromolecules 
from monomers by 
condensation reactions. 
♦ Catabolism: the 
breakdown of complex 
molecules into simpler 
molecules including 
the hydrolysis of 
macromolecules into 
monomers. 

2 Define the 
fol lowing terms 
and give one 
example of each: 
a anabolic 

reaction 
b catabolic 

reaction. 

3 Distinguish 
between anabolism, 
catabolism and 
metabolism. 

■ What is the meaning of enzyme specificity? 
Many different enzymes are required by living organisms, and control over metabolisn1 can be exerted 
through these enzymes. Each enzyme is specific co one substrate. so chat metabolic processes can be 
closely controlled. Enzymes are usually classified according to the type o[ reaction they catalyse and 
cl1ey can be nan1ed according co their substrates (i.e. the reactants char enzymes act on). 

Metabolisn, consists or chains (linear sequences) and cycles of enzyme-catalysed reactions, such as 
vie see in respiration (page 405), photosynthesis (page 425), procein synthesis (page 615), and in 
very many orl,er pathvvays. All these reactions 1T1ay be classified as one of just tvvo types, according 
to vvhether they involve. the build-up or breakdown of organic molecules. These are called anabolism 
and catabolism, respecrively (see belo1,v). 

Anabolic and catabolic reactions 
In anabolic reactions, larger molecules are buil t ttp from smaller molecules. Anabolism involves the 
[ormation o[ macron10\ecules from rnonomers by condensation reactions (page 186). 

examples of anabolism include: 
• the synthesis of proceins from amino acids (Chapter Bl.2 , page 207) 

• the synthesis of polysaccharides from si111ple sugars, e.g. glycogen formation (Chapter Bl.l, 
page 187) 

• photosynthesis (Chapter Cl.3, page 425). 

Catabolism is the breakdo,vn of larger molecules into simple molecules. The catabolic reactions 
involved include hydrolysis reactions (page 186). 

Exan1ples of catabolisn1 include: 
• hydrolysis of 1nacro1nolecules into n,onomers in digestion (Chapter Bl.I, page 187) 

• oxidation of substrates in respiration (Chapter Cl.2, page 412). 

Overall: metabolism = anabolism + catabolisn1 

green plants 

\ 
CO2 + H20 + light en\y 

animals 

complex food molecules taken in, 
rich in chemical energy 

photosynthesis digestion 

+ions 

catabolism 

sugars, 
amino acids. 
fatty acids 

anabolism 
energy-releasing reactions 

simpler compounds, (exergonic reactions) 
e.g. inorganic molecules ~ -,.-...--------' 

energy-requiring reactions comple~ molecules, 
,._ __ (e_n_de_r_go_n_1c_r_ea_ct~io ... n~sl_. e.g. polysaccharides, 

prote,ns, lipids, 
hormones, pigmen ls 

CO2 + H20. ions ADP + P; 

ATP 

ATP = energy currency 
linking endergornc and 

exergonic reactions 

■ Figure C1.1.2 Metabolism= anabolism+ catabolism 

ATP 

AOI' + P, 
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synthesis of complex 
molecules used in growth 
and development, and in 

metabolic processes, 
e.g. proteins, 

polysaccharides, 
lipids, hormones, growth 

factors, haemoglobin, 
chlorophyll 

anabolism: 
energy-requiring 

reactions, 1.e. 
endergonic 
reactions 

nutrients -

sugars, 
amino acids, 
fatty acids, 
1.e smaller 
organic 
molecules 

catabotism 
energy-releasing 

reactions, 
i e. exergonic 

reactions 

release of simple 
substances, 

e.g. small inorganic 
molecules, CO2, H20 , 

mineral ions 

■ Figure C1.1.3 
Summary of anabolic 
and catabolic reactions 

I tnlt 
Globular proteins are 
discussed in Chapt er 
81 .2, page 221. 

• Substrate-: the 
starting substance 
(reactant) in a reaction 
catalysed by an enzyme. 
It is the molecule that the 
enzyme reacts with. 

♦ Product: what the 
substrate is converted to 
in a react ion catalysed by 
an enzyme. 

♦ Active site: region 
of an enzyme molecule 
where the substrate 
molecule binds and 
catalysis occurs. 

♦ Enzyme-substrate 
(ES) complex, a 
temporary structure 
formed when a substrate 
binds to the active site of 
an enzyme. 

Enzymes as globular proteins with 
an active site for catalysis 
Enzyn1es are typically large, globular protein 1nolecules, where the tertiary structure has given the 
n1olecule a generally rounded shape. l n a reaction catalysed by an enzyn1e, th.e starting substance is 
called the substrate, and what it is converted to is the product. 

1\n enzyme ~vorks by binding to the subsrrale 1nolecule(s) ar a specially formed pocker in rhe 
enzyme. This binding point is called che active site. Here, as the enzyme and substrate form an 
enzyme-substrate (ES) complex, rhe substrate is raised co a high-energy LTansition star.e. This 
complex has the briefesr of existences before the substrate molecule is formed into another molecule 
or broken do1vn into ochers by the catalytic properries of the active site. Then the producc(s) are 
released, together with the unchanged enzyme (Figure Cl.1 .4). The enZ)rme is available for reuse. 

The sequence of steps to an enzyme-catalysed reaction: 

enzyme+ substrate E-S complex product+ enzyme available for reuse 
I 

(substrate raised to 
transition state) 

E + S 

active site (here 
the substrate 

E-5 Pr + E 
--t--- substrate molecule 

- the key 

molecule 1s held--
and reaction occurs) 
-the lock -1--enzyme (large 

protein molecule) 

enzyme-substrate L.......iL 
complex 

product 
molecules '----li... 

■ Figure C1.1.4 The enzyme- substrate complex and the active site 

( • Common mistake 

substrate 
molecule now at 
transftion state 

When describing enzyme-catalysed reactions, crucial details are sometimes missed out. Do not 
forget to mention the active site, substrate and ES complex. 

The active site is a pocket or crevice in the protein \vhere the substrate n1olecule lJi nds and catalysis 
occurs (see Figure CL 1.4). The active site of an enzyme n,ay only be made fron, a [e1v amino acids, 
but the interactions between the amino acids "vicJ1i n the overall three-di.111ensional strLLCture of the 
enzy1ne ensure that the active site has rhe necessary properties for catalysis. Tnese properti.es include 
binding to the substrate 1nolecule, holding on to it \vhile the chemical reaction takes place and 
lo"vering the energy of the transition state (see below). 

Mosr substrate molecules are quite small compared to the enzy111e. Even ,vhen the subsrrate 
molecules are very large, for example certain macromolecules such as polysaccharides, only one 
bond in the substrate is in contacl \"lith the enzyme active siLe. The ac1ive site takes up a relaLively 
small parl of Lhe lOtal volume of the enzyme. 

C1 .1 Enzymes and metabolism 



'l Explain why the 
shape of enzymes 
is important in 
enzyme action. 

♦ Induced-fit: the 
binding of the substrate 
to the enzyme causes 
a change in the shape 
of the enzyme and the 
substrate, resulting in the 
proper alignment of the 
catalytic groups on its 
surface, which enables 
catalysis to take place. 

Induced-fit binding 
Enzymes are highly specific in their action, ,vhich 1nakes them different fro1n most inorganic 
catalysts. Enzyn1es are specific because of the way they bind with their substrate at the active site, 
v,rhich is a pocket or crevice in the protein (Figure Cl.1.5). At the active site, the arrange1nent of a fe,v 
amino acid 111olecules in the protein (enzyrne) 1natches certain groupings on the substrate n1olecule, 
enabling the enzyme- substrate co1nplex to form. As it forms, a slight change of shape is induced in 
the enzyme and substrate n1olecules (the induced-fit model, Figure Cl..1.6). lt is this change in 
shape that is in1portant in raising the substrate molecule to the transition state in v,rhich it can react. 

polypeptide of 49 amino acid residues, 
making up a simple enzyme 

,, .,, 

substrate 

_;- active s ite (pocket/crevice 
in the protein molecule) 

The amino acids in a 
protein have different 
roles. 

The substrate molecule 
binds (temporarily) 
with the enzyme by 
inducing a change in 
shape of the enzyme 
molecule. In the 
interaction. the shape 
of the substrate also 
changes. 

Specificity! 

• Some amino acid molecules 
allow a particular substrate 
molecule to 'fit ' . 

• Some amino acid molecules 
bring about particular 
chemical changes. 

the ' induced-fit' process plays a 
part in bringing about the chemical 
changes, which are the enzyme
catalysed reaction 

I 

substrate 

some amino acid molecules 
match certain groupings on the 
substra te molecule, enabling the 
enzyme- substrate complex to form, 
e.g. residues 3-4-5 and 24- 25- 26 

other amino acid molecules are ·reactive·, 
i.e. catalytic residues that induce the 
breaking of bonds, and the formation 
of product(s), e.g. 20 and 41 

other amino acid res1dues interact 10 form the 
three-dimensional structure of the enzyme 

■ Figure C1.1.5 Enzyme specificit y and the act ive site 

Mean\vhile, other amino acids of che accive site bring about the specific cacalytic reaction 
mechanism, perhaps breaking particular bonds in the substrate n1olecule and forming others. 
Different enzymes have different arrangements of a1nino acids in their accive sites. Consequently, 
each enzyme catalyses either a single chemical reaction or a group of closely related reactions. 
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(0 Top tin' 

Both substrate and 
enzyme change shape 
when binding occurs. 

5 Define the term 
induced-fit binding. 

The enzyme hexokinase catalyses the reaction: 

glucose + ATP - glucose-6-phosphate + ADP 

Computer-generated image of the induced-fit hypothesis in action: 

active 
site 

glucose -@ 

+ATP 

hexokinase 
(computer-generated 
molecular model) 

two polypeptide 
chains make up 
the enzyme 

■ Figure C1.1.6 Induced-fit cata lysis by hexokinase 

"'""''_, slight change in 
the shape of 
the active site 
and substrate 
as the substrate 
molecule fits 
into active site, 
and reaction 
takes place 

ln the original model of enzy1ne-substrate interactions, the lock-and-key model. the active site 
of the enzyn1e is the con1plementary shape of the substrate and so fits to the substrate precisely. 
The enz}'lne acts as a 'lock' and the substrate is the 'key' - the shape of the key matches the lock 
and one key opens one lock. ln the induced-Cit 111odel, the active site of the enzyme undergoes a 
conformational change to improve binding \vith the substrate - it has been compared to a hand 
entering a glove, where both band and glove change shape to ensure optimal fit (the 'hand-in-glove' 
1nodel). Most enz}'lTieS seem to Eollo\v the latter n1odel. 

ATL C1.1A 

Access this website: www.abpischools.org uk/topics/enzymes-16/enzymes-biological-catalysts
that-control-the-reactions-of-life 

Explore the structure and function of enzymes using the information and animations provided. 
Produce a poster explaining the role that enzymes play in organisms. When were enzymes first 
used by humans? How are they used today in industrial processes? 

Tool 1: Experimental techniques 

Physical modell ing 

This video discusses the lock-and-key and induced-fit models: 

www .youtube.cotn/watch?v=E-_t3omrnxw 

Make and present models (using modelling clay, for example), emphasizing the 
differences between the lock-and-key and induced-fit ('hand-in-glove') models. 
You could also consider the limitations of representing the enzyme as the 'lock' and the 
substrate as the 'key'. 

Discuss in pairs, or a small group, why making a physical model is useful. 

C1 .1 Enzymes and metabolism 



♦ Immobilized 
enzyme: an enzyme 
attached to an inert, 
insoluble material, 
enabling recovery, reuse 
and improved enzyme 
stability, 

• 

The role of molecular motion and 
collisions in enzyme catalysis 
Movement is needed for a substrate molecule and an active site co come together. The greater the 
kinetic energy of enzyine and substrate, the greater the chance of collisions between 111olecules and 

the formation of enzyme- subsLrate complexes. 

Sometin1es large substrate n1olecules are in1n1obilized, and so1netin1es enzymes can be i1nn1obilized 

by being embedded in me1nbranes. Immobilized enzymes are often more stable than free enzymes 

in a solution and may provide a better environment for enzyine activity. 

Enzymes immobilized on (or in) a membrane (EIM) is a 1vide1y used method in food processing, 

phannaceuticals and wastewater u·eaunent. The ElM syste.111 facilitates recycling of the enzyn1es and 
also, in many cases, enhanced enzyine properties (e.g. stability and viabil i1y). The membrane is a 

porous structure on to which specillc enzymes are attached. 

■ Immobilization of enzymes for industrial use 
Enzymes may be used in industrial processes as cell-free preparations chat are added to a reaction 

mixture, or they 111ay be immobilized and the reactants passed over them. Enzyme imn1obilizarion 
involves the attachment of enzymes to insoluble materials which then provide support. For example, 

the enzyine may be entrapped bet\veen inert fibres or it may be covalently bonded to a matrix 
(figure Cl.1.7). ln both cases, the enzyme 1nolecules are prevented from being leached ('vvashed) a,vay. 

a entrapment b adsorption 

membrane 
surface 

;----..-enzyme 
active 
site 

c covalent bonding 

■ Figure C1.1.7 Enzyme immobi lization techniques 

d cross-linking 

The advantages of using an immobilized enzyme in industrial processes are: 

• i.t pern1its reuse of the enzyn1e preparation 
• the product is enzyme free 

e affinity 

• the. enzyme n1ay be n1uch more. stable and long lasting, due to protection by the inert rnatrix. 

(erOK 
People who are unable to produce lactase fai l to digest lactose, a carbohydrate found in milk. 
As a result, bacteria in the large intestine feed on the lactose, producing fatty acids and methane, 
causing diarrhoea and flatulence. Such people are said to be lactose intolerant and need to 
consurne lactose-free milk. 

The knowledge and technology required to make lactose-free milk is common in more economically 
developed countries. However, sharing that knowledge would undoubtedly benefit people from all 
over the world. If a company from a more economically developed country has this knowledge, are 
they ethically obligated to share this knowledge? One famous example is Volvo sharing its knowledge 
of the three-point seat-belt system without charge, while Moderna recently promised not to enforce 
its COVID-19 vaccine patents in certain countries. In both cases, the knowledge was important enough 
distribute freely. 

If you are going to explore this question in a TOK context, remember that TOK is about knowledge, 
not (as this case might lead you into discussing) about solutions for distribution of a product. 
Make sure your analysis is about the knowledge required to develop these products . 
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I substrate ? .__I _, 

I active site? ~ 
complementary 
shapes 

denatured enzyme: 
shape of substrate 
no longer 
complementary to 
shape of active site 

temperature 
or pH changes 
away from 
optimum 

□ 

■ Figure C1.1.8 The 
effect of pH and 
temperature on enzymes 

(o Top tip! 

Accurate, quantitative 
measurements in 
enzyme experiments 
require repl icates to 
ensure reliability. 

Relationships between the structure 
of the active site, enzyme-substrate 
specificity and denaturation 
Denaturation occurs \vhen the weak intran1olecular interactions within the globular protein, formed 

bet,veen different amino acid residues, break. This changes the three-di1nensional shape of the 

active site. Peptide bonds are not hydrolyzed and broken during denaturation. ln denaturation, the 

structure of the active site is changed, so the enzyn1e and substrate can no longer bind together 

(Figure Cl.1.8). 

LTnk 
Denaturing of proteins and the effects of pH and temperature on protein structure are 
detailed in Chapter 81.2, page 210. Peptide bonds are covered in 81.2, page 207. 

Effects of temperature, pH and substrate 
concentration on rate of enzyme activity 

f'n Nature of science: Patterns and trends 

You need to be able to describe the relationship between variables as shown in graphs. You should 
recognize that generalized sketches of relationships are examples of models in biology. Models in 
the form of sketch graphs can be evaluated using results from enzyme experiments. Enzyme 
experiments include investigating the effects of temperature, pH and substrate concentrat ion on the 
rate of enzyme activity. In each case, the shape of the graph will be specific to the reaction 
being investigated. 

■ Effect of temperature 
Exa,nine the investigation of the effects of temperature on the hydrolysis of stan:.h by tlie c11zy1ne a111_Y/ase, 

sfiown in Figure Cl.1 .9. 

When starch is hydrolyzed by the enzyme an,ylase, the product is maltose. a disaccharide 

(page 186). Starch gives a blue-black colour ,vhen mixed \vith iodine solution (iodine in potassium 

iodide solution), but rnaltose gives a yello,v or bro\vn colour (depending on concentration of iodine), 

indicating no reaction has occurred. The first step in this experiment is to bring san1ples of the 

enzyme and the substrate (the starch solution) to the temperature of the water bath before being 

1nixed - a step called pre-incubation. 

The progress of the hydrolysis reaccion is followed by taking samples o[ a drop of the mixrure on 
the end of the glass rod at half-minute intervals. These are tested ;vith iodine solution on a ,vhire 

tile. Initially, a strong blue-black colour is seen, confirming the presence of starch. Later, as 1naltose 

accumulates, an orange colour predominates. The endpoint of Lhe reaction is indicated ,vhen all 

the starch colour has disappeared from the test spot. Using fresh reaction mixture each time, Lhe 

investigation is repeated at a series of different temperatures, say at 10, 20, 30, 40, 50 and 60°C. 

The time taken for complete hydrolysis at each temperarure is recorded and the rare of hydrolysis in 

unit time is plotted on a graph. 
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5 cm3 pre-incubated 
amylase solution 

5 cm3 pre-incubated 
starch solution 

the sequence of colour 
changes observed is: 

n-- glass rod 

water bath -
at selected 

temperature 

\ 

blue-black = starch 

yellow- brown: all carbohydrate is 
present as 
,naltose (a disaccharide) 

iodine solution 

The experiment is repeated at a range of 
temperatures, such as at 10°c, 20°c, 30°C,40°C, 
so 0 c and 60°C. 

The glass rod is rinsed 
before it is returned to the 
reaction mi><ture to remove 
any traces of iodine solution. 

stop 
clock 

A control tube of Scm3 of starch solution+ 5cm3 
of distilled water (in place of the enzyme) should be 
included and tested for the presence/absence of 
starch at each temperature. 

■ Figure C1.1.9 The effects of temperature on hydro lysls of st arch by amylase 

• • 

-I@. Interpreting graphs: the effect of temperature on the rate of enzyme activity 
A characteristic curve is [he result (Figure Cl.1.10) - al[hough the optimum temperature varies 1vith 

the reaction and ,vith different enzymes. 

• As ten1perarure is increased, molecules have increased kinetic energy and reactions be[\veen 

them go faster. 

• The molecules are moving more rapidly and are more likely to collide and react. Q
10

, the 
temperature coefficient, is a measure of the rate of change of a reaction ,vhen the tempera[ure is 

increased by 10°( (see Tools box, page 394) Many enzymes have a Q10 of about 2, which means 

that the rate of the reaction approximately doubles for every 10°( rise in temperature. 

• Ho,vever, in enzyme-ca[alysed reactions the effect of te1nperarure is more complex, as proteins 

are denatured by heat. The rare of denarura[ion increases at temperatures higher than the 

optin1um. So, as the temperature rises, the amount of active enzyme progressively decreases, and 

the rate is slowed. As a result of these r,vo e!Iects of temperature on enzyine-catalysed reactions, 

there is an apparent optimum tempera[ure for an enzyme. 1-Iumans have enzymes \vith an 

optin1um temperature at or about normal body temperature. 

( • Common mistake 

When explaining the increase in the reaction rate of an enzyme, it is insufficient to say 'because 
there are more collisions wi th the enzyme'. A better answer is: 'because there are more frequent 
collisions between the substrate and the active site' . 
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((} Ton tin' 

When plotting data, 
ensure that the 
axes are correctly 
orientated, i.e. 
independent variable 
on the x-axis and the 
dependent variable on 
the y-axis. Ensure that 
the data points fill the 
area for the graph, and 
that an appropriate 
linear scale is chosen. 

Up to about 40 •c the rate increases -
a ten-degree rise m temperature 1s 
accompanied by an approximate 
doubling of the rate of reaction. 

10 20 30 40 50 60 
temperature at w hich the 

rate was measured/°C 

,-- ' 

Other variables - such as 1he 
concentration of the enzyme 
and substrate solutions - were 
kept constant. 

Now the enzyme-catalysed 
reaction rate decreases, 
ovving to the denaturation 
of the enzyme and 
destruction of active sites. 

enzyme ,n 
active state 

denatured enzyme -
substrate molecules no 
longer f it the act ive site 

----.--, 
active site 

■ Figure C1.1.10 Temperat ure and t he rat e of an enzyme-cat alysed reaction 

Not all enzyn1e.s have the san1e optimun1 ten1perature. for exan1ple, the bacteria in hot the1111al springs 
have enzyn1es "vith opti.J11a between 80°C and 100°C or higher (see page 47), whereas sea\veeds of 
northern seas and the plants of the tundra have enzymes with optin1u111 te1nperatures closer to 0°C. 

This feature of enzymes is often exploited i.J1 the con1mercial and industrial uses of enzymes. 

6 Figure C1.1.10 shows the effect of ternperature on the rate of an enzyme-catalysed 
reaction. State the optimum temperature of the enzyme. 

7 In studies of the ef feet of temperature on enzyme-catalysed reactions, suggest why 
the enzyme and substrate solutions are pre-incubated to a particular temperature before 
they are mixed. 

Tool 3: Mathematics 

Processing uncertainties 

Whenever a measurement is recorded, there will always 
be some doubt about the result that has been obtained. 
An uncertainty in a measurement is an interval that 
indicates a range within which we are confident that 

C1 .1 Enzymes and metabolism 

the true value lies. Scientific apparatus has a level of 
uncertainty. For example in Table C1 .1.1, the thermometer 
has an uncertainty of +0.1 °c, i.e. measurements may be 
+ or - 0.1 above or below the recorded measurement. ➔ 



Plotting linear graphs showing the relationship between two variables 

The fol lowing results were obtained in an investigation 
of the effects of pre-incubation of starch and amylase 
solutions at different temperatures on the subsequent 
hydrolysis of the starch to maltose. 

1 Draw a graph of these results, including a curve of 
best fit, and analyse the trend shown. 

2 Suggest the shape of the graph if the reciprocal of 
time (1/t) was plotted on the y-axis. This represents 
the relative rate of reaction. 

■ Table C1.1.1 Time taken to hydrolyse starch to maltose at different temperatures 

Temperature of solution/ °C ± 0.1 •c 10.0 20.0 30.0 35.0 40.0 45.0 50.0 55.0 60.0 

Time taken to hydrolyse starch 100.0 58.0 30.0 21.0 15.0 11 .0 19.0 46.0 100.0 
to maltose/s ± 0.1 s 

8 Describe 
the ef feet of 
temperature on 
enzyme-catalysed 
reactions. 

g A buffer is a 
solution that is 
used to control the 
pH of a process 

. . 
occurnng 1n an 
experimental 
aqueous medium. 
Suggest why such 
solutions are often 
used in enzyme 
experiments. 

ATL C1 .1B 

Read the following article: www.nature.com/news/1998/9809 17/full/news980917-7.htm1 

Many organisms possess enzymes that work in extremes of temperature or pH . This Nature 
article discusses lactate dehydrogenase (LDH) in Antarctic fish. Can you find an example where an 
enzyme ,vorks in extremes of pH? 

■ Effect of pH 
Change in pH can have a dran1atic effect on the rate of an enzyme-catalysed reaction 
(Figure Cl .1.11). Each enzyme has a limited range of pH at v,1hich it functions efficiently. I bis is 

often at or close to the neurrality point (pH 7.0). This effect of pH occurs because the structure. of 

a protein (and, therefore, the shape of the active site) is n1aintained by various bonds and weaker 

intern1olecular forces ,vithin the three-din1ensional structure of the protein. A change in pH fro1n 

tl1e opti1nun1 value alters the bonding patterns, progressively changing the tbree-din1ensional shape 
of the n1olecule. The active site may be quickly rendered inactive. However, unlike the effects of 

temperature. changes, the effects of pH on the active site are normally reversible. - provided, that is, 

the change in surrounding acidity or alkalli1ity is not too extreme. As the pH reverts to tl1e optin1um 

for the enzyme, the active site 1nay reforn1. 

-I@ Interpreting graphs on the effect of pH 011 the rate of enzyme activity 

10 Figure C1 .1.11 
shows the effect 
of pH on the 
rate of reaction 
of two enzymes. 
Estimate the 
optimum pH 
for trypsin. 

11 Sketch a graph 
showing the 
ef feet of pH on an 
enzyme that has 
an optimal pH of 7 . 

• 

Rates of enzyn1e re.ac tion can be calculated for an enzyme at diflerent pH (Figure Cl.1.11). In these 

graphs, the maximu1n values are of interest because they represent the optimum pH for the enzyn1e. 

Rates either side of these values are non-optitnun1. 

Som.e of the digestive enzymes of the gut have different optirnum pH values fron1 most other 

enzymes. For example, those adapted to operate in the stomach, where there is a high concentration 

of acid duriJ1g digestion, have an optimu111 pH chat is close co pH 2.0 (Figure Cl.1.11). 

Tool 3: Mathematics 

Interpolating graphs 

'Interpolate' means to make assumptions about the graph in-between the data 
points that have been collected. For example, in the graph for trypsin (Figure C1 .1.11 ), 
the plotted data do not indude the optimum; this is predicted to lie between two 
recorded values between pH 7 and 81 with the interpolate line showing it to be at 
approximately pH 7.8. 
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lower pH 
: 
t 

optimum pH for enzyme 

i 
higher pH 

I 
t 

pH at which the 
rate was measured 

substrate molecules no 
longer fit the active site 

enzyme 1n 
active sta te 

substrate molecules no 
longer f it the active site 

. 
I .. 

\ 

i 

active site 

I 
t 

structure of protein changes when a change of pH alters the 1on1c charge on 
-coo- (acidic) and -NH3 • (basic) groups in the peptide chain. so lhe shape of the actwe site is lost 
the optimum pH of different human enzymes 

C 
0 ·.; 
V 

"' ~ -0 

~ 

2 

optimum pH 
of pepsin 
(active in 
acidic 
stomach) 

4 6 
pH 

.,.~ -- optimum pH of 
most enz_ymes 
in human cells 

J"l..-+--optimum pH 

8 

of trypsin 
(active 1n neutral/alkaline 
duodenum and small intestine} 

10 

■ Figure C1.1.11 Effect of pH on enzyme shape and activity 

■ Effect of substrate concentration 
The effect of different concentrations of substrate on the rate of an enzyme"catalysed reaction can be 
sho1vn using an enzy1ne called catalase, This enzy1ne catalyses the breakdown of hydrogen peroxide: 

catalase 
2H202 ------ 2Hl0 + 0~ 

Catalase occurs very 1videly in living things; it fu nctions as a protective 1nechanis1n for the delicate 

biochemical n1achinery of cells. This is because hydrogen peroxide is a con1n1on by-product of 
reactions of metabolism, but it is also a very toxic substance since it is a povverful oxidizing agent 
(see page 412). Catalase inactivates hydrogen peroxide as it forn1s before any datuage can occur. 
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Tool 1: 
Experimental 
techniques 

Accurately 
' measuring 

volume 

Figure C1 .1.12 
shows the volume 
of gas being 
measured using an 
inverted measuring 
cylinder. This is 
only applicable for 
gases that have low 
solubility in water 
(e.g. oxygen) and 
not applicable for 
gases that have 
high solubility in 
water. Volume of 
gas can also be 
measured using 
a gas syringe (see 
Figure C1 .3,1 1, 
page 435). 

When 1neasuring the rate of enzyme-catalysed reactions, we measure the amount of substrate that 

has disappeared from a reaction mixture or the amount of product that has accu1nulaced in a unit or 

t i111c. For example, in Figure Cl.l. 10 (page 389) it is the rate at which the substrate starch disappears 

fro111 a reaction mixture that is measured. 

Interpreting graphs on the effect of substrate concentration on the rate of 
enzyme activity 

Working ,vith catalase, i t is convenient to measure the rate at which the product (oxygen) accumulates 

- the volume of oxygen that has accun1ulatecl at 30-second intervals is recorded (Figure Cl. l .12). 

Over tin1e, the initial rate of reaction is not maintained, but falls off quite sharply. This is typical 

of enzyine actions studied outside their location in the cell. The fall-off can be due to a number of 

reasons, but most commonly it is because the concentration of the subsn-ate in I he reaction mixture 

has fallen. Consequently, it is the initial rate of reaction that is measured. This is the slope of the 

tangent to the curve in the initial stage of reaction.. 

The test tube is tipped up to mix the enzyme solution with the substrate. 

delivery tube 

~ catalase 
solution 

-r- 3% hydrogen 
peroxide 
solution 
(10 volume) 

stop 
clock 

The rate of an enzyme reaction is greatest at the start, the initial rate. 

from the 
graph 

30 

C 25 
QJ "' g: E 
)( V 20 
0 :a 

- QJ 0 V 15 
QJ ::, 

E] 
2 a_ 10 
0 
> 

5 

initial rate 

instantaneous rate 

60 120 180 240 300 

time/s 

results 
plotted 

The initial rate of reaction, i.e. the volume of 
'------it► oxygen produced per second (cm3s 1), can be calculated. 

■ Figure C1.1.12 Measuring the rate of reaction using catalase 

--oxygen produced, collected 
by downward displacement 
of water ,n an inverted 
measuring cylinder 

recorded 

Total volume of 
oxygen gas 

Time/s collected/cm3 
(:t: 1 s) (± 0.5 cm3) 

30 6.0 

60 12.0 

90 16.0 

120 19.0 

150 22.0 

180 23.0 

210 24.0 

240 25.0 

270 25.5 

300 26.0 

Inquiry 1: Exploring and designing 

Designing 

In designing the experiment illustrated in Figure C1 .1J2, identify and justify the cl1oice of 
the dependent variable, the independent variable and the controlled variables. 
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12 When there is an 
excess of substrate 
present in an 
enzyme-catalysed 
reaction, explain 

the effect on the 
rate of reaction 
of increasing the 
concentration of: 
a the substrate 
b the enzyme. 

■ Figure C1.1.13 The 
eff ect of substrate 
concentration 

------- - ------------ ------------ ---------

Inquiry 3: Concluding and evaluating 

Evaluating 

Look at the experiment illustrated in Figure C1 .1.12. Identify and discuss one likely 
potential source of error when the experiment is carried out. Explain how such an error 
is detected and what relevant improvements could be made to this experiment. 

To investigate the effects of substrate concentranon on the rate o( an enzyme-catalysed reaction, 

the experiment shown in Figure Cl. 1.12 is repeated at different concentrations of substrate, and 

the initial race of reaction is plotted in each case. Other variables, such as ten1perature and enzyme 
concentration. are kept constant. 

'A' hen the ininal rates of reaction are plotted against the substrate concentration, the curve shows two 
phases. At lower concentrations, Lhe rate increases in d irec1 proportion to the substrate concentration. 

Ar higher substrate concentrations, the rate of reacoon becomes constant and shows no increase. 

Nov, we can see that the enzyme caLalase \Yorks by forming a shon-lived enzyme-subs1rate complex. 
Ar a low concentration of substrate, all n1olecules can find an active sire without delay. Effectively, 

there is an excess or enzyme present. The rate of reaction is sec by how tn uch substrate is present 
- as more substrate is made available, the race of reaction increases. Increased concentrations of 

substrate mean that there are more collisions be£\.veen substrate and the enzY111e, ,vith a higher 

likelihood or the substrate binding with rhe active site or the enzyme and enzyme-subs1rate 

co1nplexes forn1ing, causing the reaction to take place. 

l lowever, at higher substrate concentrations there comes a point ,vhen there is n1ore subsrrate rhan 
enzyme. In effect, substrate n1olecules n1ust 'queue up' for access to an active site. Adding n1ore 

substrate increases the number of molecules awairing conract \vii h an enzyme molecule, so there is 
no,vno increase in the rate of reaction (Figure Cl.1.13). 

0 

t, C 
few substrate molecules, - - more substrate - -+ excess of substrate molecules, 
many active sites free: molecules, all active all active sites engaged in ca ta lysis: 
increase in substrate sites engaged in increase in substrate concentration 
concentration catalysis: approaching will not change the rate 
will increase the rate maximum rate of 11, 

reaction 11. ' 
high 

' l 
' 

C ·-

low -1-L----------------------~ 
low high 

substrate concentration 
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13 Calculate the 
initial rate of 
reaction in 
Figure C1.1.12. 

14 Explain the 
factors that 
affect the rate of 
enzyme-controlled 
reactions in cells. 

15 List three factors 
that can affect the 
rate of enzyme 
reactions. 

Inquiry 2: Collecting and processing data 

Collecting data 

Access this si te: https://exchange.iseesystems.com/public/jondarkow/lactase-with
variable-sample-sizes/index.html#page1 

This is a simulation of experiments with the enzyme lactase, which hydrolyzes lactose to 
glucose and galactose. Click on the 'Simulate' tab to access the simulation. Keep the pH 
and temperature at the default settings of pH 7 and 25 °C. Leave the lactase enzyme 
concentrat ion at 5 mM (millimoles) for this and all your experiments. Set the sample 
size to 10. 

Run the simulation at init ial lactose (the substrate) concentrations of 1 O, 20, 40, 60, 80, 
100 and 120 mM. After each simulation at each substrate concentration, click on the 
'mean of samples' tab. Here you will find a graph of the average amount of glucose 
produced over t ime. On the graph at the 10-minute mark, determine the value of 
the product (glucose) concentration (mM). Since the simulat ion begins with a glucose 
concentration of zero, the value of glucose concentration at 10 minutes divided by 
10 is also the slope or initial velocity of the reaction (mM min-1

). Carry out further 
experiments to determine the effect of pH and temperature on lactase rate. 

Measurements in enzyme-catalysed reactions 

Tool 3: Mathematics 

Calculating rates of change from graphical and tabulated data 

The rate of reaction is measured by dividing a value of the dependent variable by 
time. In Figure (1.1.12, the initial rate is taken by extrapolating a straight line from 
the first section of the curve. The rate of reaction is calculated by dividing a value 
of the dependent variable (volume of oxygen produced) taken from along this line by 
the corresponding time, as shown by the dashed lines in the graph. Relative rates of 
reaction can be calculated using the reciprocal of t ime (1/t). 

For example, in the experiment on the effect of temperature on starch digestion by 
amylase (page 390), relative rates can be calculated: 

Temperature of solution 10.0 20.0 30.0 35.0 40.0 45.0 50.0 55.0 60.0 
1°c ± 0.1 °c 
Time taken to hydrolyse 100.0 58.0 30.0 21.0 15.0 11 .0 19.0 46.0 100.0 
starch to maltose/s ± 
0.1 s 

Relative rate of reaction 0.010 0.017 0.033 0.048 0.067 0.091 0.053 0.022 0.010 
(1 ft) s· 1 

These data show the rate of reaction increasing from 10 to 45 °C, and then decreasing 
to the original rate at 60°C. 
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♦ Activation energy: 
energy required by a 
substrate molecule before 
,t can undergo a chemical 

change. 

w ithout a catalyst, this 
amount ot energy needs 
to be put in to start the 
reaction 

reactant 

Example: 
sucrase 

Effect of enzymes on activation energy 
We visualize an enzyme (E) as a large molecule that 1vorks by reacting ,vith another compound or 
compounds, the substrate (S). Initially, a short- lived enzyme-substrate con1ple-x (ES) is fonned at the 

active site. This complex exists at a local energy 111in i111um and is quite stable. The transition state 
(TS) is the point ,vhere there is a maximum value of energy. The transicion state exists at the 

top of the energy profile and is u·ansient. Aln1ost instantly, the produce (P) is for1ned and the 

enzyme is released unchanged. The enzyme immediately takes pare in another reaction. We 

represent chis reaction as follows: 

E + S -- [ES] -+ ES t -+ P + E 

~vhere ES :~ is the transirion state. 

Energy is released when the 'substrate' becon1es the 'product'. Ho1vever, to bring about the reaction, 

a small amount of energy is needed initially to break or weaken bonds in the substrate, to form the 
transition state. This energy input is called cl1e activation energy (Figure Cl .1.14). It is a sn1all but 

significant energy barrier that 111ust be overcome before the reaction can happen. Enzymes work by 

lovvering the amount of energy required to activate the reacting 1nolecules by providing a new, 
alternative reaction pathway 

Another n1odel of enzyine catalysis includes a boulder (subsrrate) perched on a slope, prevented 

r ro1n rolling down by a small hump (representing activation energy). The boulder can be pushe<l over 
the hump, or [he hump can be dug a,vay to lo1ver it ( lowering the activation energy). allowing cbe 

boulder co roll do\vn and shatter at a lower level (giving products). 

Energy is needed co break the bonds within the substrate. \Vhen bonds are 1nade fron1 the produces 
of an enzyme-catalysed reaction. there is an energy yield. You should be able to inte17)ret graphs 

sho1ving this effect, for example Figure Cl.1.14. 

No1e: virtually all enzyme-catalysed reactions still have activation energy ban·iers, they are just 
smaller. The enzyme lowers the 'hun1p' of acrivacion energy, it does not ren1ove ir. 

'boulder on hillside' model of activation energy 

.,-- transi tion state 

~- effect of catalyst 

activation energy 

free energy change 

products 

triggering the fall. 
either by pushing 

or by lowering 
the hump (the 
enzyme way) 

produru 
(at lower 
energy level) 

sucrose + wa ter --- glucose + fructose 

■ Figure C1.1.14 Activation energy 
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16 Sketch a graph 
showing the effect 
of an enzyme 
on the activation 
energy of a 
metabolic reaction. 

17 Define the term 
activation energy. 

♦ Extracellular 
enzyme: an enzyme 
secreted by a cell that 
functions outside the cell. 

♦ Intracellular 
enzyme: an enzyme that 
funct ions with in the cell 
in which it was produced. 

I Irk 
Respiration and the 
Krebs cycle are covered 
in detail in Chapter 
C1 .2, page 405. 

LI" k 
Energy transfer is 
covered in Chapter 
C4.2, page 578. 
The maintenance 
of constant body 
temperature is covered 
in Chapter D3.3, 
page 766. 

• 

ATL C1 .1C 

Find out more about activation energy here: 
https./led.ted.com/lessons/activation•energy•kickstarting•chemical-reactions•vance-kite 

Produce a cartoon or poster, using ideas from this book and from the animation, to summarize 
the role of enzymes in reducing activation energy in metabolic react ions·. Producing your own 
visual summaries of important biological concepts can help you understand and remember them. 

ro Top ti I 

Molecules collide more frequently at higher temperatures; however, the main reason why the 
reaction speeds up is that more molecules have enough energy to get over the activation energy. 

Intracellular and extracellular 
enzyme-catalysed reactions 
Some enzymes are exported from cells, such as the digestive enzymes. Enzymes like these are put 

into vesicles, secreted by endocytosis and ,vork externa11y. l 'hey are called extracellular enzymes. 

Chemical digestion in the gut is an exarnple of an extracellular reaction. 

1-'lo\vever, n1ost enzymes remain \Vi thin cells and ,vork there. These are the intracellular enzymes. 

Many are found inside organelles and in the membranes of organelles, in the fluid medium around 

the organelles and in the plasma me1n brane. Many are also in [he cytoplasm (e.g, glycolysis, 

page 414). T\vo of tbe main 1netabolic processes in respiration are glycolysis and the Krebs cycle. 

These are inrraceUttlar enzyme-catalysed reactions. 

18 Distinguish between intracellular and extracellular enzymes. 

Generation of heat energy by the 
reactions of metabolism 
When glucose is oxidized to carbon dioxide and ,vater in aerobic cell respiration, energy is 

transferred from the store of chen1ical potential energy to heat energy (i.e. the kinetic energy of 

molecular n1otion). This energy is no longer in store but is on the move; it is active energy: Only 

part of the stored energy in a n1olecule is available. This is knoW11 as free energy and can be used 
to do ,vork. Reactions that release free energy are kno,vn as exergonic reactions (Figure Cl.1.15). 

The oxidation of glucose is an example of an exergonjc reaction. 

Heat generation is inevitable in .metabolic reactions. Exergonic reacrions involve rhe release of heat 

because 1netabolic reactions are not l00°tb efficient in energy rransfer. Mamn1als. birds and s0111e 

other ani1n als depend on th is heat production for maintenance of constant body temperature and 

are said to be endotherms (page 766) or \varrn-blooded'. Other animals cannot control their cell 

rnetabolism in this ,vay and are described as ectotherms ('cold-blooded '). 

On the other hand, reactions in "'hich energy is absorbed, and there is more energy in the system ar 

the end of the reaccion than a[ the beginning of tr , are called endergonic reactions. The synthesis of 

a protein from amino acids is an example of an endergonic reaction . 
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In an exergonic react ion the products have less stored 
energy than the reactants. 

In an endergonic reaction energy has to be put in, 
because the products have more stored energy than the 
reactants. 

+ free energy given out, 
as work done, 

C+D, CD 
+ free energy input or heat, or both 

a downhill 
reaction 

energy given off 

energy put in 

an uphill 
reaction 

■ Figure C1 .1.15 Exergon ic and en dergon ic reaction s 

Link 
The definition and 
structure of ATP are 
detailed in Chapter 
B2.1, Figure B2.1.12, 
page 232. 

♦ Linear metabolic 
pathway: a series 
of enzyme-catalysed 
reactions that run in one 
direction, from reactant 
to product. 

♦ Cyclical metabolic 
pathway: a circular 
series of enzyme
catalysed reactions where 
there is no end to the 
series; one reaction leads 
to the next and eventually 
back to the starting point. 

♦ Metabolic pathway: 
sequence of enzyme
catalysed biochemical 
reactions in cells and 
tissues. 

metabolite A 
(substrate of 
enzyme a) 

a 

The 1nany endergonic reactions that occur in metabolis1n are made possible by being coupled co 
exergonic reactions. Coupling occurs through adenosine triphosphate (ATP) (the energy currency 
molecule in biology). Molecules of ATP work in metaboli5m by acting as common intermediates, 
linking energy-absorbing and energy-yielding reactions. lvfetabolic processes mostly involve ATP, 
directly or indirectly. 

Cyclical and linear pathways in metabolism 
Metabolism consists of series of reactions in ,vhich the product of one reaction is an intermediate of 
the next, and so on. Many path\vays consist of linear metabolic pathways (that is straight chains) 
of reactions, while others are cyclical metabolic pathways (Figure Cl.1.16). We shall see examples 
of both types of metabolic pathway within the reactions of respiration, a catabolic process 
(page 405), and photosynthesis, an anabolic process (page 425) 

enzymes c1 and c2 
compete for 

linear metabolite C 
metabolic 
pathway 

0-b-1111•► 

How much of metabolite c Is converted to X or to D 
depends on the relative amounts of enzymes c1 and c2, 

and hovv readily each forms its enzyme-substrate complex. 

0 

branched 
metabolic 
pathway 

d 

cyclical 
metabolic 
pathway 

■ Figure C1.1.16 Some m etabolic pathways an d t h e roles of enzym es 
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ln respiration, glycolysis is a linear metabolic pathvvay (page 414) and the Krebs cycle a cyclical one 
(page 418). Photosynthesis has two secs of reactions - the light-dependent reactions and the light
independent reactions (page 439). The light-independent reactions are driven by the Calvin cycle 
(page 445) - another exan1ple of a cyclical pathway. 

@fiTOK 

19 Compare and 
contrast cyclical 
and linear 
pathways in 
metabolism. 

♦ Enzyme inhibitor: a 
substance that slows or 
blocks enzyme action. 

♦ Competitive 
inhibitor: a substance 
that binds to the active 
site of an enzyme, 
slowing or blocking 
enzyme action 
♦ Non-competitive 
inhibitor: a substance 
that does not bind to the 
active site but to another 
part of the enzyme, 
slowing or blocking 
enzyme action. 

Llnll. 
Rubisco is covered 
in more detail 
in Chapter C1 .3, 
page 445. 

• 

You will have noticed that the study of biology requi res some understanding of chemistry. 
Chemical theory is used to explain the inner workings of biological phenomena. Do you think this 
means that chemistry is a body of knowledge that is somehow more foundational than biology? 
Can all the facts of biology be translated into facts about chemistry? 

You might also ask similar questions in relation to other areas of knowledge (AOKs): does physics 
describe the world better than chemistry? Can art describe facts about human experience in a 
preferable way to history or biology? 

Thinking about the scope of the AOKs is a helpful tool in TOK. The scope element of the TOK 
Knowledge Framework encourages you to think about the specific questions that one AOK will ask 
rather than another. Biology, for instance, might be more interested in identifying and explaining 
facts about whole organisms or systems, while chemistry focuses more on chemical and atomic 
interactions. That these different types of knowledge overlap and inform one another 1s cruoal to 
understanding any one of them, but being able to explore them as distinct knowledge communities 
1s a helpful TOK strategy. 

Enzyme inhibitors 
The actions of enzymes may be inhibited by other n,olecules, some formed in the cell and otl1ers 
absorbed fron1 the external environment. These substances are kno,vn as enzyme inhibitors since 
their effect is generally to lower the rate of reaction. 

(o Too tin! 

Studying the effects of inhibitors has helped our understanding of: 
the chemistry of the active site of enzymes 
the natural regulation of metabolism and which pathways operate 
the ways certain commercial pesticides and drugs work, namely by inhibiting specif ic enzymes 
and preventing particular reactions. 

For exa1nple, molecules that sufficiently resen1ble the substrate in shape may compete to occupy 
the active site. These are known as competitive inhibitors. The enzyn1e that catalyses the 
reaction bet\veen carbon dioxide and the acceptor molecule in photosynthesis is kno,vn as 

ribulose bisphosphate carbo:-..·ylase (nibisco, page 445) and is competitively inhibited by oxygen in 
the chloroplasts. 

Alternatively, an inhibitor 1nay be unlike the substrate molecule, yet still combine ,vith the enzyme. 
ln these cases, the attachment occurs at sorne other part of the enzyme, probably quite close to the 
active site. Here, the inhibitor ei ther partly blocks access to the active site by substrate 1nolecules, or 
it causes the active site to change shape and so be unable to accept the substrate. These are called 
non-competitive inhibitors since they do not co1npete for the active site. Adding excess substrate 
does not overco1ne their inhibiting effects (Figure Cl.1.17) . 
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competitive inhibitor 
ln place. substrate prevented 
from binding 

E.x<1n1Lne tl1e graph in Figure CJ.'/. 17 carefuUy. 

You can see that when the initial rates of reaction of an enzyme are plotted against substrate 

concentration. the effects of competitive and non-co1npetitive inhibitors are clearly different. 

When the ini tial rates of reaction of an enzyme are plotted against 
substrate concentration, the effects of competitive and non-competitive 
inhibitors are seen to be different. 

C 
0 
'€ ,. 
~ 

0 

maximum rate 
of enzyme-catalysed reaction 

~--- without any inhibitor 

- - effect of a competitive 
inhibitor: 
substrate and inhibitor 
compete for active sites, so 
excess substrate overcomes 
inhibition 

two types of reversible 
inhibition 

change 
in shape 
of active 
site 

w 
QJ ... ,. - ~ L effect of a non-competitive 

inhibitor: 

non-competit ive inhibitor 
1n place: catalytic act1v1ty of r---c::::; 
active site prevented ~ low 

I inhibitor does not compete for 
active sites, so excess substrate 
will not overcome inhibit ion 

high 

substrate concentration 

■ Figure C1.1.17 Competitive and non-competitive inhibitors 

♦ Allosteric 
regulators: molecules 
that change the shape 
and activity of an enzyme 
by reversibly binding at a 
site on the enzyme. 

1·he difference be1,veen competitive and non-co1npetitive inhibition is in the interactions between 

substrate and inhibitor and, therefore, in the effect of substrate concentration. Jn non-co1npetitive 

inhibition, the inhibitor does not compete for active sites and so excess substrate ·.vill not overcorne 

inhibition. ln competitive inhibition, substrate and inhibitor cotnpete for active sites and so excess 

sL1bstrate \vill overco1ne inl1ibition. 

■ Allosteric sites and non-competitive inhibition 
Allosteric regulators are molecules that change the shape and activity of an enzyme by reversibly 

binding at a site on the enzyme, typically some distance from the active site. Binding of an allosteric 

activator te1nporarily stabilizes the enzyme shape as an active and effective catalyst. Binding of an 

allosteric inhibitor changes the enzyme shape into an inactive form. 

\l\le can see allosteric regulation as a forn1 o[ reversible non-competitive inhibition or activanon 

of an enzyme. Subtle fluctuations in the concentrations of activators and inhibitors may fine

tune the activity of a critical path.vay as constantly changing conditions or requirements of cell 

metabolism demands. 

Only specific substances kno,vn as effectors can bind to an allosteric site. Binding causes interacrions 

vvithin an enzyme that lead to confor111ationa] changes, vvhich alter the active site enough to prevent 

catalysis. Binding is reversible. 

An investigation of the initia l rate of reaction of the enzyme catalase in the 
presence and absence of heavy metal ions (Cu2+) 

The enzyme catalase catalyses the breakdown of hydrogen peroxide (see page 391 earlier in ,he chapter): 

cata lase 
2H20~ --2Hi0 + Oi 
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The rate of an enzyn,e-catalysed reaction is the amount o[ substrate that luis d isappeared from a 

reaction mixture, or the a1nount of product that has accu111ulated, in a period of time. For exan1ple, 
,vith catalase it is convenient to measure the rate at ,vhich the product (oxygen) accu1nulates. In this 

experiment, an indication of the volume of oxygen that was released at hal[-minure intervals ,vas 

recorded at each substrate concentration. 

When these ·ra,.v' resulls for each concentration or hydrogen peroxide were plotted on a graph, il 

vvas found Lhat, over Lime, the initial rate or reaction \-vas not rnaintained: in fact, it decreased quite 

quickly. Th"i.s is typical of enzyme actions studied outside their locaLion in the cell. The reduction 

in rate can be due LO a nu1nber of reasons, but n1ost commonly it is because the concentration or 

the subsrrate in the reaction 1nixture has fallen. Consequently, il is Lite initial rate of reaction that is 

detennined. This is the slope of Lhe tangent Lo the curve in Lhe initial stage of reaction. How this is 

calculated is sho,vn in Figure Cl.1.12 (page 392) 

Loofa at tlii.s account of how an initial reaction ,·ate is calculated now. 

The apparatus used is illustrated in figu re Cl.J.18 and the reaction mixtures ln tbis e;...-periment are 

tabulated belo\v. Note that: 

1 A yeast suspension ~vas used as the source of the enzyme. The nu1nber of bubbles released at 
balf-n1inute intervals ,vas counted and recorded for six minutes vvith each reaction mtxrure. 

(The initial rush of bubbles ,vhen the yeast ,vas injected was discounted. The depth of the bubble 

nozzle ,vas the same in each experiment,) 

2 The concentration or a hydrogen peroxide solution is given as the volume of oxygen that can be 
released. For example, a 20-volun1e solution ,vill, when con1pletely deco111posed, give 20 times its 

ov,in volume of oxygen. 

3 A duplicate invesrigation '1vas carried out in the presence of a dilure solution of copper(11) 
(Cu2+ (aq)) ions. 

water bath 

-----

2 cm1 syringe to hold 
yeast suspension 

bung cut in half to allow 
syringe needle to penetrate 

r-11=-.......- right through 

side-arm test tube 
rubber delivery tube 

hydrogen -lf-+-- 1 
peroxide 

. boiling tu be 

glass tube 
made ,nto a 

0 nozzle 1 mm 
0 
o in diameter solution to 0 

0 

which yeast 
suspension 
has been 
added 

■ Figure C1.1.18 Apparatus for monitoring the effects of 
substrate concentration on the action of catalase 
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~O Construct a 
graph showing 
the init ial rates of 
reaction of the 
enzyme catalase 
over the substrate 
concehtration 
range of 4- 14 vol 
hydrogen peroxide 
in the presence 
and absence of 
heavy metal ions. 

21 Explain to what 
extent these 
data support the 
hypothesis that 
copper(11) ions are 
a non-competitive 
inhibitor of the 
enzyme that 
decomposes 
hydrogen peroxide. 

♦ Statin: any of a cli;iss 
of drugs that lower the 
level of low-density 
lfpoproteins in the blood 
by inhibiting the activ1ty 
of an enzyme involved 
in the production of 
cholesterol in the liver. 

acetyl-CoA 

' acetoacetyl-CoA 

' f>-hydroxy-[3-
methylglutaryl-CoA 

HMG-CoA ••► I 
reductase • 

mevalonic ac,d 

' squalene 

' cholesterol 
(C27Ha60) 

HO 

rhe reaction mixtures used, and the results obtained, are sho,.vn in Tables Cl.1.2 and Cl.1.3. 
E.xaniine then, unJ then a11swe1· the questions. 

■ Table C1.1.2 Effect of substrate concentration on enzyme-catalysed reaction 

Experiment 1 2 3 4 

volume distilled water (cm') 4.0 3.5 3.0 2.5 

volume 20-vol H
2
0

2 
(cm,) 1.0 1.5 2.0 2.5 

concentration of H
2
0

2 
(vol) 4.0 6.0 8.0 10.0 

volume yeast suspension (cml) 1.0 1 0 1.0 1.0 

initial rate of reaction 0,5 17.0 24.0 27.0 

(bubbles/min) 

■ Table C1.1.3 Effect of subst rate concentration on enzyme-catalysed 
react ion in presence of heavy metal ions 

Experiment 1 

volume distilled water (cm') 3 9 

volume 0.1 M copper(11) (Cu'·) 0.1 

solution (cm3) 

volume 20-vol H
2
0

2 
(cm3) 1.0 

concentration of H
2
0

2 
(vol) '1 .0 

volume yeast suspension (cm3) 1.0 

initial rate of reaction 0.2 

(bubbles/min) 

■ Competitive inhibition 
Competitive inhibition is a consequence of 
an inhibitor binding reversibly to an active 
site (see above). 

2 

3 4 

0.1 

1.5 

6.0 

1.0 

8.0 

3 4 

2.9 2.4 

0.1 0.1 

2.0 2.5 

8.0 10.0 

1.0 10 

14.0 15.0 

HMG-CoA redue1ase 
acrtive site 

Statins are an example of competirive 
inhibitors. They are con1petitive inhibitors 
of an en.zytne crucial for the sy11thesis of 

cholesterol: 3-hydroxy-3-mechylglutaryl 
coenzyn1e A (HMG-CoA) reducrase 
(HMGR) (see figure CLL19), Scarins are 
similar in structure to the subsrrace of 
HMG"R, HMG-Cor'\. Statins can therefore 
occupy a portion of the binding site ot 
HMG-CoA, blocking access of this 
substrate to the active sire of the enzyme 
(Figure Cl.l.20). 

0 
OH ---; 

Too tipl 

You will not be expected to recall the 

names of individual chemicals in these 

reactions. They are used here to explain 

the mechanism of enzyme inhibit ion. 

~ o 

HO 

Jt 

10 

HO 
statin 

u 
II c-o 
OH 

(competitive inhibitor) 

X 

5 6 

2.0 1.5 

3.0 3.5 

12.0 14.0 

1.0 1.0 

30.0 32.0 

5 6 

1.9 1.4 

0.1 0.1 

3.0 3.5 

12.0 1'1.0 

1.0 1.0 

15.4 15.6 

u 
HO II ~ c- o-
H;c· L c- s-coA 

II 
0 

HMG-CoA 
(substrate) 

■ Figure C1.1.19 The 
metabolic pathway of 
cholesterol synthesis 

■ Figure c1.1.20 Stat ins compete with HMG-CoA 
for the active sit e of HMG-CoA reductase 
(X indicates t hat sit e 1s blocked to substrate) 
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22 Distinguish 

between 
competitive and 
non-competitive 
enzyme inhibition. 

♦ End-product 
inhibition: when the 
product of the last 
reaction in a metabolic 
pathway inhibits the 
enzyme that catalyses 
the fi rst reaction of the 
pathway. 

inhibition of 
enzyme a by 
the end-product 
molecule 

Health consequences of the lipid content of diets 

The lipid cholesterol is a co1nponent of the diet, particularly ,vhen anin1al fats are present. This Lipid 

is a steroid (see Chapter B2.1, page 237). 

There are tvvo rorms or cholesterol carried in the blood: 

• 101,v-density lipoproteins (LDLs), complexes or thousands of cholesterol 1nolecules bound to 

proteins in particles ('bad cholesterol') 

• high-density lipoproteins (HDLs), or 'good cholesterol'. 

Excess blood cholesterol, present as LDLs, may cause atherosclerosis - the progressive degeneration 
of the artery ,valls (page 300). A direct consequence of this is an increased likelihood of the 

[orn1ation and circuladon of blood clots. 

Statins are taken to reduce LDLs in the blood and therefore reduce the risk of corona1y heart disease 

and other effects of high levels of cholesterol in the blood. 

ATL C1.1D 

Many drugs are enzyme inhibitors, for example angiotensin-converting enzyme (ACE) inhibitors, 
which are used to treat hypertension. Research this example or generate a list ot other medicines 
that work as enzyme inhibitors, such as the antibacterial effects of penicillin or sulfona1nide. 

■ Regulation of metabolic pathways by feedback inhibition 
Individual pathways in metabolism 1nay be s,vitched off by the final product acting as a reversible 

inhibitor of the enzyme chat catalyses che firsc step in the pathivay. 

lu end-product inhibition, as che product molecules accumulate, tl1e steps in their production are 

switched off (Figure Cl.l.21). Hov.rever, these product molecules tnay nov,1 become the substrate in 

subsequent metabolic reactions. lf so, the accumulated product molecules will be ren1ovcd and 

production of ne~, product molecules ,vill recon1mence. 

en7me b 
enzymea~ 

a b C d e 

substrate/ 
molecule 

A-------- e ------ c ------ 0 ------+ E------ F 

intermediate products 
of the metabolic pathway 

This ,s an example of the regulation of a metabolic pathway by negative feedback. 

end-product 

■ Figure c1.1.21 Regulation of a metabolic pathway by end-product inhibition 

(e Common mistake 

A common misconception is that a competitive inhibitor of an intermediate enzyme in a pathway 
would prevent any final product from being formed. This is unlikely because the substrate of the 
inhibited enzyme would still sometimes manage to bind to the active site and there would be some 
final product. 
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r.ro 
lsoleucine is an 

essential amino acid: 

it cannot be made by 

the human body and 

so must be consumed 

from food. 

♦ Mechanism-based 
inhibition: process 
that occurs when 

unreactive molecules 
are transformed ,nto 
an active form through 
cata lyttC reactions; these 
active forms inhibit t he 
enzyme, typica lly t hrough 
covalent modification 
of the active site. It is 
an irreversible form of 
enzyme inhibition. 

I 11 k 
Antibiotics are 
covered in more 
detail in Chapter C3.2, 
page 532. 

End-product inhibition of the pathway that converts threonine to isoleucine 

Bacte1ia can synthesize isoleucine from threonine. Figw·e Cl.l. 22 shows the metabolic path,vay tor 

the synthesis of isoleucine. 

• lsoleucine acts as a non-co1upetitive inhibitor by binding to the alloste1ic si te of the enzyme 
threonine dean1inase. 

• Threonine dea1ninase is an essential enzyn1e in the first stage of the metabolic path\,vay - its 
inhibition turns off isoleucine production. This regulates the production of isoleucine. 

• Initially, ,,vhen isoleucine concenu·ation is still lo\,V, the metabolic path\,vay can proceed as non

competitive inhibition is lo,v. 

• As isoleucine concentration increases, non-co111petitive inhibition takes place and the n1etabolic 

pathway is regulated. 

• As isoleucine is used in the cell for protein synthesis, its concentration fills and the alloste1ic sites 

of threonine deaminase are no longer occupied, so the enzy111e can once again act in the 
conversion of threonine to isoleucine. 

OH NH2 I / 

CH3-C-C-H th 
~ ' cooH 

reon,ne 

enzyme 1 t hreonine deaminase 

,ntermediate A 

enzyme 2 

intermediate B 

enzyme 3 

intermediate C 
! enzyme 4 

intermediate D 
enzyme 5 

H NH1 I / 

CH,-CH - C- C- H 
2 I ' 

CH
3 

COOH 

isoleucine 

high levels of isoleucine 
(allosteric inhibitor) 

substrate 
(threon ine) 

enzyme (threonine deam,nase) 

lo~v levels of ,soleucine 

■ Figure C1.1.22 lsoleucine inhibits threonine deaminase, acting as a non-competitive inhibitor 

■ Mechanism-based inhibition 
A substrate analogue is a molecule 1.hat has a similar structure to the substTare, allo"ving ir to bind 

covalently to the active site of the enzyme. When it binds to the active site, the substrate analogue 

can be 1nodified by the enzyn1e to produce a reactive group, which reacrs irreversibly to fonn a stable 
inhibitor-enzyme complex. This io:; kno,vi1 as mechanism-based inhibition. 

Penicillin ,vas the first group of antibiotics developed to fight bacterial disease (see page 532). 

But ·what is the 111echanisn1 by which penicillin kills bucte1ia? 

The cell \Valls of bacteria are made from peptidoglycan (also kno\,vn as murein), ,vhich is formed 

£ron1 polysaccharide chains linked by sborr peptides (Figure Cl.l 23). The bacterial enzyme 

DD-transpeptidase forms cross-links bet\veen these strands, strengthening the srrucn1re. Penicillin 

inhibits DD-rranspeptidase. By inhibiting transpepridase, tbe cell ,valls are not cross-linked , so they 
are ,veal<. Without a strong cell \Vall, a 11acterial cell is vulnerable co the movement of \Vater into 

the cell by osmosis, which kills the bacteria by lysis (the increased pressure of 1vater inside the cell 
causes the membrane to burst). 
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I Irle. 
Bacterial resistance 
to antibiotics is 
covered in more 
detail in Chapter C3. 2, 
page 534. 

• 

How does penicil lin inhibit DD-transpeptidase? 

The structure of penicillin resembles parts of the gro,ving peptide chain of the peptidoglycan cell 

v,all. Ins tead of binding to a peptide chai.n, the transpeptidase binds to penicillin; the s tructure of 

the penicillin is 1nodified by the enzy1ne, forn1ing an inactive enzy1ne-penicillin con1plex, ,vhich 

blocks the formation of further cross-linkages (Figure Cl. I. 23). The penicillin substrate is modified 

by its interaction with the transpepcidase, and an i.rreversible form of enzyn1e inhibition occurs. 

This is an example of 1nechanism-based inhibition. 

polysacchande chain - + 

peptide 

active 
00-transpeptidase 

polysaccharlde cha,n _ ..,. 
~~ 

■ Figure C1 .1.23 Penici llin blocks t he fo rmation of peptide cross
links between polysaccharide chains of pept idoglycan 

8 penicillin 

Inactivated 
DD-transpeptidase 

Bacteria can become resistant to antibiotics such as penicillin. Mutations in the bacterial genome can 
lead 10 changes in the active site or some rranspepridases, causing the penicillin to reduce or lose its 
affini ty ,vi th rhe enzyrne, promoting resistance to the antibiotic (Figure Cl.1.24). vVhen mutations 
occur in plasmid DNA, resistance can quickly spread rhrough bacteria through I he process or 
conjugation (see page 119). 

t ranspeptidase 

0 
-~- / 

_l....._.;.:-- closed 
active site 

■ Figure C1 .1.24 Genet ic mutations can resu lt in structural changes in t he 
active si te of t ranspeptidases, leading t o a ntibiot ic resistance 

ATL C1 .1E 

Many metabolic poisons are enzyme inhibitors. Research the example of ex -amantin as an RNA 
polymerase inhibitor, or the use of acetylcholinesterase inhibitors as insecticides or nerve gas. 
Concepts you will encounter wi ll link to Chapters D1 .2 and C2.1 , respect1vely. 

What are examples of structure-funct1on relationships in biological macromolecules? 
What biological processes depend on differences or changes in concentration? 
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• 

♦ Cell respiration: 
the enzyme-controlled 
release of energy from 
organic compounds to 
produce ATP. 

C 1, 2 Cell respiration 

' 

Guiding questions 

• What are the roles of hydrogen and oxygen in the release of energy in cel ls? 

• How is energy distributed and used inside cells? 

This chapter covers the following syllabus content: 
► Cl .2.1 ATP as the molecule that distributes energy within cells 
► Cl .2.2 Life processes within cells that ATP supplies with energy 
► Cl .2.3 Energy transfers du ring interconversions between ATP and ADP 
► Cl .2.4 Cell respiration as a system for producing ATP within the cel l using energy 

released from carbon compounds 
► Cl .2.5 Differences between anaerobic and aerobic cell respiration in humans 
► Cl .2.6 Variables affecting the rate of cell respiration 
► Cl .2.7 Role of NAD as a carrier of hydrogen and oxidation by removal of hydrogen 

during cell respiration (HL only) 
► Cl .2.8 Conversion of g lucose to pyruvate by stepwise reactions in glycolysis with a net 

yield of ATP and reduced NAD (HL only) 
► Cl .2.9 Conversion of pyruvate to lactate as a means of regenerating NAD in anaerobic 

cell respiration (HL only) 
► Cl .2.10 Anaerobic cell respiration in yeast and its use in brewing and baking (HL only) 
► Cl .2.11 Oxidation and decarboxylation of pyruvate as a link reaction in aerobic cell 

respiration (HL only) 
► Cl .2.12 Oxidation and decarboxylation of acetyl groups in the Krebs cycle with a yield 

of ATP and reduced NAD (HL only) 
► Cl .2.13 Transfer of energy by reduced NAD to the electron transport chain in the 

mitochondrion (HL only) 
► Cl .2.14 Generation of a proton gradient by f low of electrons along the electron 

transport chain (HL only) 
► Cl .2.15 Chemiosmosis and the synthesis of ATP in the mitochondrion (HL only) 
► Cl .2.16 Role of oxygen as terminal electron acceptor in aerobic cell respiration (HL only) 
► Cl .2.17 Differences between lipids and carbohydrates as respiratory substrates (H L only) 

ATP as the molecule that distributes 
energy within cells 

■ Cellular respiration: introduction 
Living organisms require energy to build and repair body structures and to n1aintain all the activities 
of life, such as 111ovement, reproduction, nutrition, excretion and sensitivity. Energy is also required 
for life processes ,~rithin cells (see below). Energy is transferred in cells by the breakdov,rn of 
nuuients, principally of carbohydrates such as glucose. The process by which energy is n1ade 
available fron1 nutrients in cells is called cell respiration. Cell respiration is the controlled release ol" 
energy from organic co111pounds in cells. 

405 



(e Common 
mistake 

People sometimes talk 
about 'burning up 
food' in respiration, but 
comparing respiration to 
combustion is unhelpful. 
In cornbustion, 
energy in matter is 
released in a one-step 
reaction, as heat and 
light (Figure C1.2.1). 

Such a rapid change 
would be disastrous 
for body tissues. In 
cellular respiration, 
many small steps occur, 
each catalysed by a 
specific enzyme. 

♦ Adenosine 

triphosphate (ATP): 
a nucleotide, present in 
every living cell, formed 
in photosynthesis and 
respi ration from ADP and 
P1, and functioning in 
metabolism as a common 
intermediate between 
energy-requiring and 
energy-yielding reactions. 

I In~ 

The structure of ATP 
is detailed in Chapter 
82.1, Figure 82.1.12, 
page 232. 

• 

Energy in respiration is transfen·ec.l in sn,all quantities; 1nuch of the energy is n,ade available to the 

cells and may be te1nporarily trapped in the energy currency molecule adenosine triphosphate (ATP). 

However, some energy is still lost as heat in each step - \ve notice bovv vvann vve becon1e vVith 

strenuous physical activity. 

energy change in burning 

- -glucose 
~- oxygen 

"' CV "' CV 
:::, :::, 
V V 
CV CV 
0 0 
E E 
C: ~ ene/gy lost as C: ·- ·->, 
e heat >, 

e 
CV CV 
C: C: 
CV CV 

time 

■ Figure C1 .2.1 Combustion and respiration compared 

energy change in cellular respiration 

time 

- glucose + oxygen 

~ 

energy transferred 
to ATP in many 
srnall steps (ATP 
then used 
m rnuscular 
conl ract ion) 

■ ATP - the universal energy currency 
e nergy that is made available 1vid1in me cytoplas1n is o·ansferred from glucose to a n1olecule called 
adenosine triphosphate (ATP). ATP is relen·ed to as energy currency because, like money, it can 

be used in differenr contexts, and it is constantly recycled. Respiradon changes energy fron1 one forn1 
of 'cu1Tency' (glucose) inco a diffeJent currency (AT Pt Glucose is relacively stable. whereas ATP 

breaks down, releasing the energy it stores 1vhen coupled co another reaction. 

ATP is a nucleotide (page .L S) with an unusual feature. lt carries three phosphate groups linked 

together in a linear sequence (Figure Cl. .2.2). ATP may lose both of the outer phosphate groups, but 

usually on]y loses one at a tin1e. ATP is a relatively s1nall, soluble organic molecule. lt occurs in cel]s 

at a concentration o[ 0.5- 2.Smgcni-3, v,hich ren1ains fairly constant (except in fatigued n1uscle cells). 

l ike ,nany organic molecules of its size, ATP contains a good deal of chemical energy locked up 

in its strucrure. What 1nakes ATP special as a reservoir of chemical energy is ils role as a common 

intermediate between energy-yielding reactions and energy-requiring reactions and processes. 

"Energy-yielding reactions include many of the individual steps in respiration. "Energy-requiring 

reactions include the synthesis of cellulose from glucose, the synthesis of proteins from amino acids 

and rhe contraction of muscle fibres. 

p p p 

adenine 

adenosine tnphosphate ATP 

adenosine di phosphate ADP 

adenosine monophospnate AMP 

■ Figure C1 .2.2 ATP, ADP and AMP 
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♦ Adenosine 
diphosphate (ADP): 
a nucleotide, present in 
every living cell, made 
of adenosine and two 
phosphate groups 
bonded in a linear 
sequence; it is important 
111 energy-transfer 
reactions of metabolism. 

r. Ton tlD! 

You are not required 
to know the quantity 
of energy in kilojoules 
during interconversions 
between ATP and 
ADP. but you do 
need to know that it 
is sufficient for many 
tasks in the cell, 1.e. 
chemical reactions or 
physical processes. 

t Outline why ATP 
is an efficient 
energy currency 
molecule. 

tn~ 

Fatty acfds and their 
structure are discussed 
in Chapter 81.1, 
page 197. 

C 1.2 Cell respiration 

In sum 111ary, ATP is a 1110\ecule universal co all living things. lt is the source of energy for chern1c.il 
change in cells, tissues and organisms. ln addition, ATP is: 

• a substance that 1noves easily within cells and organisms - by facilitated diffusion 
• a very reactive molecule, able to take part in many seeps of cellular respiration and in many 

reactions o [ 1netabol ism 
• an i1nmediate source of energy, able to deliver energy in relatively smali amounts, sufficient to 

cl rive individual reactions and physical processes. 

Life processes within cells that 
ATP supplies with energy 
ATP provides a direct source of energy for many life processes vvithin cells, such as: 
• active transport of molecules and ions across membranes by membrane pumps (ChapLer B2.1) 
• synthesis of macromolecules (anabolism, page 382 , and Chapters Bl. l and Bl.2) 

• n1ovemenc of the whole cell 
• movement of cell co1nponents, such as chromosomes (Chapter D2.l). 

ATP is universal to all living organisms. Because tt is reactive, ATP is never stored. The conversion of 
ATP to adenosine diphosphate (ADP) and phosphate 10 11 (P) 1s thermodynamically favourable. 

The products ADP and Pi are tbermodyna1nically more stable (lo\ver in free energy) than the reactant 
ATP. Glucose and fatty acids are short-term energy stores, ,vbile glycogen, starch and triglycerides are 
long-cem1 stores. 

Energy transfers during interconversions 
between ATP and ADP 
Jn cells, ATP is (ormed from ADP and P, using energy fro1n respirarfon. Then, in the presence of 
enzy1nes, ATP participates in energy-requi1iJ1g reactions. Energy is released by hydrolysis of ATP to 
ADP and phosphate. The free energy available in ATP is approximately 30- 4 l<J 11101- 1

• Son1e or this 
energy is lost as heat in the reaction, but 1nuch free energy is n1ade available to do useful work, ,nore 
than sufficient to drive a typical energy-requui.ng reaction of metabolisin (Figure Cl..1.16, page 397). 

Sometimes ATP reacts with water (a hydrolysis reaction) and is convert.eel to ADP and P,. For 
example, direct hydrolysis of the r.erminal phosphate group happens in muscle contraction. 

Mostly, ATP reacts with other n1etabolites and forn1s phosphorylated incennediates, 1naking them 
more reactive in the process. The phosphate groups are released lacer, so both ADP and Pi beco1ne 
available for reuse as metabolism continues. 

Cell respiration as a system for 
producing ATP within the cell 
Carbohydrates such as glucose are the preferred respiratory substrate even though the energy yield 
is lower compared to that of lipids (.see page 424): this is because oxidation is easier compared 
to oxidation of other respiratory substrates, because the molecules can directly enter glycolysis. 



(e Common 
mistake 

Do not confuse cell 
respiration with 
gas exchange. Gas 
exchange is the process 
where oxygen and 
carbon dioxide are 
exchanged at a surface, 
for example the 
alveoli in humans. Cell 
respiration is a chemical 
process in cells, where 
glucose is oxidized in a 
step-by-step process, 
yielding ATP. 

♦ Aerobic respiration; 
respiration requiring 
oxygen, involving the 
oxidation of glucose to 
carbon dioxide and water. 
♦ Anaerobic 

respiration: respiration 
In the absence o-f oxygen, 
producing either lactic 
acid (humans) or ethanol 
and carbon dioxide 
(plants and yeast). 
♦ Lactic acid: organic 
acid produced by the 
body when glucose is 
broken down to generate 
ATP in the absence 
of oxygen; lactic acid 
ts formed by lactate 
in solution. 

2 Identify two 
products of 
anaerobic 
respiration in 
muscle. 

Fars need to be converred to carbohydrates through a process called gluconeogenesis before the 
glycolytic process can take place. Proteins have to be hydrolyzed into an1ino acids, then deatninated 
(N H

1 
group removed) before they can enter the respiratory pathway. This requires ATP, so the net 

production of ATP from protein is reduced. Proteins are structural molecules, and so are only used in 
respiration ,vhen other respiratory substrates, such as glucose and fats, are lim ited, i.e. under 
starvation conditions. 

Differences between anaerobic and 
aerobic cell respiration in humans 
While no oxygen is required in the early steps of cellular respiration, most animals and plants, 
and very many micro-organisms, do require oxygen [or cell respiration. We say I hat they 
respire aerobically. 

In aerobic respiration, sugar is completely oxidized to carbon ctiox1de and water, and much energy 
is made available. The steps of aerobic respiration can be sumn1arized by a single equation: 

glucose + oxygen carbon dioxide + ,,.,ater + ATP 

+ 6H O + ATP 
2 

This equation is a balance sheet of the inputs (ra\v n1aterials) and the outputs (products). It tells us 
nothing about the separate steps, each catalysed by a specific enzyi11e, by ,vhich cellular respiration 
occurs. Aerobic respiration occurs in mitochondria and produces large amounts of ATP, 

rn the absence of oxygen, many organisms (and sometimes tissues in organisms, ,vl1en these have 
become deprived of oxygen) ,vill continue ro respire glucose by different path,vays, knovvn as 
fermentation or anaerobic respiration, at least for a short time. Anaerobic respiration occurs in the 
cytoplasm of cells and produces only a small quantity of ATP. 

Vertebrate tnuscle tissue can respire anaerobically and results in the fonnation of lactic acid rather 
than ethanol. Under conditions in the cytoplasn1, lactic acid is weakly ionized anc~ there[ore, exists 

as the lactate ion. 

Lactic acid fem1entation occurs ln muscle fibres, but only V11hen the den1and for energy for 
contractions is very great and can not be met fully by aerobic respiration. l n lactic-acid fern1entation 
the sole ,vaste product is lactate. 

The seeps of anaerobic respiration can be sum1narizecl by a single equation: 

glucose - lactate+ ATP -

To tint 

You need to know simple word equations for aerobic and anaerobic respiration, with glucose as 
the substrate. 

(e Common mistake 

It is not correct to say that 'respiration occurs in the m1lochondria', Mitochondria are required for 
aerobic, but not anaerobic, respiration. Anaerobic respiration occurs in the cytoplasm of cells. 
Respiration begins in the cytoplasm and ends in mitochondria. 
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C 1, 2 Cell respiration 

Variables affecting the rate of cell respiration 
There are different variables that can affect the rate of cellular respiration: 
• Metabolic rate of the cell: e.g. 1nuscle cells ,viJ] require n1ore energy and therefore have higher 

rates of respiration. 

• The size of the organisin: sn1aHer organisn1s have a larger surface area con1pared to their size 
(page 262) and have a correspondingly higher respiratory rate to allow for heat loss. 

• Supply of oxygen: cells need a constant supply of oxygen to release the maxiJ11um an1ount of 
ATP; inadequately supplied cells will respire anaerobically (see above). 

• Supply of substrates for respiration, e.g. glucose. Other substrates can also be used in the 
respiratory path,vay (see page 424); the rate of respiration and the quantity of products produced 
(carbon dioxide and 1vater) ,vill depend on the respiratory substrate. 

• ·ren1perature: because respiration is controlled by enzymes, ten1perature affects the rate of 
respiration by increasing it up to an optimu111 temperature. 

• pH: the release o[ carbon dioxide during the process of respiration decreases the pH (i.e. 
increases acidity) of cell content and body tissues, which affects the functioning of enzy,ues 
involved in respiration. 

Measurements can be made to derennine rhe rate of cell respiration. Determination of the rate of cell 
respirarion can be made using a respirome1er (Figure Cl.2.3). Respiration rate is measured by rhe 
upr.ake of oxygen per unit ti1ne. The manometer in this apparatus detecrs change in rhe pressure or 
volume of a gas. Respiration by Liny organisms (genninacing seeds or ny 1naggots are ideal) that are 
trapped in the chamber of the respirome1.er alters the composition of rhe gas Lhere, once r.he screw 
clip has been closed. 

4 after a fixed time, the syringe is adjusted 
to level the fluid in the two arms of the 
manometer, and the volume of 0 2 
absorbed is read off on the syringe 

control tube 
(thermobarometer)----i1--- -1 

glass beads (same ~--r---~ 
volume as sample in 
respirometer tube) 

soda lime pellets---t---~ 
(CO2 absorbent) 

clips A and Bare dosed B 

I 
U-tube manometer 

l 

1----hypoderm1c 
needle 

1---+-- respirorneter tube 

-1---- water bath 

1 the respiring organisms 
give off CO2 and 
absorb 0 2 

<if---+--soda ltme pellets 
(CO2 absorbent) 

2 C 0 2 is absorbed by 
Any change in pressure or temperature du ring 
the experiment affects the respirorneter tube 
and the thermobarometer tube equally. 

3 manometer fluid moves to the right 
due to the volume change caused 
by uptake of oxygen 

the soda lime 

■ Figure C1.2.3 A respirometer to measure respiration rate 



• 

lf so<.l_a li1ne is present in che chambers, the carbon dioxide gas released by the respiring organis1n 
is removed. In this case, only oxygen uptake by the respiring organisms causes a change in volu1ne. 
As a result, the coloured liquid in the attached capillary rube ,viii 1nove co,.vards cl,e respirometer 
tube. -rhe resulting reduction in the volume of air in the respirometer tube in a given time period 
can no,v be esri1nated. It is the volume of air fron1 the syringe chat 1nust be injected back into the 
respiro1neter rube to 111ake the rnanometric lluid level in the two arms equal again. 1-har volume is 
equivalent to the volu,ne o[ oxygen taken up by the respiring organisn1s. 

To estimate the quantity of carbon dioxide produced by the organisn1s: 
• Remove the soda lime from the apparatus (rigure Cl.2.3). 
• The difference be[\veen the distance the water moved with and ,vithout the soda lime indicates 

the volume of carbon dioxide produced. 
• Without soda lime, carbon dioxide is not removed and the ,varer1night not 1nove at all: if the 

sa1ne volume of oxygen is taken in as carbon clioxide is produced, there \vill be no change in the 
volurne of gas and the \Vater ,vill not move. 

• lf less carbon dioxide is produced than oxygen is taken in, the fall in pressure ,vill move the 
water a little ro~1ards the organisms. 

3 In the respirometer (Figure C1 .2.3), explain how changes in temperature or pressure 
in the external environment are prevented from interfering with the measurement of 
oxygen uptake by respiring organisms in the apparatus. 

4 The experfment shown 1n Figure C1 .2.3 was repeated with maggot fly larvae in tube 
B, f irst with soda lime present and subsequently with water in place of soda lime. The 
volume change w1th soda lime was 30 mm3 h-1, but without soda lime it was 3 mm3 h-1. 

Analyse these results, explaining the significance of each value. 

('n Top tlol 

The use of invertebrates in respirometer experiments has ethical implications. 1B guidelines state 
that: 'Any experimentation should not result in any pain or undue stress on any animal (vertebrate 
or invertebrate) or compromise its health in any way.' Animals must be handled with care and 
must not be exposed directly to soda lime. They should only be used for brief periods of time, and 
returned to a safe environment once the experiment is completed. 

4, ■ Calculating the rate of respiration 
The respirometer can be used co n1easure the race of respiration. The race of oxygen consumption 
(1nm 3n1in- 1

) can be used as the rate of respiration for organisms. 

1 Use the respirometer co measure the distance travelled by the flLiid in the manometer in 
10 ,n inutes. 

2 The volun1e of oxygen absorbed and respired in 10 n1inutes can be calculated using the radius 
of the capillary cube, r (mn1) and the distance tnoved by the manometer fluid, u (mn1), using the 
formula: n r1d (this is the fonnula to work out the volume of a cylinder). 

3 The average rate or oxygen consumption can be calculared by dividing the volume of oxygen 
consumed by ten (Lhe nu1nber of minutes) 

4 The experiment should be repeated at least five times to obtain reliable data. 

Depending on ho,v long you have to ca1Ty out this experiment, che investigation could be carried out 
for longer at each repeat. This would make the results 01ore accurate . 
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Inquiry 1: Exploring and designing 

Designing 

Design an experiment using a respirometer. Select an organism to use and an 
independent variable to change. You must think about the ethical issues of using 
animals and what variables you can safely change without harming the animal. If you 
are planning to alter temperature, use a plant, not an animal. 

Justify the number of repeats you will use and controlled variables you will keep the same. 

Formulate a hypothesis for your experiment. What effect do you expect the 
independent variable to have on the dependent variable, and why? 

Inquiry 2: Collecting and processing data 

Collecting data; processing data 

An investigation can be carried out on the rate of 
respiration of germinating peas at different temperatures, 
1 Calculate the average rate of respiration at room 

4 Put the test tube containing the peas in the 30°( water 
bath. Open the clips to allow the tubes to acclimatize 
(the warmth will cause the air in the respirometer to 
expand), then dose the clips to begin the experiment temperature, using the method outlined above in 

Inquiry 1. 5 Record the rate of respiration. 
2 Reset the apparatus by allowing air to re-enter the 

tubes by releasing the clips, and reset the manometer 
fluid using the syringe. 

6 Repeat the procedure at the other temperatures. 
7 Plot a graph showing the effect of temperature on 

the rate of respiration. Temperature should be on the 
x-axis and rate of respiration on the y-axis. 3 Set up a series of water baths at 30, 40, 50 and 60°( . 

C 1.2 Cell respiration 

Inquiry 3: Concluding and evaluating 

Concluding; evaluating 

Analyse and evaluate your results f rom your respirometer experiment: either the 
invest igat ion you designed yourself in Inquiry 1, or the one outlined in Inquiry 2. 

What do you conclude about the effect of the independent variable on the rate of 
respiration of your organism? Do your results confirm your hypothesis? How do your 
result compare with other research on this subject? 

What were the limitations of the experiment and what would you do differently 
next time? 

ATL C1.2A 

Access the following site: http.//amrita.olabs.edu.in/?sub=79&brch=17&sim=204&cnt=1 

Investigate the effect of type of seed, number of seeds or temperature on the rate of respiration 
using a virtual respirometer. Analyse your result s and write a conclusion, using your knowledge of 
cellular respirat ion to explain your data. 
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(; To tin' 

Coenzymes, for 
example acetyl 
coenzyme A (acetyl-
C oA), are substances 
that work with an 
enzyme to initiate or 
aid the function of t he 
enzyme. 

Liri ~ 

The roles of oxidation 
and reduction in 
biological systems 
are explored in the 
linking question 
in Chapter B1 .1, 
page 204. 

♦ Reduction: the gain 
of electrons in a chemical 
reaction; th is can be 
by removing oxygen 
atoms or by adding 
hydrogen atoms. 

♦ Oxidation: the 
loss of electrons in a 
chemical reaction; this 
can be by adding oxygen 
atoms or by removing 
hydrogen atoms. 

♦ Redox reaction: 
linked reaction where 
one substance loses an 
electron while the other 
gains an electron: the 
substance that gains the 
electron is said to be 
reduced while the one 
that lost the electron is 
said to be oxidized 

The role of NAD as a carrier of hydrogen 

■ Cell respiration involves the oxidation and reduction 
of compounds 

Glucose is a relatively large 111olecule containing six carbon aton1s. During aerobic cellular 

respiration, glucose undergoes a series of enzyme-catalysed oxidation reactions and decarboxylacion 
reactions (Figure Cl.2.4). These reactions are grouped into three 1najor phases and a link reaction: 

• glycolysis, in ,vhich glucose is converted co pyruvace 

• a link reaction, in which pyruvate is converted co acetyl coenzyn1e A (acetyl-CoA). Carbon 

dioxide is released 

• the Krebs cycle, in which acetyl-CoA is converted to carbon dioxide 

• the electron transport chain, in ,vhich hydrogen chat is removed in che oxidation reactions 
of glycolysis and the Krebs cycle is converted to ,vacer. The electron transport chain is a series 

of proteins that transfer electrons received from reduced coenzymes, generating a gradient 
of protons that drives the synthesis of adenosine triphosphate (ATP). The bulk of the ATP is 

synthesized here. 

stages in tissue 
respiration 

products 

glucose 

glycolysis 

link 
reaction 

ADP 
+ P, 

CO2 

some ATP 

some ATP 

Krebs 
cycle 

carbon dioxide 

■ Figure C1 .2.4 The stages of aerobic cellular respiration 

H 

hydrogen 
atoms 

electron 
transport 
chain 

water 

■ Respiration as a series of redox reactions 
The tern1s reduction and oxidation recur frequently in respiration. 

oxygen 

ADP 
+ P; 

much ATP 

ln cellular respiration, glucose is oxidized co carbon dioxide but, at the same tilne, oxygen is reduced 

to ,vater (Figure Cl.2.5). In tac t. tissue respiration is a series of oxidation- reducrion reactions, so 

described because ,vhen one substance in a reaction is oxidized, another is auco1natically reduced. 

The short-hand name for reduction- oxidation reactions is redox reactions. Redox reactions involve 

both oxidation and reduction. 

111 biological oxidation, oxygen atoms may be added to a compound but, alternatively, hydroge11 

-atoms may be removed (dehydrogenation). In respiration, all the hydrogen atoms are gradually 

ren,oved fron, glucose. Vlhen hydrogen is re111oved from a substrate, the substrate has been oxidized. 

The hydrogen aton1s are added to hydrogen acceptors, which are thus reduced. 

Since a hydrogen atom consists of an electron and a proton, gaining hydrogen acom(s) (a case of 
reduction) involves gaining one or more elecCTons. In fact. the best definition of oxidation is the loss 

of electrons. and reduction is the gain of electrons. 
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Linl 
Endergonic and 
exergonic reactions 
are covered in 
Chapter C1 .1, Figure 
C1.1 .1 5, page 397. 

♦ Coenzyme: substance 
that works with an 
enzyme to initiate or 
aid the function of the 
enzyme. 

♦ Nicotinamide 
adenine dinucleotide 
(NAD): a coenzyme that 
is a hydrogen carrier in 
cellular respiration. NAD· 
is the oxidized form t hat 
accepts hydrogen atoms. 

♦ Flavin adenine 
dinucleotide (FAD): 
a coenzyme that is a 
hydrogen carrier in 
cellular respiration. FAD 
1s the oxidized form that 
accepts two hydrogen 
atoms, forming FADH

2
• 

C 1.2 Cell respiration 

fO Too 1ol 
Remembering these definitions has given countless people problems, so this mnemonic has 
been devised: 

OIL RIG = Oxidation Is Loss of electrons; Reduction ls Ga,n of electrons 

oxidation 

6CO, + 6H,O + ENERGY 

oxidation involves: reduction involves: 
• addition of oxygen • removal of oxygen 
• removal of hydrogen reduction • addition of hydrogen 
• loss of electrons • gain of electrons 
• release of energy • uptake of energy 

■ Figure C1.2 .5 Respiration as a redox reaction 

Redox reactions take place in biological systems due to the presence of a compound ,v1th a strong 

tendency to take electrons from another compound (an oxidizing agent) or rhe presence or a 
compound ,vith a strong tendency to donate electrons to another compound (a reducing agent). 

Another feature of oxidation ancl reduction is energy change. vVhen reduction occurs, energy 
is absorbed (an endergonic reaction). When oxidation occurs. energy is released (an exergonic 

reaction). An exarnple of energy release in oxidation is the burning of a fuel in air. Here, energy is 

given our as hear. 

The amount of energy in a molecule depends on its degree of oxidation. An oxidized substance has 
less stored energy than a reduced substance. For example, the fuel molecule methane (CH4), has 
more stored chemical energy than carbon dioxide (C01). 

Coenzymes 

In respiration, all the hydrogen atoms are gradually removed from glucose. They are added to hydrogen 
acceptors (electron cartiers), ,vhich are thus reduced. These hydrogen acceptors are all coenzymes, 

Coenzymes link oxidation and reduction in cells. The electron carriers in respiration are: 
• NAD (nicotinamide adenine dinucleotide): the main elecuon carrier used in respiration. 

• FAD (flavin adenine dinucleotide): a second electron carrier used in respiration. 

Electron carriers can receive hydrogen atoms (i.e. are reduced), oxidizing the substance they remove 

them fro1n. For example, NAD is reduced to N1\ DH and H+ (reduced NAl)): 

NAO++ 2H+ + 2e- --> NAOH + H~ (NAOH can also be represented as NAOH1) 

Reduced NAO can pass hydrogen ions and electrons on to other acceptor molecules and, when it 
does so, becomes oxidized back ro NAO. 

• 

Coenzymes such as NAD and FAD interact w ith substrates involved in t he respiratory 

pat hway, passing hydrogen ions to other acceptor molecules, which ult imately results in 
t he generat ion of ATP. 



♦ Pyruvate: the end 
product of glycolysis, 
which is converted into 
acetyl-CoA that enters 
the Krebs cycle when 
there is sufficient oxygen 
available. 
♦ Glycolysis: the fi rst 
stage of cell respiration 
in which glucose is 
converted to pyruvate 
by stepwise enzyme
controlled reactions, 
without use of oxygen; 
ATP is generated. 
♦ Phosphorylation: 
the addition of a 
phosphoryl group (PO/ ·) 
to an organic compound. 

• 

Glycolysis 

■ Conversion of glucose to pyruvate in glycolysis 
ln the first seeps of cellular respiration, the glucose n1olecule (a 6-carbon sugar) is split into two 

3-carbon molecules. Ihe products are converted co an ocganic acid called pyruvic acid (also a 
3-carbon compound). Under conditions in the cycoplas111, organic acids are ,veakly ionized and, 

therefore, pyruvic acid exists as the pyruvate ion. 

T,vo molecules of pyruvate are [onnecl from each molecule of glucose. ln addition, there is a s1nall 

a1nount of ATP formed, using a little of the energy rhaL had been locked up in the glucose molecule. 

No molecular oxygen is reql1irecl [or Lhese first seeps of cellular respiration. 

Because glucose has been split into smaller molecules, these steps are kno,V11 as glycolysis. 

The enzy111es that catalyse these reacdons are found in the cell cytoplasm generally, not inside 

an organelle. Throughout cellular respiradon. a se1ies of oxidation-reduction reactions occur. 
(Oxidation and reduction are e1qJlained on page 412.) 

ln su 111 n1ary: 

enzy1nes in the cytoplasm 
glucose ---------➔ pyruvate + small amount of ATP 

Derails o( the process are outlined belov,1. 

■ Details of glycolysis 
Glycolysis occurs in fouc stages: 

1 Phosphorylation by reaction ,vi.lh ATP i.s the way glucose i~ first acriva[ed, fanning glucose 

phosphate. Phosphorylation of molecules 1nakes them more energetically ttnsrable and higher 

i.n energy, ,.vhich means that they are more reactive. Glucose phosphate is converted ro fn1crose 

6-phosphate, and a further phosphate group is then added a[ the expense of another ATP molecule 

to fonn Eructose 1,6-bisphosphace. So, C\vo molecules of ATP are consuntcd per molecule or glucose 

respired at this stage of glycolysis. 

2 Lysis (splitting) of the fructose 1,6-bisphosphate is the next step, forming r,.vo n1olecules of a 

3-c-arbon sugar called triose phosphate. 

3 Oxidation of the [riose phosphate molecules occurs by removal of hydrogen. The enzyine for this 

reaction (a dehyclrogenase) works \•Vith a coenz>1me, NAO (see above). 

4 ATP formation occurs twice in the reactions by which each niose phosphate n1olecule is 

converted to pyruvate. Th.is forn1 of ATP synthesis is desc1i bed as being at substrate level in 
order to differen tiate it fro1n the bulk of ATP synthesis, ,vhich occurs later in cell respiration 

- during operation of the elecu·on u·ansporc chain (see below). As r,vo molecules of triose 

phosphate are converted to pyruvate, four Lnolecules of AIP are synthesized at this stage of 

glycolysis. So, in total, there is a net gain of two ATPs in glycolysis . 
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1 phosphorylation 
(uses ATP) 

2 lysis 
(splitting of the 
6-carbon backbone) 

3 oxidation 
+ addiuon of 
inorganic phosphate 

4 ATP synthesis 

se: 
d 

For each molecule of gluco 
2 molecules of ATP are use 

glucose 

latively unreactive molecule 
h ATP activates glucose 

f 2x ATP 

glucose is a re 
- reaction ~vit 

; 

phosphorylated 6ac.arbon Sllgar 
{fructose 1,6-bisphosphate) 

,, 
' 

phosphorylate 
into two 3-car 

d 6-carbon sugar 1s spht 
bon sugar phosphates 

2 x 3-carbon sugar phosphate 
(2 x t riose phosphate) 

P1'\ 
~ P,~ ,,-..... 

,r 
'--- ...... 

2 X NAO 

2 

hydrog ens are removed and transferred 
hydrogen acceptor - the energy 
d 1s used to form ATP 

to the 
release 

C 4 X ATP 

3-carbo n sugar phosphate molecules 
verted to pyruvate are con 

Changes to t he carbon skeleton in glycolysis 

® inor;anic ® 

~ C 

phosphate ~ 

C C C 

ADP)! 
ATP ( /IIP 

! ADP 

1c1cIB 1c1cIB 

ATP ( ArP 
4 molecules of ATP are formed. 

I 2 >< pyruvate 

ADP)! ! ADP 

lclc lcl 1s1c1c1 
There is a net gain of 2 ATPs. 

pyruvate pyruvate 

■ Figure C1.2.6 Glycolysis: a summary 

e To t1 ! 

You are not required 
to know the names 
of the intermediates 
in glycolysis, but you 
do need to know 
that each step in the 
pathway is catalysed by 
a different enzyme. 

C 1, 2 Cell respiration 

Once pyruvate has been formed from glucose in the cytoplasm, the ren1ainder of the path\vay of 

aerobic cell respiracion is locaced in che mitochondria. This is where the enzyn1es concerned with 

the link reaction, Krebs cycle and electron transport chain are all located. 

S State which of the following are produced during glycolysis: 

catbon dioxide NADH ATP pyruvate lactate glycogen NAO+ glucose 

■ Subsequent steps of respiration 
lf oxygen is available to cells and tissues, the pyruvate is con1pletely oxidized to carbon dioxide, 
,vater and a large quantity of ATP. Before these reactions take place, che pyruvace first passes 

into n1itochondria by facilitated diffusion because the required enzyn1es are onJy lound in tbe 

111itochondria (Figure Cl.2.7). 

In summ,1ry: 

enzymes in the n1itochondri1:1 
pyruvate ------------> carbon dioxide + water + large au1ount of ATP 

In this phase of cellular respiration, the pyruvate is oxidized by: 

• the removal or hydrogen atoms by hydrogen acceptors (oxidizing agents) 

• the addition o( oxygen to the carbon aton1s to lorm carbon dioxide. 

These reactions occur one at a tin1e, eacb catalysed by a different enzyme. 
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6 State which 
steps in eel I ular 
respiration occur 
whether or not 
oxygen is available 
to cells. 

• 

In the mitochondria, the hydrogen (proton) carried by the re<luced hydrogen-acceptor 1nolecules 
reacts with oxygen to fonn vvater. The reduced hydrogen acceptor is reoxidized Closes its H) and 
is ava ilable for reuse in the producrio11 of more pyruvate. The 1najority of ATP tTJolecules (the key 
product of respiration for the cell) are generated in this sLep. 

The enzymes o[ cellular respiration occur partly m the cytoplasm (the enzymes of glycolysis) and 
partly in the mitochondria (the enzymes of pyruvate oxidation and most i\TP formadon). After 
formation, ATP passes to all parts of the cell. Both ADP and ,A.TP pass through the mirochondrial 
membranes by facilitated diffusion. The locadons of the different stages of aerobic respiration are 
sho,vn in Figure Cl.2.7. 

cytoplasm outside 
the organelles 

glucose ➔ pyruva le + ATP 
occurs here / \ 

I 

' 
/ 

I 

/ 
/ 

/ 

I ', 
I ' -

/ -
/ 

pyruvate ➔ lactate or ethanol 
(anaerobic cellular respiration) 
occurs here 

'~r 
pyruvate 

mitochondrion 

pyruvate ➔ C0 1 + H20 + much ATP 
(aerobic cellular respiration) 
ocC\Jrs he,e 

■ Figure C1.2.7 The sites of cellular respiration in cells 

Conversion of pyruvate to lactate 
When Oll.'Jgen is nor available m human skeletal muscle tissue, the pyruvar.e remains in the 
cytoplasm and is converted to lactate. ln yeast, ,vherher or not oxygen is available, the pyruvate is 
converted co the alcohol called ethanol. 

Hoiv is the supply o(pyruvate 1naintained in cells in the absence of oxygen? 

This is a potential problem in the breakdo,vn of pyruvatc in the absence of oxygen. Reme1nber, 
in pyruvate formation , hydrogen-acceptor molecules {NAD) are reduced (take up hydrogen 
atorns). Wirhout using oxygen, rhese musr be reoxidized (lose their H) if production of pyruvate is 
to continue. 

The ans,ver is , in anaerobic cellular respiradon the reduced hydrogen-acceptor molecules (NADH) 

donate their hydrogen to form lactate or ethanol from pyruvare. They are thus reoxidizecl m the 
absence of oxy_gen and are available lor further pyruvate synthesis. Pyruvate formation is able 
to continue. 

This can be summarized: 

reduced H acceptor (carrying H) reduced H acceptor 
pyruvate ---~ £""""------- lactate pyruvate ' • , ethanol + CO, 

oxidized H acceptor (lost H) oxidized H acceptor • 
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C 1, 2 Cell respiration 

■ Anaerobic respiration is 'wasteful' 
Anaerobic respiration is 'wasteful' of respiratory substrate because the total energy yield per n1olecule 

of glucose respired. in tern1s o[ATP generated, is limited to the net t,vo n1olecules of ATP produced 

in pyruvate formation (in both alcoholic and lactic-acid fern1entation). No additional energy is 

transferred in the latter steps and made available in cells. 

So, \.Ve can think of both lactate a11d ethanol as energy-rich n1olecules. (Ethanol is sometimes used 

as a fuel in cars, for example.) The energy locked up in these 1uolecules may be used later, ho"vever. 

In hu1nans, lactate is transported to the liver and later metabolized aerobica1ly. Energy yields or 

cellular respiration are co1npared in Table Cl.2.1 . 

■ Table C1.2.1 Energy yield of aerobic and anaerobic cel lular respiration compared 

Yield from each molecule of glucose respired 

Aerobic respiration Anaerobic respiration 

2 ATPs glycolysis 2 ATPs 

up to 36 ATPs fates of pyruvate nil 

38ATPs total 2 ATPs 

• 

The anaerobic and aerobic pathways of cellular respiration can be seen as 
interdependent. Pyruvate is produced by anaerobic respiration, which is the substrate 
that forms the basis of aerobic respiration. Anaerobic respiration in humans fortTls 
lactic acid if insufficient oxygen is available. This must ultimately be converted back to 
pyruvate in the liver, under aerobic conditions. 

Anaerobic cell respiration in yeast and 
its use in brewing and baking 
Many species of yeast (Sacchc.1ron1yces) respire anaerobically, even in the presence of oxygen 

The products are ethanol and carbon dioxide. Alcoholic fermentation of yeast has been e,"ploited by 

humans for many thousands of years: 

• in bread n1aking - the carbon dioxide causes the bread to rise 

• in wine and beer production. 

glucose-. ethanol + carbon dioxide + ATP 

In anaerobic cell respiration, reduced NAD is oxidized through other reactions than it is for aerobic 

respiration. The path,vays of anaerobic respiration are the same in hu1nans and yeasts, except for the 
way in 1,vhich NAD is regenerated and, therefore, the finai products (Figure Cl.2.8). In effect, oxygen 

is replaced as the hydrogen acceptor. In alcoholic fermentauon, ethanal is che hydrogen acceptor, and 

in lactic acid fermentation pyruvare is the hydrogen acceptor. 



♦ Oecarboxylation: 
a chemical reaction that 
releases carbon dioxide 
(usually with hydrogen 
replacing it). 

♦ Link reaction: the 
reactions that connect 
glycolysis to the reactions 
of the Krebs cycle 
by producing acetyl 
coenzyme A from 
pyruvate. Carbon dioxide 
and NADH are produced 
by this reaction. 

♦ Krebs cycle: cyclical 
metabolic process in 
aerobic cell respira tion 
involving the oxidation 
and decarboxylation of 
acetyl groups, with a yield 
of ATP and reduced NAD. 

(o Tn t10! 

In the Krebs cycle, you 
are required to name 
only the intermediates 
citrate (6C) and 
oxaloacetate (4C). 

• 

2x 2x 
glucose--,.-♦ 3-carbon -•,..~--i 

phosphorylated ( \ 
pyruvate ••• •• • •• ♦ 6C02 + 6H20 (aerobic 

sugar 2 x NAD J 
net gain of reduced NAD 

2 x ATP 

2 x ethanal 
Here ethanal is / 
the acceptor for reduced NAD --...._ 
reduced NAD alcohol dehydrogenase 2xNAD7 

2 x ethanol 

alcoholic fermentation 

.--- reduced NAD 

lactate dehydrogenase 

~ 2xNAD 

2 x lactate 

lactate fermentation 

■ Figure C1 .2.8 The respiratory pathways of anaerobic respiration 

respiration 
pathway) 

Here pyruvate 
,, the ac:cepto, 
for reduced 
NAD. 

The link reaction in aerobic cell respiration 
Pyruvace cliffuses into the matrix of the mjcochondrion as it forms and is mecabohzed mere. 

First, me 3-carbon pyruvate is decarboxylated by ren,oval of carbon dioxide and, at the sa1ne time, 

oxidized by reu1oval of hydrogen. Reduced NAD is formed. The product of this oxidative 
decarboxylation reaction is an acetyl group - a 2-carbon fragn1ent. This acecyl group is then 
con1bined with coenzyme A, forn1ing acetyl coenzyme A (acetyl-CoA). The production of acetyl 

coenzyme A fron1 pyruvate is kno,vn as the link reaction because it connects glycolysis co reactions 

of the Krebs cycle, \Vhich tollo\V, 

NAO+ 

pyruvate ~ 
CoA 

The Krebs cycle 

NADH+H + -ce:( , acetyl-CoA 

CO 2 

The Krebs cycle is nan1ed after Hans Krebs, \\rho discovered it, but it is also someti111es referred to as 

the citric acid cycle, after the first intern1ediate acid formed. 

The acetyl coenzyme A enLers the Krebs cycle by reacting with a 4-carbon organic acid 

(oxaloacetaLe, OAA). The products of this reaction are a 6-carbon acid (citrate) and coenzyme A, 

which is released and reused in the link reaction. 

The citrate is then converted back co the 4-carbon acid (an acceptor n1olecule. in effect) by the 

reactions of the Krebs cycle .. These involve the following changes: 

• t\VO 1nolecules of carbon dioxide are released, in separate decarboxylation reactions 

• a molecule of ATP is lonned, as part one of the reactions o[ the cycle; as in glycolysis, this ATP 

.synthesis is at substrate level 

• three molecules of reduced :-JAD are formed 

• one molecule of another hydrogen acceptor, the coenzyme flavin adenine dinucleoride (FAD) 

is reduced (NAD is me chief hydrogen-canying coenzyme o[ respiration but FAD has this role in 

the Krebs cycle) . 
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ATL C1.2B 

Steps in aerobic 
respira tion involve 
decarboxylation and 
oxidation. Make a copy 
of the pathway of the 
link reaction and Krebs 
cycle, and highlight 
where these types of 
reaction occur. Look 
agarn at Figure C1 .2.6 
(glycolysis). Are both of 
these types of reaction 
observed there, too? 

■ Figure C1.2.9 Link 
reaction and Krebs 
cycle: a summary 

Interaction between 
intermediates in 
the Krebs cycle and 
coenzymes NAD 
and FAD allow 
decarboxylation 
and oxidation 
reactions to occur, 
which results in 
the production of 
carbon dioxide and 
reduced coenzymes. 

7 Outline the 
types of reaction 
catalysed by: 
a dehydrogenases 
b decarboxylases. 

C 1.2 Cell respiration 

the link reaction 

diffusion from the cytosol 
into the mitochondrion 

• pyruvate 
(3-carbon) 

NAO+ 
:;..------ coenzyme A 

._~NAOH + H" "-, 
\ 

acetyl coenzyme A 
(2-carbon) 

I 

I 
I 

/ 
coenzyme A 

oxaloacetate 
(4 -carbon acid) 

citfote 
(6-carbon acid) 

NADH+H• --~ 

NAO+ 

FADH + H' 

Krebs 
cycle 

(also known as the citric acid cycle) 

o.- ketoglutarate 
(5-carbon acid) 

NAO" 

NADH + H' 

There are several other organic acid intermediates in the cycle not shown here." 

COi 

Because glucose is converted to t\vO 1nolecules or pyruvare in glycolysis, the whole Krebs cycle 
sequence of reactions 'turns' t\vice tor every n1olecule of glucose that is n1etabolized by aerobic 

cellular respiration (Figure Cl.2.9). 

ln both glycolysis and the I<rebs cycle, pairs of hydrogen atoms are ren1oved from various 
intennediates o[ the respiratory path,vay. Either oxidized NA!) is converted to reduced NAO or (on 

one occasion) an alternative hydrogen-acceptor coenzyme, FAD, is reduced. 

Novv, ,ve are in a position to sumrnarize the changes to the rnolecule or glucose that o<.:cur in 1he 

reactions of glycolysis and the Krebs cycle. A ' budget' of the products of glycolysis and two turns of 
the Krebs cycle is shown in Table Cl.2.2. 

■ Table C1.2.2 Net p roducts of aerob ic respi rat ion of glucose at t he end of t he Krebs cycle 

Step 

g lyco lysis 

link reaction 
(pyruvale -> acetyl-CoA) 

Krebs cycle 

Total: 

Tn13 tio! 

co, 
0 

2 

4 

Key features of the Krebs cycle are: 

Product 

ATP reduced NAD reduced FAD 

2 2 0 

0 2 0 

2 6 2 

4 ATP 10 reduced NAD 2 reduced FAD 

citrate ls produced by transfer of an acetyl group to oxaloacetate, and that oxaloacetate is 
regenerated by the reactions of the Krebs cycle, including four oxidations and two decarboxylations 
the oxidations are dehydrogenat1on reactions. 

419 



♦ Electron transport 
chain: a series of proteins 
that transfer electrons 
received from reduced 
coenzymes, generating a 
gradient of protons that 
drives the synthesis of 
adenosine triphosphate 
(ATP). 

8 Suggest how the 
absence of oxygen 
in respiring tissue 
might 'switch off ' 
both the Krebs 
cycle and terminal 
oxidation. 

• 

■ Fats can be respired 
As discussed above (page 407). in addition co glucose, fats (lipids) are also con1monly used as 

respiratory substrates. They are first broken down to fatty acids (and glycerol). A fatty acid is then 

'cut up' into 2-carbon fragn1ents and fed into the I<rebs cycle via coenzyine A. Vertebrate muscle is 

,vell adapted to the respiration of fatty acids in this \Vay (as is our heart muscle), and they are just as 

likely as glucose co be the respiratory substrate. 

The electron transport chain 
Reduced coenzymes pass ro the electron transport chain - a se1ies of proreins in I he inner 
mitochondrial rnembrane. Energy is transferred when a pair of electrons is passed ro the fi rst carrier 
in the chain, converting reduced NAO (NADH) back to NAD. The reduced N/\D co1nes rron, 
glycolysis, the link reaction and the Krebs cycle. The re1nov-al of electrons fron, hydrogen atoms 
creates H+ (protons), ,vhich then play a role in I he generation of ATP (see below). 

The removal of pairs of hydrogen atoms fro1n various intermediates of the respiratory path,vay is a 

feature of several of the steps in glycolysis and t11e Krebs cycle. On 1nost occasions, oxidized NAD is 

converted co reduced NAD but, once in the Krebs cycle, an alternative hydrogen-acceptor coenzyme, 

FAD, is reduced. 

Therefore, in this final stage o [ aerobic respu-ation. the electrons received from the reduced 

coenzyn1es, i.e. fron1 the reduced NAD (or FAD), are transported along a series of carriers to be 

combined finally ,vith oxygen to [orn1 ,vater (Figure Cl .2.10). 

high-energy electrons 
and H• ions released 

NAO' 2H' - - - - - - - - - - - - - - - - - - - - - - - -► 2H,. 

when reduced FAD 1s oxitlized, 

electrons passed from 
carrier to carrier 

3ADP + 3P, 

only two molecules of ATP are formed 

oxygen atom 
combines with 

2e- elect rons and 
hydrogen ions 
to form water 

\1\/ater formed 

energy released, and 
used to make ATP 

in respiration. 
e.g. from the 
respiration of 
food molecules, 3ATP 
is called 
metabolic water 

■ Figure C1 .2.10 Transfer of energy by reduced NAD to t he electron transport chain in t he mitochondrion 

As electrons are passed between the carriers in the series, energy is released. Release of energy in 

this n1anner is controlled and can be used by me cell. The energy is transferred to ADP and P;, to 
for1n ATP. Nonnally, lor evety molecule of reduced NAD mat is o>,.1.dized (that is, !or every pair of 

hydrogens) approximately three n1olecules of l\TP are produced (but less ,vhen FAD is oxidized). 

The process is summarized in figu re Cl .2.10. 

1n total, the yield fro1n aerobic respiration is 32 ATPs per molecule of glucose respired (Table Cl.2.3) . 
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fo To t n! 

You do not need to 
know the names of 
protein complexes 
in the electron 
transport chain. 

♦ Chemiosmosis; 
process by which the 
synthes,s of ATP is 
coupled to electron 
transport via the 
movement of protons, 
using ATP synthase. 

♦ ATP synthase 
(ATPase): a complex of 
integral proteins located 
1n the mitochondrial 
inner membrane where 
it catalyses the synthesis 
of ATP from ADP and 
phosphate, driven by a 
flow of protons. 

C 1.2 Cell respiration 

■ Table C1.2.3 Yield from each molecule of glucose respired aerobically 

Reduced NAO (or FAD) ATP 

glycolysis (substrate level) (net)= 2 

2 2 X 2.5 = 5 

link reaction 2 2 X 2.5 = 5 

Krebs cycle 6 6x2.5= 15 

2 2 X 1.5 = 3 

(substrate level) 2 

Total 32 

Generation of a proton gradient by flow of 
electrons along the electron transport chain 
The electron-ca1Tier proteins are arranged in the inner n1itochond1ial n1embrane in a highly ordered 
,vay. These carrier proteins 01-d.dize the reduced coenzymes, and energy fron1 the oxidation process is 
used to pun1p hydrogen ions (protons) from the matrix of the 1nitochondrion into the space bet\veen 
the inner and outer 1nitochondrial men1branes. The hydrogen ions accun1ulate here. Because the 
inner men1brane is largely in1pern1eable to ions, a significant gradient in hydrogen ion 
concentration buj lds up across the inner n1embrane, generating a potential difference across the 
111en1brane. This represents a store of potential energy. 

Chemiosmosis and the synthesis 
of ATP in the mitochondrion 

■ Phosphorylation by chemiosmosis 
Chemiosmosis is a process by ,vruch the synthesis of ATP is coupled to electron transport via the 
movement of protons (Figure Cl2.11). 

The protons concentrated in the space bet\veen the inner and outer mitochondrial n1c111branes llow 
back into the 1natrix, via channels in the ATP synthase enzyme (ATPase), located in the i.nner 
111itochondrial me1nbrane. As the protons flov, down their concentration gradient, through the 

enzyme, the energy is transferred as ATP synthesis occurs. ATP synthase therefore couples release 
of energy fro111 the proton gradient ,vith phosphorylation of 1-\DP. The ATPase has a rotational 

111echanism - energy generated by the rotation of the enzy1ne leads to the production of ATP. 

faroK 
How could a mitochondrion use the energy that is made available in the flow of electrons 
between carrier molecules to drive the synthesis of ATP? 

It was a biochemist, Peter Mitchell, who in 1961 f irst suggested the chemiosmotic theory as the 
answer to this question. He was at an independently funded research institute in Cornwall, UK, 
studying the metabolism of bacteria. His hypothesis was not generally accepted for about 1 O years -
h,s ideas were, in some ways, regarded as too novel. Today, we describe the revolution that Mitchell 's 
ideas started as a paradigm shift in the field of bioenergetics. Nearly two decades later, he was 
awarded the Nobel Prize in Chemistry for his discovery. Discuss what roles paradigm shifts have in 
the progression of scientific knowledge. 
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outer 
mitochondrial 
membrane----

inter-membrane 
space 

inner 
mitochondrial 
membrane ----

matrix of 
mitochondrion ---

proteins of the 
electron transport 
chain 

·------......... r" 
NAD• 

NADH 
+ 
H+ 

' ' • 

proteins are 
pumps that 
transport H+ 

stereogram of a mitochondrion, cut open 
to show the inner membrane and cristae 

inner membrane - - --1, 

matrix -----~ ..._oL 

H+ H+ H• H+ H-
-- - - --- hydrogen ,ons , • H+ 

'.' (protons) accumulate 
' H+ H+ , here creating a 
' potential difference 

across the memorane 

, oxidase 
"~__,,,. H· enzyme 

2H+ + l /2 0 2 

• 
' 

----- ATPase 

dehydrogenase 
enzyme 

ADP+ P, 

ATP synthesis coupled with proton 
flow down concentration gradient 

ATP 
' y 

H+ 

■ Figure C1.2.11 Chemiosmosis 

ATL C1.2C 

Find out and pre.sent 
the research work 
by Efraim Racker and 
Walther Stoeckenius 
in 1974, who used 
bacteriorhodopsin to 
provide further strong 
support for Mitchell's 
chemiosmotic 
hypothesis. Collaborate 
with a classmate 
and use diagrams in 
your presentation. 

• 

(i Nature of science· E\fidence 

Evidence for the chemiosmosis hypothesis 

Peter Mitchell 's chemiosmotic hypothesis proposed that the energy of a proton gradient formed 
through the transfer of electrons via the electron transport chain could be used to drive ATP 
synthesis. To support the hypothesis, evidence was needed. 

If the gradient drives ATP synthesis then disrupting the inner mitochondrial membrane or eliminating 
the proton gradient across it should inhibit ATP production. Both predictions were found to be 
supported by experimental evidence. 

Physical disruption of the inner mitochondrial membrane stops ATP synthesis. The loss of the proton 
gradient by a chemical 'uncoupling' agent, such as 2,4-dinitrophenol, also inhibits mitochondrial 
ATP production. The 2,4-dinitrophenol molecule carries protons (H·) across the inner mitochondrial 
membrane, bypassing the ATP synthase complex. 

This uncoupling process takes place natural ly in brown fat cells (found in hibernating mammals, such 
as bears) and results in most of the energy from the oxidation of fatty acids being released as heat, 
rather than converted to ATP. 

Chemiosmotic coupling mechanisms are of ancient origin. Modern micro-organisms, including 
archaea, that live in env1ronments similar to those thought to have been present on the early Earth, 
also use cherniosmotic coupling to produce ATP . 
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9 When ATP is 
synthesized in 
mitochondria, 
explain where the 
electrochemical 
gradient is 
set up, and in 
which direction 
protons move. 

C 1.2 Cell respiration 

Tool 1: Experimental techniques 

Digita l molecular modelling 

The following site has animations of molecular models illustrating the mechanism of ATPase: 
www.mrc.-mbu.cam.ac.uk/research-groups/walker-group/molecular-animations-atp-s,ynthase 

How Is the rotational movement of the enzyme generated, and how is this coupled 
with ATP synthesis? 

ATL C1.2D 

Explore the structure and function of ATPase further using the following sites: 

www.sigmaaldrich.com/GB/en/technical-documents/technical-article/research-and-disease-areas/ 
metabolism-research/atp-synthase 

www.youtube.com/watch ?v==k DQ 1 F1FuY M 

Draw an annotated diagram to show the structure and function of ATPase. 

Role of oxygen as terminal electron 
acceptor in aerobic cell respiration 
At the end of the electron transport chain, electrons need a final destination (i.e. a tern1inal acceptor} 

,vhere they can be ren1oved from cl1e systen1. This enables the continued flo,v of electrons along the 

chain. Similarly, protons used to create the elecrroche1nical gradient also need to be ren1oved. The 

tem1inal acceptor of the electrons is oxygen, and \Vhen these are co1nbined with protons from the 
matrix of the 111itochondrion, metabolic vvater is formed (Figure Cl .2.12). 

ATL C1.2E 

Review your know ledge of respiration using this site. Produce a mind map showing the metabolic 
pathways of aerobic and anaerobic respiration. 

www sumanasinc.co1n/webcontent/animations/content/cellularrespiration html 

NADH 

oxidatio:::n...,...::"' ,,,.-...._ 

. FAD ...__~_,, 
fro, t oxidation 
♦, '/~ flow of electrons 

Key 

' Reduction 

' Oxidation 

~o ~o.____,~ .........:;..__ 
~'l--"~:=::--'">"--'~~ r2H• 

~o ~o , 

■ Figure C1.2.12 Oxygen is t he terminal acceptor for t he electron t ransport chain in m itochondria 



Differences between lipids and 
carbohydrates as respiratory substrates 
When tiiglyceJides are oxidized in respiiation, a lot of energy is transferred (and used to make ATP 

for example, see page 406). Nlass for 111ass, fats and oils transfer more than t\vice as much energy 
as carbohydrates \vhen they are respired (Table Cl.2.4). This is because fats are con1paratively lov, 
in oxygen aton1s (the carbon of lipids is more reduced than that of carbohydrates), so 1nore of the 
oxygen io the respiration of fats comes Eron, the atmosphere. ln the oxidation of carbohydrates, more 
oxygen is present in the carbohydrate molecule itself. Fat and oils, therefore, form a conceotrated 
energy store. 

Because they are insoluble, the presence of fat or oil in cells does not cause osmotic \Yater uptake. 
A fa1 store is especially typical of animals char endure long unfavourable spells in which I hey survive 
on reserves of food scored in the body. Oils are ofren a major energy store in planes, rheir seeds ancl 
fruits, and it is common for fruits and seeds - including maize, olives and sunno,ver seeds - to be 
used comn1ercially as a source of edible oils for humans. 

Complete oxidation of fats and oils produces a large amount of wateJ, far n1ore than when the same 
mass of carbohydrate is respired. Desert animals such as the camel and deserr rat retain 1nuch of this 
metabolic water ,vithin the body, helping them survive v,hen there is no liquid water for drinking. 
The development of bird and reptile embryos, while in their shells, also benefits from metabolic \Vater 
formed by the oxidation of the stored far in their egg's yolk. 

■ Table C1.2.4 lipids and carbohydrates as energy stores - a comparison 

Lipids Role Carbohydrates 

more energy per gram than energy store less energy per gram than lipids 
carbohydrates 

much metabolic water is produced on metabolic water less metabolic waler 1s produced on 
oxidation source oxidation 

insoluble, so osmotic water uptake is solubility sugars are highly soluble in water, 
not caused causing osmotic water uptake 

not quickly 'digested ' ease of breakdown more easily hydrolyzed - energy is 
transferred quickly 

I 

In what forms 1s energy stored 1n living organisms7 
What are the consequences of respiration for ecosystems? 
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• 

♦ Photosynthesis: the 
production of glucose 
from carbon dioxide and 
water, 1n the presence of 
chlorophyll and enzymes, 
using light energy, 
producing oxygen as a 
waste product 

• Chlorophyll: the main 
photosynthetic pigments 
of green plants, occurring 
in the grana membranes 
(thylakoid membranes} 
at the chloroplasts; also 
found in cyanobacteria 
and in the chloroplasts 
of algae. 

C 1, 3 Photosynthesis 

Guiding questions 

• How is energy from sunlight absorbed and used in photosynthesis? 

• How do a biotic factors interact with photosynthesis? 

This chapter covers the following syllabus content: 
► Cl.3.1 Transformation of light energy to chemical energy when carbon compounds are 

produced in photosynthesis 
► Cl.3.2 Conversion of carbon dioxide to glucose in photosynthesis using hydrogen 

obtained by splitting water 
► Cl.3.3 Oxygen as a by-product of photosynthesis in plants, algae and cyanobacteria 
► Cl .3.4 Separation and identification of photosynthetic pigments by chromatography 
► Cl.3.5 Absorption of specific wavelengths of light by photosynthetic pigments 
► Cl .3.6 Similarities and differences of absorption and action spectra 
► Cl.3.7 Techniques for varying concentrations of carbon dioxide, light intensity or 

temperature experimentally to investigate the effects of limiting factors on the 
rate of photosynthesis 

► Cl .3.8 Carbon dioxide enrichment experiments as a means of predicting future rates of 
photosynthesis and plant growth 

► Cl .3.9 Photosystems as arrays of pigment molecules that can generate and emit 
excited electrons (HL only) 

► Cl .3.10 Advantages of the structured array of different types of pigment molecules in a 
photosystem (HL only) 

► Cl .3.11 Generation of oxygen by the photolysis of water in photosystem II (HL only) 
► Cl.3.12 ATP production by chemiosmosis in thylakoids (H L only) 
► Cl .3.13 Reduction of NADP by photosystem I (HL only) 
► C1 .3.14 Thylakoids as systems for performing the light-dependent reactions of 

photosynthesis (HL only) 
► Cl.3.15 Carbon fixation by rubisco (HL only) 
► Cl .3.16 Synthesis of triose phosphate using reduced NADP and ATP (HL only) 
► Cl.3.17 Regeneration of RuBP in the Calvin cycle using ATP (HL only) 
► Cl .3.18 Synthesis of carbohydrates, amino acids and other carbon compounds using the 

products of the Calvin cycle and mineral nutrients (HL only) 
► Cl .3.19 Interdependence of the light-dependent and light-independent reactions (HL only) 

The transformation of light energy to 
chemical energy in photosynthesis 
Green plants and other photosynthetic organisms use the energy of sunlight to produce glucose 
fron1 the inorganic ra,,., 1naterials carbon dioxide and water, by a process called photosynthesis. 

The ,vaste product is oxygen. Photosynthesis occurs in plant cells that contain the organelles called 

chloroplasts (page 76), including n1any o[ the cells of the leaves of green plants. Here, energy of light 

is trapped by the green pigment chlorophyll and becon1es the chemical energy in molecules such as 

glucose and ATP. This supphes most of the chemical energy needed for life processes in ecosysten1s. 



1 Compare the 
source of glucose 
for cellular 
respiration in 
mammals and 
flowering plants. 

Glucose formed in photosynthesis may temporarily be stored as starch, but sooner or later n1uch is 
used in metabolis1n. For example, plants synthesize other carbohydrates, together \Vith the lipids, 
proteins, growth factors and all other 1netabolites they require. For this, they additionally need 
certain 1nineral ions, \vhich are absorbed from che soil solution. f igure Cl .3.l is a sumn1ary or 
photosynthesis and its place in plant metabolism. 

photosynthesis: a summary 

The process tn the chloroplast can be summarized by the equation: 

carbon -+ water + LIGHT chlorophyll 
dioxide ENERGY 

in chloroplast 

raw materials energy 
source 

6C02 -+ 6H20 + LIGHT 
chlorophyll 
in chloroplast ENERGY 

organic + 
compounds, 
e.g. sugars 

products 

C6 H, 20 6 + 

oxygen 

waste 
product 

602 
the rest of 
the plant oxygen from 

the air 
plant nutrition: a summary / 

I ,.. 
oxygen 

energy from sunlight the leaf 

~~ 
I I 

I 
carbon ---.--.-:------photos y nth es is _ - - - - -. glucose 

I doxide 

' // / + in chloroplasts 
carbon + water ----• oxygen + glucose - - --=-::::_::_-=:=_:-:::=::-::---.__) 
d. ·d , in leaf cells _ - - - -_ -_ -_-:..--:._, _ _ _ _.,., 

1ox1 e '\ , - - ~ ions -. +- energy ~ 

I respiration I 

£---- '' -~- - - - ~ \1 / / ✓ / 0--.. 
1 , storage cellulose and I I 

carbon dioxide in air 
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proteins, 
enzymes, 
cytoplasm 

other wall-1orming 
compounds 

vitamins, 
hormones 
and growth 
factors 

■ Figure C1.3.1 Photosynthesis and its place in plant nutr ition 

Link 
The carbon cycle is 
covered in Chapter 
C4.2, page 594. The 
early atmosphere of 
the Earth is detailed 
in Chapter A2.1 , 
page 34. 

• 

( • Common mistake 

Do not forget to say that light is the original source of energy for photosynthesis, not simply 'the Sun'. 

■ The wider significance of photosynthesis 
The importance of photosynthesis to the gTeen plant is that it provides the energy-rich sugar 
molecules from ,,vhich the plant builds irs other organjc molecules. However, the advent of oxygen 
generation by photolysis (the splitting o [ 1vater rnolecules using light energy- see page 427) had 
immense consequences for living organisms and geological processes on Earth: 

1 Photosynthesis n1aintains the composition of the atmosphere. For example, the quantity of 
carbon dioxide removed by plants and other photosynthetic organisms each day is almost equal 
to chat added co the air fron1 respiration and fron1 the burning of fossil fuels. This is illustrated by 
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(e Common 
mistake 

It is incorrect to 
say that plants 
only undergo 
photosynthesis and 
only animals undergo 
cellular respiration. 
Plant cells also contain 
mitochondria and are 
continually respiring. 

• Pigment: coloured 
compounds produced by 
metabolism. 
♦ Accessory 

pigments: light
absorbing compounds 
that trap light energy 
and channel it to 
chlorophyll a, the 
primary pigment, which 
1n1tiates the reactions of 
photosynthesis. 

II I• 

Other pigments 
encountered in 
the course are 
haemoglobin, 
see Chapter B1 .2, 
page 217, and 
melanin, see Chapter 
D3.2, page 744. 

'J State what 
colour of light 
the pigment 
chlorophyll 
chiefly reflects or 
transmits (rather 
than absorbs). 

• Photolysis: the 
splitting of water 
molecules using light 
energy. 

C 1, 3 Photosynthesis 

the carbon cycle. Photosynthesis is also the only natural process that releases oxygen into the 

atn1osphere. All the oi...·ygen present in the air (about 21%) is a waste product of photosynthesis. 

This is the source of oxygen for aerobic respiration. 

2 Some of the oxygen originating from green plants is converted into ozone in the upper 

atmosphere due to the action of ultraviolet (UV) light fro1n the Sun. As a result, ozone occurs 

naturally in Earth 's atmosphere as a layer in the stratosphere. The ozone layer protects terrestrial 

life from UV light by significandy reducing the quantity o[ UV that reaches the Earth's surface. 

UV light is very harmful to living th ings because it is absorbed by the organic bases of nucleic 

acids (DNA and RNA), causing them to be 1nodified. Consequently, the conversion of oxygen to 

ozone and the maintenance of the high-level ozone layer have been important in the evolution 

o[ terrestrial life (UV light does not penerrate ,vater and so cannot reach aquatic organisms). 

The ozone in our upper annosphere is importanr to the survival of life today. 

■ What is light? 
Ligh t io; a fonn of electromagnetic radiation produced by the Sun. Visible light makes up only a part 

of the total elecrromagnetic radiaLion reaching the Earth. vVhen d1is visible \vhite' light is dispersed 

through a prism, we see a continuous spectrum of light-a rainbow o[ colours from red ro violet. 

Different colours have d ifferent \Vavelengths and different energies. 

The significance of the spectrum of light in photosynthesis is chat not all the colours of the specnun1 

present in ,vhire light are absorbed equally by chlorophyll (and other pigments used in photosynthesis 

- known as accessory pigments). Some are even transmitted (or reflected), rather than being absorbed. 

Biological pign,ents are c.:oloured compounds produced by metabolism (enzy1ne-controlled 

reactions inside cells). Chlorophyll is a biological pig1nent: it is responsible for the green colour 

of photosynthetic organisms, ,vhich have this pign1ent as their primary molecule to trap sunlight 

energy. The colour of p ig1nents results from the absorption of certain wavelengths of visible light. 

All pign,ent molecules have intense absorption bands in the visible region of the spectrum. ·n,e 

colour seen is the light that is noc absorbed but instead is reflected. 

Examples of narurally occurring coloured photosynthetic compounds include the anthocyanins, 

carotenoids (e.g. carotene) and the porphyrins (e.g. chlorophyll). 

Conversion of carbon dioxide to glucose 
in photosynthesis using hydrogen 
obtained by splitting water 
Photosynthesis is a set of n1any reactions occurring in chloroplasts in the light. Ho,vever, these can 

be conveniently divided into t,vo 111ain steps. 

I Light energy is used to split water (photolysis) 

This releases the waste product of photosynthesis, oxygen, and allo,vs ll1e hydrogen ar.oms robe 

recab1ecl on hydrogen-acceptor molecules. The hydrogen is one requirement of Step 2. At the same 

time, r\TP is generated from ADP and phosphate, also using energy from light. 

2 Glucose is built up from carbon dioxide 

We say that carbon dioxide is 'fixed' to make organ ic molec1 lles. To do this, both the energy of ATP 

and hydrogen ato111s from rhe reduced hyd rogen-acceptor 111olecules are required. Tl1e hydrogen 

acceptors carry rhe hydrogens to a series of reactions that result in rhe fonnation of glucose. 



LIGHT 
ENERGY 

■ Figure C1.3.2 
Two steps of 
photosynthesis 

Linlr 
The early Eart h's 
atmosphere 
composition is 
covered in Chapter 
A2.1, page 34. 

water 

3 Define the term 
photolysis. 

oxygen 
02 

in chloroplasts 

--ATP--
+ 

reduced 

carbon dioxide 
CO2 

/ 
/ light energy used 

to split water 
V hydrogen 
\ acceptor / 

\ (carrying H) ~ 
C0

2
-4--_ _, 

glucose built \ 
up from carbon\ 

/ {photolysis) I 
\ 

I H 

\ 
dioxide and / 
hydrogen 

I 
/ glucose-...._____ . / 

hydrogen~ '- '- __ _... ~ 
acceptor sugar 

(e Top tio! 

\~ 

starch 

This is the simple word equation for photosynthesis, with glucose as the product. Make sure you 
know it. 

Light 
carbon dioxide + water -~ glucose + oxygen 

Oxygen as a by-product of photosynthesis in 
plants, algae and cyanobacteria 
As we have seen above, the oxygen produced by photosynthesis comes from the splitting of \Yater. 
The early Earth had no free oxygen and so the evolution of organ isms that could release oxygen was 
cri tical in the developn1ent of life on Earth. 

It is not only plants that carry out photosynthesis. Algae and cyanobacteria also contain 

photosynthetic pigments and produce glucose and oxygen. Cyanobacteria \Vere the first organisms 

on Earth to produce oxygen, some 2.8 billion years ago 

(see page 34). Cyanobacteria have accessory pigments 

called phycobilins, and transfer energy from these to 

chlorophyll a. Around 1.5 billion years ago, red and 

then green algae evolved. Red algae have the same 

pigments as cyanobacteria: chlorophyll a and 

phycobilins. In particular, red algae derive 1nost of their 

colouring from a red phycobilin called phycoerythrin. 

Green algae (Figure Cl.3.3) have chloroplasts chat 

contain chlorophyll a and b, giving them a bright green 

colour, as \Veil as the accessory pigments ~-carotene 
(red-orange) and xanchophylls (yello\v). Unlike 

cyanobacteria and red and bro\\rn algae, they do not 

contain phycobilin pigments. 
■ Figure C1.3.3 Photomicrograph of 
Vo/vox globator, a green algae. Dark 
green spots are daughter colonies 
forming inside of the parent colony 
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♦ Chromatography: 
technique used to 
separate components of a 
mixture. It involves letting 
soluble substances spread 
across fi lter paper (or 
through a powder). 

Separation and identification of photosynthetic 
pigments by chromatography 
Chromatography is the technique we use to separate, identify and quantify the component 
pign,ents (or dyes) in a mixture. lt is an ideal technique for separating biologically active molecules, 
since biochen1ists often can only obtain very s1nal1 amounts of those n1olecules. Plant chlorophyll 
consists of a n1ixture of pign1ents. Son,e plant pign1ents are soluble in ,vater, but chlorophyll is not. 
Chlorophyll can be extracted in an organic solvent such as propanone (acetone) (Figure Cl. 3.4). 
\l\fe can then identify the photosynthetic pigments in plant leaves using chron1atography. 

Tool 1: Experimental techniques 

Carrying out paper chromatography 

Look carefully at Figures C1 .3.4 and C1 .3.5, which show how to carry out 

chromatography. Details of how to interpret chromatograms are given below. 

1 fresh leaves dipped into boiling water 
to kill cells, making cell membranes 

2 leaves finely cut and placed in 
a mortar then ground up With 
a small quantity of washed 
and dried sand (as abrasive) 

3 about 20 cm3 of propanone 
(acetone) added as solvent, 
and the contents ground again 
to produce a concentrated 
chlorophyll extract 

fully permea_::_bl;.e ___ _ _ 

fresh green 
leaves 

heat 

measunng cylrnder 

1...--=--:-:-;:-:p::=>' 

6 extracted pigment solution combined 
and stored in the cold, in the dark. 

4 solution decanted into two centrifuge tubes and 
contents adjusted to balance quantities 

5 tubes centrifuged to 
remove suspended organic 
matter (wall fragments, 
starch grains, etc.) 

as chlorophylls are unstable molecules 
once removed from the chloroplast 
(chlorophyll solution bleaches in 

♦ Chromatogram: 
the pattern formed on 
an adsorbent medium 
showing the result 
of separating the 
components of a mixture 
by chromatography. 

C1 .3 Photosynt hesis 

. ' c:__:> 
Green plants suitable to use for chlorophyll extraction 
• spinach • green grass 
• bougainvillea • in Asia, the leaf vegetables ka1 Ian or kang kong 
• hibiscus 

■ Figure C1.3.4 Steps in the extraction of plant pigments 

direct sunlight) 

chlorophyll 
~olut,on 

1•'"'----"L aluminium I foil 

---f 

Chromatograms are typically run on adsorbent paper (paper chromatography), powdered solid 
(colu1nn chromatograrhy), or on a thin fil1t1 of dried solid (thin-layer chromatography). The process 
is illusLrated in Figure Cl .3.5. 



· drop of pigment solution 
'loaded' then dried 

chromatography 
paper 

paper chromatography bung 
In process I 

capillary 
tube - - ---1 

I 

( ') 
(process repeated 
several times) 

______ _ _ chromatogram 

fitted into 
slot in bung 

- -
chlorophyll 
spot 

chromatography 
tank (saturated 
with solvent 
vapour) 

...___-i---::...i-- chlorophyll 
solution 

Thin-layer chromatography 
(a very quick separation) 

Using: 

glass rods 

chromatogram 
• - solvent front, 

at point when 
chromatography 
run was stopped 

carotene 
loading spot 

chromatograp 
solvent 

hy ---

I -
-,' 

'✓ 

• thin-layer chromatography 'plate' 
(plastic film) pre-coated with 
silica gel 

lndentifying pigments by R,values 

The distance a part1Cular substance 
moves up the chromatogram relative 
to its solvent front is constant - this 
value 1s known as the Rr value. 

R _ distance moved by substance 

xanthophyll 

chlorophyll a -
blue-green 

chlorophyll b -
green 

• chromatography 'tank' - flat
bottomed tube with close-fitting 
bung, containing shallow layer of 
solvent 

f - distance moved by solvent 

The R1 value of 

chlorophyll a = 0.65 

(Method similar to paper 
chromatography.) 

chlorophyll b = 0.45 

using a solvent of nine parts 
petroleum ether to one part 90% 
aqueous propanone (acetone). 

1-~ F =t-- origin (point where pigment mixture was 
loaded and dried before separation) 

■ Figure C1.3.S Preparing and running a chromat ogram 

Top tio! 

Chromatography 
is based upon the 
differential retention 
of compounds in a 
mobile phase as they 
pass through or across 
a stationary phase. 

• 

Tn paper chromatography, the stationary phase is a liquid adsorbed on 10 the surface of the paper. 

The paper has many pores that can adsorb and form hydrogen bonds with water molecules 10 form 

the srationary phase. The \Vater can be displaced by other liquids to give different stationary phases. 

Pigments thar are more soluble in the solvent than I he)' are in the \Vater molecules of the stationary 

phase move rapidly up the paper, \Vhile those that are more soluble in the water are not carried as fa r 

ui, the paper (Figure Cl.3.6). 

mixture of two 
pigments at start 

I 

solvent -

solvent moves 

-•• 
slow-moving pigment more 

attracted to the paper 

("\ Oo ' 
fast-moving pigment more 

attracted to the solvent 

paper 

paper 

■ Figure C1 .3 .6 The principles of paper chro matography 

Thin-layer chromatography (TLC) uses a stationary phase o[ silica or alumina particles bonded to 

a thin layer o[ glass or plastic. TLC separates a 1nixture of pigments based on how strongly they are 

adsorbed on the stationary phase and dissolved in the n1obile phase (a liquid or n1ixture of liquids). 

This equilibrium is known as partitioning. The greater the aliinity of the pig1nent for the stationary 

phase, the more slo\vly it moves along the surface of the TLC plate . 

Theme C: Interaction and interdependence - Molecules 



Paper chromatography 
can be used to 
separate photosynthetic 
pigments but thin-layer 
chromatography (TLC) 
gives better results 
TLC is faster, more 
sensitive and has better 
resolution than paper 
chromatography, 

t$@ 
♦ R, value: a constant 
distance that a particular 
substance moves up a 
chromatogra1n relative 
to its solvent front. The 
R, value of a compound 
1s equal to the distance 
travelled by the compound 
Liivided by the distance 
travelled by the solvent 
front (both distances 
measured from the origin). 

♦ Absorption 
spectrum: a graph 
showing the relative 
absorbance of different 
wavelengths of light by 
a pigment. 

C 1. 3 Photosynthesis 

1-he distance rhe spot n1oves fro1n its starting location ti ivided by the distance moved by rhe solvenL 
is kno,vn as the R, value (retardation factor). i\n R

1 
value is characteristic of a particular solute in a 

particular solvent. lt can be used to identify co1nponents of a n1i.xture by co1nparing the 1neasured 
value 1vith rabies of known R1 values. The R1 value is calculated using rhe distance travelled by the 
solvent front and the distance fron1 the origin to the centre of each spot (see Figure Cl.3.5). The R

1 
vulue depends on rhe con1pound, solvent, te1nperature and other factors, such as nature of the -rLC 
plate. You need to be able to calculate R1 values from the results of chromatographic separation of 

photosynthetic pign1ents and identify them by colour and by values. Thin-layer chron1atography or 
paper chromatography can be used. Figure Cl.3.5 shows how ro calculale the R

1 
value. 

4 a Calculate the R, value for the pigment in the 
experiment shown in Figure C1 .3.7. 

b Identify the pigment present using Table C1.3.1. 

■ Table C1.3.1 R1 values for different pigments 7 9cm (solvent front) 

Name Colour R, value 

carotene yello11\/ 0.95 

phaeophytin yellow- grey 0.83 

xanthophylls yellow- brown 0.71 

chlorophyll a blue- green 0.65 
3.54 cm (distance 
moved by pigment) 

chlorophyll b green 

ATL C1.3A 

0.45 

■ Figure C1 .3.7 Calculating 
the R, value for a pigment 

Access this site: http://amrita.olabs.edu.in/?sub=79&brch=17&sim=124&cnt=1 

Use the simulation to test different types of plant pigment (spinach leaf extract). Move the 
hand to collect a sample of the extract and place it on the filter paper. Put the filter paper 
into the isopropyl alcohol and water, and run the simulation. Calculate the Rr values from the 
chromatography experiment. 

Absorption of specific wavelengths of 
light by photosynthetic pigments 
We have seen [hat ligb[ consiscs of a roughly equal mLxrure of all [he visible waveleng[hs, nan1ely 

violet, indigo, blue, green, yellow, orange and reel- alchough che names of the colours are arbitrary 
and they merge into each other. llov,1 n1uch of each wavelength does chlorophyll absorb? We call r.his 

inforn1ation an absorption spectrum. 

431 
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The absorption spectra (singular, spectrum) of chlorophyll 
pigments are obtained by 1neasuring their absorption of violet, 
indigo, blue, green, yellow, orange and red light in tum. The results 
are plotted as a graph sho\ving the amount of light absorbed over tbe 
wavelength range of visible light, as sho\Vn in Figure Cl .3.8. You can 
see chat chlorophyll absorbs blue and red light 111ost strongly. Other 
\ \ 1avelengths are absorbed less or not at all. It is the che1nical 
stn1cture of the chlorophyll molecule that causes absorption of the 
energy of blue and red light. 

500 
wavelength/nm 

700 
Within a pigment molecule, absorption of light excites electrons. 
Accessory pigments transfer excited electrons to chlorophyll a, w11ich 
leads 10 a series of reactions that ul ti mately lead to the formation of 
glucose. ln this way, light energy is transformed to chemical energy. 

. -· 
violet lllue green yellow 

■ Figure C1.3.8 The absorbance spect rum of chlorophyll 

(g Too tio! 

Unless colours 
are shown in an 
absorption spectrum 
(Figure C1 .3.9), both 
wavelengths and 
colours of light should 
be included on the 
horizontal axis of 
absorption spectra. 
This enables the graph 
to be easily interpreted 
with each pigment 
related to the colour of 
light it absorbs. 

♦ Action spectrum: 
range of wavelengths 
of light within 
which a process Ii ke 
photosynthesis takes 
place. 

• 

5 Absorption spectra for two coloured substances, A and B, are shown in Figure C1 .3.9. 
Identify the colour of each substance. Explain your answeL 
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o~ ------------.--- --- ..----------.---- --~ 
300 
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.D 

"' 

400 500 600 700 

wavelength/nm 

Substance B 

o~ ------------.------..----------.---- --~ 
300 400 500 600 

wavelength/nm 

■ Figure C1.3.9 Absorption spectra for substances A and B 

Similarities and differences of 
absorption and action spectra 

700 800 

The action spectrum of chlorophyll is che ,vavelengths of light that are used in photosynthesis. 
This ,nay be discovered by projecting light o( different ,,vavelengths, in turn and for a unit of tin1e, on 
aquatic green pond \veed. This is carried out in an experimental apparatus in \vbjch the rate of 
photosynthesis can be measured. The gas evolved by a green plant in the light is largely oxygen, and 
tbe volume given off in a unit of time is a measure of rbe rate of photosynthesis. Suitable apparatus is 
sho,vn in Figure Cl.3.11 (page 435) . 
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1-he rate of photosynthesis at different ,vavelengths may then be plotted on a graph on the same scale 
as the absorption spectru1n (Figure Cl.3.10} We have seen that blue and red light \vavelengths are 
1nost strongly absorbed by chlorophyll. Fro1n the action spectrum, \VC see that it is these wavelengths 
that give rise to the highest rates of photosynthesis. 

a absorption spectrum 
measured using a spectrometer 

b action spectrum 
record of amount The resul ts show that the wavelengths 

of light absorbed by photosynthetic 
pigments (largely red and blue) are very 
similar to the wavelengths that drive 
photosynthesis. 

n-----chlorophyll b chlorophyll a 
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of photosynthesis occurring 
at each wavelength 
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700 
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■ Figure C1 .3 .10 Absorptlon and action spectra of chlorophyl l pigments 

C 1. 3 Photosynthesis 

Inquiry 2: Collecting and processing data 

Collecting and processing data; interpreting results 

Rates of photosynthesis can be determined from data for oxygen production and 
carbon dioxide consumption for varying wavelengths. These data can be plotted to 
make an action spectrum. 

Set up an experiment to measure the effects of varying wavelengths on the rate of 
photosynthesis. Pondweed or other aquatic plants can be used to measure the rate 
of photosynthesis (see Figure Cl , 3.11 below). Use different colour fi lters in f ront 
of the light source so that the plant is exposed to a range of different colours of 
light Coloured plastic film can be used to make a filter. You should aim to cover the 
full spectrum. 

Carry out a series of experiments, each using a different coloured filter, and measure 
the rate of photosynthesis for each colour by counting the number of bubbles of 
oxygen produced by the aquatic plant per minute. Each colour represents a different 
wavelength of light. You should also carry out an experiment with no fflter, to measure 
the effects of white light. You should repeat each experiment (ideally five times) to 
ensure your results are reliable. 

Which variables will you need to keep the same and how will you do th7s? 

Use your data to plot an action spectrum, with wavelength of light on the x-axis and 
rate of photosynthesis (measured by number of bubbles of oxygen produced per 
minute) on the y-axis. Identify, describe and explain the patterns you see. Which colours 
of light generated the greatest rate of photosynthesis, and which the lowest? Use your 
knowledge of photosynthesis and photosynthetic pigments to explain your results. 



I I 1k 
Further details and 
the definition of 
limiting factors are 
covered in Chapter 
84.1, page 344. 

6 Define the term 
limiting factor. 

7 A thermometer 
is not shown in 
the apparatus in 
Figure C1 .3.11 . 
Predict why one is 
required, and state 
where it should 
be positioned. 

8 Explain why 
the cut stem of 
pondweed was 
inverted here. 

• 

Going further 

Chlorophyll in solution versus chlorophyll in the chloroplast 

The chlorophyll that has been extracted from leaves and dissolved in an organic solvent 
sti ll absorbs light However, chlorophyll in solution cannot use light energy to make sugar 
(in the form of glucose). This is because, in the extraction process, chlorophyll has been 
separated from the membrane systems and enzymes that surround it in chloroplasts. 
These are also essential for carrying out the biochemical steps of photosynthesis. 

Investigating the effects of limiting 
factors on the rate of photosynthesis 
Hypotheses can be suggested for the effects of the following limiting factors: concentrations of 

carbon dioxide, light intensity and temperature. A limiting factor for photosynthesis is an 

environn1ental factor that, \vhcn in short supply, affects rate of photosynthesis. There are various 

protocols for investigating these lin1iting factors, based upon an understanding of photosynthesis. 
ln the foUo,.ving sections, you will be asked to develop a hypothesis about the effect of one limiting 

factor on the rate of photosynthesis. You ,.viii then be told about the expected results and reasons 

for these. 

Nature of st:ience• Hvrnt ese 

Hypotheses are provisional explanations that require repeated testing. Scientists make provisional 
explanations for the patterns that they have observed in natural phenomena. During scientific 
research, hypotheses can either be based on theories then tested in an experiment, or be based 
on evidence from an experiment already carried out. Evidence is required to obtain support fo r a 
hypothesis or show that it is false. In the sections below, you will be asked to suggest hypotheses 
for the effects of limiting factors on photosynthesis (concentration of carbon dioxide, light intensity 
and temperature). Note: you should be able to identify the dependent and independent variables in 
experiments investigating the effects of limiting factors on the rate of photosynthesis. 

■ Measuring the rate of photosynthesis 
A protocol for investigating lin1iting factors on the rate of photosynthesis is discussed in this section. 

An illuminated, freshly cut shoot of a pondv.1eed, when inverted, produces a vigorous stream of gas 

bubbles fro1n the base. The bubbles tell us the pondweed is actively photosynthesizing. At the sa1ne 
time, dissolved carbon dioxide is being re1noved fron1 the water. Suitable plants include Elodea, 
lv1yriophyllu,n and Cabornba. The rate of photosynthesis can be estimated using one of the follo,ving: 

• A n1icroburette to n1easure the volume of oxygen given out in the light (Figure CL3.l 1). The 

pondweed is placed in a very dilute solution of sodiu111 hydrogencarbonate, v.rhich supplies the 

carbon dioxide (as HCO) required by the plant for photosynthesis. The quantity of gas evolved 
in a given time, say in 30 minutes, is measured by dra,.ving the gas bubble that collects into the 

capillary tube, and measuring its length. This length is then converted to a volun1e. 

• An oxygen sensor probe connected to a data-logging device. 

• A pH n1eter connected to a data-logging n1onitor. The uptake of carbon dioAide fro1n the ,vater 
,vill cause the pH to rise . 
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plastic lube 
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trap 
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■ Figure C1.3.11 M easuring the rate of photosynthesis with a microburette 

g Look at Table 
C1 .3.2. Discuss 
further controlled 
variables and 
sources of error 
not included in 
this table. 

You can use one or more of these techniques to investigare che effects of external condirions on the 
rate of photosynl'hesis (Table Cl.3 2). Explore protocols investigating these lirniting factors, based 
upon your understanding of photosynthesis, and test these by experimentation. 

■ Table C1.3.2 Issues in t he design of experiments to investigate the 
effect of external factors on the rate of photosynthesis 

Carbon dioxide concentration light intensity 

0
2 

output (bubbles or volume) in unit dependent variable 0
2 

output (bubbles or volume) or pH 
t ime change in unit t ime 

external CO
2 

independent light intensity - systematically posit ioning 

(i) absence of CO, by boiling and cooling variable the light source (photoflood lamp or 

water 150W bulb) at 5, 10, 15, 20 and 25cm 

(i i) subsequent stepwise addition 
from the experimental chamber 

of NaHC03 solution to raise CO2 by 
0.01 mol dm 3 until no further change in 
0 2 output 

tempera ture, light intensity controlled variables concentration of NaHC03, temperature 

possibly errors in NaHCO~ solution sources of error possibly the heating effect of the light 
additions source 

ATL C1.38 

Access the fo llowing site: www.biologysimulations.co.-n/cell-energy-sim 

A lter the number of plants, f ish and temperature to explore how limiting factors atfect the 

balance between respiration and photosynt hesis, and correspondingly t he concentration of 

oxygen 1n the environment. Write a summary of the investigation, and how inputs and outputs 

f rom respirat ion and photosynthesis make both processes interdependent. 

■ External factors and the rate of photosynthesis 
~ Using your knowledge of pho[osynthesis, develop hypotheses to predict c.he effec[ on the ra[e 
~ of phocosync.hesL~ of separa[eiy changing three clifferen[ independent variables: carbon dio>..icle 

concenuation. light in[e.nsicy and [e1nperacure. Once you have done th.is, read on. 
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Tool 3: Mathematics 

Sketch graphs 

Sketch graphs have labelled but unscaled axes to qualitatively describe trends, whereas 
graphs have units in both axes and use numerical data. Figures C1.3.12, C1 .3.13 and 
C1 .3.14 show examples of sketch graphs and indicate how these should be drawn. 

"' ·-"' 
Cl/ -.c "' ....... 
i:: · >, i:: 
"' ~ 
0 >, ...... 
0 1G .c ... 
C. .t= 
~.Q 
0 ; 
Cl/ ...., 

~ 

0 

no photosynthesis at high CO2 concentration the 
rate no longer increases with 
,ncreasmg C 0 2 concentration 
- a plateau is reached 

here the rate Is correlated with 
the CO2 concentration 

CO2 concentration 

■ Figure C1 .3 .12 The effect of carbon dioxide 
concentration on photosynthesis 

0 light intensity 

■ Figure C1.3.13 The effect of light intensity on photosynthesis 

10 Explain what the sketch graph implies about the 
relationship between light intensity and the rate 
of photosynthesis. 

The effect of carbon dioxide concentration 

The effect of the concentration of carbon dioxide on the rate 

of photosynthesis is sho\vn in FigLtre Cl.3.12. Look ut this sketch 
gn1ph and note the shape of the curve. 

In this experimenc (Figure Cl.312): 

• 1vhen the concentration of carbon dioxide is at zero, there is 

no photosynthesis 

• as the concentration is steadily i:ncreased, the rate of 

photosynthesis rises, and the rate of that rise sho,vs positive 

correlation with the increasing carbon dioxide concentration 

(carbon dioxide is a limiung factor) 

• at much higher concentrations of carbon dioxide. the r-ate 

of photosynthesis reaches a plateau. Some other factor is 

limiting the rate, e.g. light intensity or temperature. 

( • Common mistake 

Refer to the concentration of carbon dioxide rather than 
'amount', 'level' or 'quantity'. 

The effect of light intensity 

The effect of light in tensity on the rate is shown in 

Figure Cl.3. l 3. Look al this sketch graph - the shape of the cun1e is 
farnil ic11'. Then ans~ver question 10. 

Figure Cl.3.13 sho,.vs the follo,ving: 

• As the light intensity increases, the rate of phor.osynthesis 

rises - the rate of that rise is positively correlated 1vi th the 

increasing light intensity. l ight inr.ensity is the lin1iting factor. 

• At much higher lighr. intensities, the rate of photosynthesis 

reaches a plateau - no,v there is no increase in rare \vith 

rising light intensity. Some other factor is limiting the rar.e, 

e.g. carbon dioxide concentration or temperature. 

Theme C: Interaction and interdependence - Molecules 



The effect of temperature 

The effect of ten1perature on the rate of photosynthesis is shown in Figure Cl.3.14. Here the curve 
of the sketch graph is an entirely different shape. At relatively lov,1 temperatures, as the temperature 

increases, the rate of photosynthesis increases more and 1nore steeply. However, at higher ten1peratures, 

the rate of photosynthesis abruptly stops 1ising and actually falls steeply. The result is a clear opti1nu1n 

ten1perature for photosyniliesis. 

optimum temperature above the optimum 
temperature the 
rate falls off steeply 
as the temperature 
is raised further 

The shape of the sketch graph in Figure Cl.3.14 can be 

explained by enzyme collision theory (Chapter C l. 1). 

here temperature 
increases the rate 
with increasing effect 

(e Common 
mistake 

It is not correct to 
say that the rate of 
photosynthesis reduces 
at higher temperatures 
because of enzyme 
denaturation. The 
rate reduction occurs 
at much lower 
temperatures than 
those at which this 
denaturation would 
occur. The problem at 
higher temperatures 
is due to an enzyme 
(RuBisCo - see 
page 445 if you are 
studying HL) failing 
to fix carbon dioxide 
effectively. 

C1 .3 Photosynthesis 

l • As ten1perature increases, the enzymes involved in 

photosynthesis have increased kinetic energy, as do their 

substrates. 

• There are increased collisions betvveen enzymes and 

substrates, resulting in more enzyn1e-subsrrate complexes 
and increased rate of reaction. 

• These reactions reach an optimum rate at a specific 

temperature. 

• Above the optimum rare, as the temperature rises further the 
enzymes involved ,vi.th the fLxation of carbon dioxide cannot 

work eftectively. 

temperature/°C ■ Figure C1.3.14 The effect of temperature on photosynthesis 

I 

' 

Tool 1: Experimental techniques 

Accurately measuring temperature 

The SI unit for the temperature is the Kelvin (k). However, most thermometers are 
calibrated with a temperature scale in degree Celsius (°C) a non-SI unit. Electronic 
(digital) thermometers are now commonly used to measure temperature, as they 
are more accurate than alcohol-in-glass t ype thermometers. Accuracy reflects how 
close to the true value measurements can be taken. Uncertainties are given for lab 
equipment, which indicate a range within which we are confident that the true value 
lies. The uncertainly for digital thermometers is+ 0.1 °C. 

Tool 2: Technology 

Generating data from simulations 

Access this site; https://iwant2study.org/lookangejss/biology/ejss_model_ 
photosynthesis/photosynthesis_Simulation.xhtml 

Alter the concentration of light or the concentration of carbon dioxide by selecting 
experiment 1 or experiment 2, respectively, to investigate the effect of these limit ing 
factors on the rate of photosynthesis. 

Start with a light intensity of '1'. Press 'play' to count the number of bubbles in one minute. 
The data point will automatically be plotted, Now move the light intensity to '2' using the 
t button, and press play. Repeat this until you have completed all light intensities. 

The simulation automatically plots a graph of your data. Explain the shape of each 
graph using your knowledge of photosynthesis and limiting factors. 



Carbon dioxide enrichment experiments 

Finding methods for careful control of variables is part of experimental design. This may be easier 
in the laboratory but some experiments can only be done in the field. Field experiments include 
those performed in natural ecosystems. You need to be able to identify a controlled variable in an 
experiment. For example, in photosynthesis experiments one limiting factor is changed at a time 
to determine its effect on the rate of photosynthesis (page 434). Controlled variables enable you 
to keep other variables that may affect the dependent variable the same, so that the impact of the 
independent variable on the dependent variable can be determined. In ecological field experiments, 
where other variables cannot be controlled (such as light intensity or rainfall), variables that may 
affect the dependent variable need to be monitored to determine any potential impact (see 
Chapter C4.1, page 572). 

Carbon dioxide enrichn1ent experin1ents are a 1neans of predicting future rates of photosynthesis 
and plant gro\vth. They include enclosed g1·eenhouse experin1ents and free-air carbon dioxide 

enrichment experiments (FACE). 

Enclosed greenhouse experiments manipulate variables that can affect photosynthesis, such as 
sunlight, ,vavelength of light and ten1perature, using greenhouses (or polytunnels) to control other 

variables (hence the term 'enclosed' greenhouse). The plants used in these experi 1nents need to be 

small enough to fir into greenhouses, and data gathered do not directly relate to changes that ,vould 

been seen in natural ecosystems. 

FACE experin1ents pump carbon dioxide into the air to raise 
the local concentration of the gas in forests, grasslands and 

agricultural fields (Figure C l.3.15). Compared to enclosed 
greenhouse experi1nents, FACE experiments are in natural 

ecosystems, and can investigate the effects of carbon 

dioxide enrich1nent on large producers such as trees. Unlike 
greenhouses, otherva1iables cannot be controlled (such as 

rainfall and sunlight) and so need to be monitored. 

Duke University's FACE project in North Carolina, USA, began 

operacing in 1996 and is the oldest forest FACE project. Ir has 
since been completed and ,vas used to study the response of 

a temperate coniferous forest to high levels of atmospheric 

carbon dioi-dde. Tree growth and productivity under conditions 
of at least 550 parts per million of carbon dioxide - over 1.25 

■ Figure C1.3.15 One of the FACE plots set up by Duke University 
to provide elevated atmospheric carbon dioxide concentration times higher than present levels - ,vere monitored. 

• 

With global carbon dioxide levels in Lhe atmosphere continuing to rise (see Chapter C4.2), predicting 

the effects that this increase will have on biological systems is urgent. 

ATL C1.3C 

Read more about the Duke Forest FACE carbon dioxide enrichment experiment in this scientific 
paper: https://link.springer.com/chapter/10.1007/ 3-S40-31237-4 11 

Find out about carbon dioxide enrichment experiments in your country or region. How are they 
being used to predict future rates of photosynthesis and plant growth? 

How could you set up a small carbon dioxide enrichment experiment in your school or college? 
What equipment would you need and what data would you collect? 

Theme C: Interaction and interdependence - Molecules 



♦ Light-dependent 
reactions: part 
of photosynthesis 
occurring in the g ra na of 
chloroplasts and requiring 
light; water is split and 
ATP and NADPH are 
generated. 

♦ Photophosphory
lation: the formation of 
ATP using light energy (in 
the light-dependent step 
of photosynthesis). 

♦ Light-independent 
reactions: part of 
photosynthesis occurnng 
in the stroma of 
chloroplasts; it uses the 
products of the light
dependent step to reduce 
(or f ix) carbon dioxide 
to glucose. 

The light-dependent and light-independent 
reactions of photosynthesis: introduction 
Phorosynrhesis is a complex set of many reactions that takes place in illuminated chloroplasts. 
Biochen1ical investigations of photosynthesis by several teams of scientists have established that the 
n1any reactions by \vhich light energy brings about the production. of glucose, using the raw materials 
"vater and carbon dioxide, fall naturally into two interconnected stages (figure Cl .3.16). 

• The light-dependent reactions L1Se light energy to split water (photolysis). Hydrogen is then 
removed and retained by the photosynthesis-specific hydrogen acceptor, known as NADP+. 

(NADp+ is very similar to the respiration coenzy1ne NAO·, but it carries an additional phosphate 
group, hence NA DP.) At the same tin1e, ATP is generated fron1 ADP and phosphate, also using 
light energy. This is kno,vn as photophosphorylation. Oxygen is given off as a waste product of 
the light-dependent reactions. This stage occurs in the grana of the chloroplast. 

• The light-independent reactions synthesize glucose using carbon dioxide. The products of 
the light-dependent reactions (ATP and reduced hydrogen acceptor NADPH + tt+) are used in 

glucose production. This stage occurs in the stroma of the chloroplast. It requires a continuous 
supply of the products of the light-dependent reactions but does not directly involve light 
energy (hence the na1ne). Names can be ni isleading because this stage is an integral part of 
photosynthesis, and photosynthesis is a process that is po,vered by light energy. 

photosynthesis 

lightadependent reactions light-independent reactions 

out .-

light -
, 
' 

• • - in 

grana 

water split 

■ Figure C1.3.16 The two sets of reactions of photosynt hesis, inputs a nd outputs 

♦ Photosystems: 
molecular arrays of 
chlorophyll, accessory 
pigments and protefns 
(light-harvesting 
complexes) wi th a 
special chlorophyll as 
the reaction centre from 
which an excited electron 
is emitted. 

C 1. 3 Photosynthesis 

\Ve shall no"v look a1 both sets of reac1ions in rurn 10 undersrand 1nore about ho,v these complex 
changes ate brought abour. 

The light-dependent reactions 

■ Photosystems 
Photosystems are arrays of pigment 1nolecules (\vith associated proteins) LhaL can generate and emir 

excited electrons. PhorosysLems are always located in n1embranes and they occur in cyanobacreria 
and in the chloroplasts of photosynthetic eukaryotes. 

In rhe light-dependent stage, light energy is trapped by the photosynthetic pig1nenc, chlorophyll. 
Chlorophyll n1olecules do not occur haphazardly in the grana. Rather, they are grouped together in 
structures called photosystems , held in the thylakoid membranes of the graua (figure Cl .3.17). 

Link 

Grana and thylakoid membranes are covered in Chapter A2.2, page 76. 



♦ light-harvesting 
complex (LHC): an array 
of protein and chlorophyll 
molecules embedded in 
the thylakoid membrane 
of plants, algae and 
cyanobacteria, which 
transfer light energy 
to one chlorophyll a 
molecule at the reaction 
centre of a photosystem. 

♦ Photosystem I: 
a chlorophyll-protein 
complex that uses light 
energy to release excited 
electrons, replacing each 
lost electron by one in the 
ground state (electrons 
are received from 
photosystem II). 
♦ Photosystem II: a 
membrane super-complex 
of proteins and several 
hundred chlorophyll 
molecules, plus accessory 
pigments, that carries 
out the initial reaction of 
photosynthesis; light from 
the Sun excites electrons, 
which pass down an 
electron transport 
chain: these electrons 
are replaced by splitting 
water to release protons 
and electrons. 
♦ Ground-state 
electrons: the energy 
level normally occupied 
by an electron; the state 
of lowest energy for an 
electron. 
♦ High-energy 
(excited) electtons; 
cJ1 lorophyll in 
photosystems I and II 
absorbs light energy 
(photons), which increases 
the energy level of 
electrons. 

• 

light absorbed 

' t I• ' '. , _ .. - -----l - ... ,,,1' - • ._ 
l>-- many pigment molecules 

- - - - - • (chlorophyll and accessory 
pigments) 

thylakoid 
membrane 

------
-- -

0 

excited electrons 
released from here 
and replaced by 
low-energy 

~- (= ground-state) 
electrons 

■ Figure C1 .3.17 Generalized st ructure of photosystems 

energy funnelled 
to reaction centre 

reaction centre of 
chlorophyll a 
(absorbing energy 
at 700 nm - PS I, 
or ai 680 nm - PS II) 

ln each photosyste1n, several hundred chlorophyll molecules, plus accessory pigrnents (carotene and 
xanthophylls) and proteins (light-harvesting complexes or LHCs) are arranged. All these pigment 

molecules harvest light energy ol' slightly different wavelengths, aod they funnel the energy co a single 

chlorophyll n1olecule of the photosystem, known as the reaction centre. The chlorophyll is 
then photoactivated. 

There are ~ >o types of photosystem present in the rhylakoid 1nemhranes or rhe grana, identified by 
the wavelength of light that the chlorophyll of the reaction centre absorbs: 

• Photosystem I has a reaction centre rhar is activated by lighr or ,vavelength 700 nm. 

This reaction cenrre is rererrecl to as P700. 

• Photosystem II has a reacrion centre that is acrivated by light of \Vavelength 680nm. 

This react ion centre is rererrecl to as P680. 

Generating and emitting excited electrons - the transfer of light energy 

When light energy reaches a reaction centre, ground-state electrons in the reaction centre o[ 

chlorophyll molecules are raised to an 'excited state' by the light energy received. As a result, high

energy electrons are released, and these electrons bring about rhe bioche111ical <.:hanges of the light

dependent reactions. The spaces vacated by the high-energy (excited) electrons in the reaction 

centres are continuously refilled by ground-state electrons. 

We ,;vill examine this sequence of reactions in the t\¥0 phocosystems nexc. 

Theme C: Interaction and interdependence - Molecules 



stron1a 

p1gmenL 
molecules 

-

■ Advantages of the structured array of different types of 
pigment molecules in a photosystem 

Photosystems I and II have specific and differing roles. Hov1ever, Lhey occur grouped together in 

the thylakoid 111embranes o[ the grana, along ,vith LHC proteins that function quite specirically. 

These LHC proteins consist of: 

• enzymes 

0 catalysing formation of ATP from ADP and phosphate (P
1
) 

0 catalysing conversion of the oxidized hydrogen canier NADp+ to the reduced carrier NADPH + tt+ 

• electron carrier 1nolecules. 

reaction primary 
centre electron 

acceptor 

light 

- --'Z' 

- -- thylakoid 

The structured ai.Tay of clifterent types of pigments and 

accessory pigments enables light energy to excite electrons 
in a controlled ,vay and direct these electrons along electron 

transport chains (Figure Cl.3.18). The variety of different 

pigments allo,v p lants to harvest light from a range of 
different ,vavelengths, increasing the flow of electrons to 

the reaction centre. The r,vo photosysten1s \vork in tandem 

,hylakoid 
membrane -- - ~ -- membtane 

- receiving light energy, releasing excited electrons and 

replacing each lost electron by one in the ground state 

(photosystem lI electrons co1ne fro1n the splitting of ,vater 

molecules; photosysten1 I eleccrons from photosyste1n 11 - see 

belo,v). A single 1nolecule of chlorophyll or any other pign1ent 

\vould not be able to perfonn any part of photosynthesis; 

--- ---
hqht
harves11ng 
complex 

-..._____,, chlorophyll a ..._____,, 
special pair 

a series of different molecules is needed to harvest a range 
thytakotd lumen 

■ Figure C1 .3.18 Transfer of electrons in a photosystem 

of \Vavelengths of light and to pass the excited elecu'Ons 

resulting from this on to the reaction centre. 

11 Define the term 
photosystem. 

12 Construct a table 
that identifies the 
components of the 
two photosystems 
and the role of 
each one. 

Protons is an alternative 
term to hydrogen ions, 
and the terms can be 
used interchangeably. 

C 1. 3 Photosynthesis 

ATL C1.3D 

Research the structure and function of each photosystem, How does their structure relate to their 
function? How are the photosysterns of cyanobacteria different to those of higher plants? How 
and why did these changes come about? 

■ Generation of oxygen by the photolysis of water in 
photosystem 11 

After receiving light energy, excited electrons from photosyste1n 11 are accepted and passed along a 

chain of electron carriers. A.,:; a result of these energy transfers, the excitation level of the electrons 

falls back to the ground state and they come to fill the vacancies in the reaction centre of 

photosystem I. Electrons have been transferred from phorosystem 11 to photosysrem I (see belo1v). 

Meanwhile the vacancies in the reaction centres of photosystem 11 are filled by electrons (in their 

ground state) fron1 ,vacer molecules. Photosystem 11 is a catalyst that splits the ,vater 1nolecule 

(photolysis). This event triggers the release of hydrogen ions and oxygen atotus, as \veil as ground

state electrons. 

Too lt ' 

Photosystern II is called 'II' as 1t was discovered after photosystem I. The names of the two 
photosystems do not represent the electron flow as this begins in photosystetn II. 

441 



13 Suggest the likely 
fate of starch 
stored in a green 
leaf during periods 
of darkness. 

(o Top tip! 

You can either use 
the terms 'NADP and 
reduced NADP' or 
'NADP• and NADPH', 
but whichever you 
choose should be 
paired consistently. 

• 

E'rom the split ivater molecule, the oxygen aton1s combine to form molecular oxygen, rhe ,vaste 

product of photosynthesis. The hydrogen ions are used in the reduction of NADP- as sho,vn in the 

annotated equation here: 

NADP ~r---~► 
Photosystern II 

Reduced NADP 

■ ATP production by chemiosmosis in thylakoids 
In the grana of the chloroplasts, the synthesis of ATP is coupled co electron transport via the 
movement of protons by chen1ios1nosis, as it \Vas in mitochondria. liere, it is the hydrogen ions 

trapped withi11 the thylakoid space chat activate the rotatory mechanism of ATP synthase enzyn1es 
(see page 250), moving clo\vn their electrochemical gradient. Ac the same ti1ne, ATP is synthesized 

fron1 ADP and P,. 

As excited electrons from photosystem II pass along the electron transport chain or electron carriers, 
son1e of the energy causes the pumping of hydrogen ions (protons) from the chloroplast's n1atrix 

into the thylakoid spaces. HeTe, protons accu1nulate, causing the pH to drop. The result is a proton 
gradient that is created across the thylakoid n1embrane, v.rhich sustains the synthesis of ATP. Protons 

pass do\vn their electrochen1ical gradient th:rough ATP synthase (ATPase), resulting in the synthesis 

of ATP. This i.s another exan1ple of chenliosmosis (page 421). Figure Cl 3.19 shows the process of 

chen1iosmosis in chloroplasts and mltochondria. 

chloroplast 

.. . . 

chloroplast 
structure 

thylakoid 
space 

uiffus1on , 
; ' 

' ' 11 'f, ,, I , 

stroma 
ATP y 

H+ 

.,. ... H- ~ ... 
' ' ' ' 

electron 
t ransport 

chain 

AfP 
' synrhase : 

ADP+ P1 

mit ochondrion 

mitochondrion 
structure 

intermembrane 
space 

1 plasma 
rnernbrane 

matrix 
Key: 

higher (H•) 
lower (H+) 

■ Figure C1 .3.19 Chemiosmosis occurs in both mitochondria and chloroplasts 

We have seen that the excited electrons that provided the energy for ATP synthesis originate 
from ,vater and move on to fill the vacancies in the reaction centre of photosystem 11. They are 

subsequently 1novecl on co the reaction centre in photosyste.111 1, and finally are used to reduce 
NADp+ (see belov,1}_ 

Theme C: Interaction and interdependence - Molecules 



14 Construct a 
table comparing 
chemiosmosis 
in mitochondria 
and chloroplasts. 
Include the 
site of proton 
accumulation, 
the origin of 
the protons, the 
energy source and 
fate of the ATP 
that is formed. 

■ Reduction of NADP by photosystem I 
The excited electrons from photosyste1n l are passed two at a time co the electron acceptor NADP+, 
\vhich, ,vich the addition of a hydrogen ion from the stroma, is reduced to form NADPH + tt+. 

Because the pathv.ray of the electrons from photosystem I l and then on to photosysten1 l is li near, 

\Vith electrons being accepted by NADP•, the photophosphorylation reaction in \vhich they are 

involved is described as non-cyclic photophosphorylation (Figure Cl.3 20). 

The electrons released by photosystem l are transferred back to P700 (photosystem I) instead of 
moving into the NADP+ frorn NADPI l + 1-i:+. This movement of electrons from an acceptor to P?OO 

results in tbe formation of ATP molecules. Electrons cycle repeatedly through photosystem I and the 

first portion of the electron transport chain but do not pass through photosystem II, and so NADPI-1 

is not formed, and vvater is not needed to replenish the electron supply. Because the electrons 

move in a cyclic manner, this production of ATP is known as cyclic photophosphorylation 

(Figure Cl.3.20) 

♦ Non-cyclic photophosphorylation: process used to produce NADPH in addition to ATP; requires 
the presence of water. 

♦ Cyclic photophosphorylation: process that produces a steady supply of ATP in the presence 
of sunlight. 

Non-cyclic photophosphorylation Cyclic photophosphorylation 
• The normal flow of electrons is from water, via PS II and 

electron carriers to both PS I and NADP. 
• The excited electrons from PS II, as they lose the energy of the 

excited state, cause hydrogen ions (protons) to be pumped across into 
the thylakoid space. 

• The gradient m protons between thylakoid space and the stroma 
causes protons to flow through ATP synthase and generate ATP 

2H20 

4H• + 0 2 2e-
photolysis 

0 
ADP 

+ 
2e P1 

Q < I.IGHT I 
V 680nm 

ATP 

■ Figure C1.3.20 Cyclic and non-cyclic photophosphorylation 

• Occurs when reduced NADP accumulates m the stroma - e.g. when COJ 
concentration 1s low and the light-independent stage 1s blocked. 

• Cyclic photophosphorylat1on results - excited electrons from PS I are 
raptured by electron acceptors serving PS 11, and then returned to a ground 
sta le (pumping protons as they go), to reoccupy their original snace 1n PS I 

• The proton gradient between the thylako1d space and the stroma 1s 
maintained and ATP formation continues. 

non-cyclic 

2e photo phosphorylat ion 

l < LIGHT 
PS I 

700nm Key 
- = non-cyclic photophosphorylation 
- = cyclic photophospho1 ylation 

15 In non-cyclic photophosphorylation, outline the ultimate fate of electrons displaced 
f rom the reaction centre of photosystem II. 

C 1. 3 Photosynthesis 

16 Both reduced NADPH and ATP, products of the light stage of photosynthesis, are formed 
on the side of thylakoid membranes that face the stroma. Suggest why this fact is 
significant. 

17 Explain how the gradient in protons between the thylakoid space and the stroma 
is generated. 

18 Using a table, compare and contrast cyclic and non-cyclic photophosphorylation. 



Lin~ 

The adaptations 
of chloroplasts are 
covered in detail 
in Chapter A2.2, 
page 76. 

thylakoid 
space 

part of a chloroplast 

ATP and reduce<l NADP do not nor111ally accumulate, ho,,vever, as they are i1nmediately used in 
the fixation of carbon dioxide in the surrounding stroma Qight-independent reactions, page 439). 
Then the ADP and NADP+ diffuse back into the grana for reuse in the light-dependent reactions. 

By this sequence of reactions, repeated again and again at very high speed throughout every second 
of daylight, the products of the light-dependent reactions (;\TP and NADPH + H+) are forn1ed 

(Figure Cl.3.21), 

■ Thylakoids as systems for performing the light-dependent 
reactions of photosynthesis 

ro Toa tlol 

The grana are the site of the light-dependent reactions, while the stroma is the site of the light
independent reactions of photosynthesis. 

Figure Cl.3.21 sho,vs ,vhere the photolysis of ,vater, synthesis of ATP by chemiosn1osis and 

reduction of NADP occur in a thylakoid as part of the light-dependent reactions of photosynthesis. 

pigments, carriers 
and enzymes of t he 
light-dependent 
stage 

Photosystems I and II work in tandem - receiving light energy, releasing excited 
electrons and replacing each lost electron by one in the ground state (photosystem II 
electrons come from split water; photosystem I electrons from photosystem II), 

chloroplast 
membranes 

granu~m~ ____ =::::--------
Reduced NADP and ATP are required for C 0 2 fixa lion rn 
t he stroma. Though products of lhe light reaction (taking 
place in the thylakoid membrane), they are actually formed 
on the stromal side, where they are required. 

' , 
, ' , ' 

' 

photosystem II 

LIGHT 

hydrogen ions 
pumped across 
membrane using 
energy from 
excited electrons 

lipid bilayer of fluid 
mosarc membrane 

2 electrons 
in excited 
state 

H20 •·► 2!1' + 2e· + +02 
water- \ passage of electron 
splitting ' via electron-carrier 

' , molecules 
' ' ' 

photosystem I 

2 electrons 
in excited 
state 

, ' ' ' 
' 

_ ,,__ ATP synthase 
(ATPase) 

..+-- f'--- H• ions flow 
out through 
channel in 
ATPase 
causing catalysis 
of ATP forma tion 

ground-state 
electron 

energy for ATP 
synthesis comes 

H• 
passage of elect ron 

H+ H' from electrochemical 

H' 
' ' 

via electron-carrier 
molecules 

thylako1d 
space 

. gradient in H• ions 
hydrogen ions - built up across 

H' H~ thylakoid membrane 
H• -~ thylakoid 

compartment 

stroma 

thylakoid 
membrane 

■ Figure C1.3.21 T he light-d ep endent reactions -the diagram show s t he ro le of th e e lectro n t ransport 
chain and not t h e specific detai l of each protein, w h ich is not needed for 1B Biolo g y 

• Theme C: Interaction and interdependence - Molecules 



19 Compare 

and contrast 

photophos
phorylation 
with oxidative 

phosphorylation. 

♦ Calvin cycle: a cycle 
of reactions in the stroma 
of the chloroplast, also 
known as the light
independent reactions, 
1n which carbon 
dioxide is converted to 
carbohydrate. 

♦ Rubisco (RuBisCo): 
rlbulose-1,5-bisphosphate 
carboxylase is an enzyme 
involved 1n the first major 
step of carbon fixa tion; it 
is the central enzyme of 
photosynthesis. 

fi Ton tco! 

You are expected to 
know the following 
details of the Calvin 
cycle: the names 
of the substrates 
RuBP and col, the 
enzyme rubisco and 
the product glycerate 
3-phosphate. 

C 1. 3 Photosynthesis 

(e Common mistake 

Make it clear whether you are referring to the lighl•independent reactions of photosynthesis or the 
light-dependent reactions. These processes are different and clarity is needed. 

ATL C1.JE 

The following site uses computer animations to show the ltght-dependent reactions of photosynthesis: 

https://vcel I.science/pt ojec t/photosynthesis 

Use the animations and the information in this book to summarize in your own words the 
light-dependent reactions of photosynthesis. You may want to add annotated illustrat ions to 
help you explain the reactions. Note you do not need to know the names of the individual 
electron-carrier proteins. 

Light-independent reactions 

■ Carbon fixation by rubisco 
In the light-independent reactions of photosynthesis (Figure Cl .3.22), carbon dioxide is converted to 
carbohydrate. The light-independent reactions are also kno,vn as the Calvin cycle (see 
figure Cl.3.22). The Calvin cycle requires the products of the light-dependent reactions. Carbon 
dioxide is con1bined ,vith an acceptor molecule in the presence of a special enzyn1e, ribulose 
bisphosphate carboxylase (RuBisCo, or rubisco for short) in the stron1a. The enzyn1e rubisco is 

probably the most c1bundant enzY1ne present on Earth and makes up the bulk of all the protein in a 
green plant. High concentrations of it are needed in the stron1a of chloroplasts because it works 
relatively slovvly and is not effective at low carbon dioxide concentrations. 

Ribulose bisphosphace (Ru BP) is a 5-carbon sugar and carbon dioxide is added ro it in a process known 
as fixation. After ·Ru BP and carbon dioxide have combined, the 6-carbon product immediately splits 
into t\VO 3-carbon molecules: glyccratc 3-phosphate. Glycerar.e 3-phospbace is the first product of the 
fixation or carbon dioJ\ide and so this is kno\vn as rhe fixation step (Figure Cl .3.22). 

(e Common mistake 

Glycerate 3-phosphate is sometirnes abbreviated to GP. This is discouraged as it is ambiguous in 
accounts of the Calvin cycle. It is recommended that you use the chemical's fu ll name. 

■ Synthesis of triose phosphate 
Glycerate 3-phosphate is i1nmediarely reduced to the 3-carbon sugar phosphate, triose phosphate, 
using NADPH and ATP. Reduced NADP supplies rhe hyd rogen to reduce glycerate 3-phosphate, and 
ATP supplies the necessary energy. This is rhe reduction step (see Figure C 1.3.22). 

(e Common mistake 

Do not confuse triose phosphate with ATP; they are very different chemicals! The role of triose 
phosphate is often poorly understood. Make sure you learn the Calvin cycle carefully and know 
what each chemical does and how each chemical links with the next. 



(o Ton tinl 

You do not need to 
know details of the 
individual reactions of 
the Calvin cycle, but 
you should understand 
that five molecules of 
triose phosphate are 
converted to three 
molecules of RuBP, 
allowing the Calvin 
cycle to continue. 

(r, Too tio! 

If glucose is 
the product of 
photosynthesis, f ive
sixths of all the triose 
phosphate produced 
must be converted 
back lo RuBP so that 
the cycle can continue . 

• 

RuBP is 
reused 

Calvin 
cycle 

input from the 
light-dependent 

carbon dioxide 

I 
combines with 

ribulose bisphosphate (RuBP) 
(5-carbon sugar phosphate, 
carbon dioxide acceptor molecule) 

forming an unstable 6-carbon sugar 
that splits immediately to form 

i 
two molecules of glycerate 3 -phosphate 
(3-carbon compound) 

' , 

stage ,---, { 

glycerate 3-phosphate combines with H from 
NADPH using energy from from ATP--ADP 
and forms 

regeneration 

~ TP 

RuBP 

triose phosphate 
(3-carbon sugar) 

f 

used directly in ATP 
respiration or { 

/ converted to ~ 

'---1 the acceptor molecule 

glucose 

H20 
released as 
by-product 

and the other products 
of photosynthesis 
e.g. lipids 

amino acids 
carboxylic acids 

■ Figure C1.3.22 The path of carbon in photosynthesis - Calvin cycle 

■ Regeneration of RuBP 

C C C C C + CO2 

fixation 

reduction 

product synthesis 

Some of the triose phosphate is 1netabolized to produce the molecule that first reacts with carbon 
dioxide (the acceptor molecule Ru BP). This is the regeneration-or-acceptor step (see Figure Cl .3.23). 
r ive molecules of triose phosphate are converted to three molecules of RuBP, allo\ving the Calvin 
cycle to continue. The remaining triose phosphate can be used to synthesize other products, 
including glucose (see belovv). Because each turn of the cycle generates nvo molecules of triose 
phosphate, three turns are needed to produce six rnolecules o[ triose phosphate, allowing five to be 
converted to RuBP and one to be used in the formation or other molecules such as glucose. 

• -
Because the light-independent reactions of photosynthesis are a cycle, each intermediate 
depends on every other part of the metabolic pathway. Ultimately, molecules of triose 
phosphate must be converted back to RuBP so the cycle can continue. 

Theme C: Interaction and interdependence - Molecules 
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Summary of the light-independent reactions 
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■ Figure C1.3.23 Summary of t he light- independent react ions 

20 List the 
carbohydrate 
intermediates of 
the Calvin cycle. 

C1 .3 Photosynthesis 

• 

The reduced coenzyme NADPH interacts with glycerate 3-phosphate, reducing it to 
triose phosphate. In the process, NADPH is oxidized to NADfl+. 

■ Synthesis of other carbon compounds 
The importance of photosynthesis to the green plant is that it provides the energy-rich glucose 
111olecules from ,vhich the plant builds its other organic molecules. The metabolis1n of the 
green plant is sustained by the products of photosynthesis. Synthesis of carbohydrates, a1nino 
acids and other carbon co1npounds uses the products of the Calvin cycle and mineral nutrients 
(Figure Cl.3.24). For example, triose phosphate can be further 1netabolized to produce 
carbohydrates such as sugars, sugar phosphates and starch, and later lipids, amino acids such as 
alanine, and organic acids such as 1nalate. This is the product-synthesis step (see Figure Cl.3.24). 
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(RuBP} 

~ 

• 
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(glycerate 3-phosphate) 

/ 

Key 
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■ Figure C1.3.24 The product-synthesis ste.ps of photosynthesis 

Too tiol 

Details of the metabolic 
pathways in Figure 
C1 .3.24 are given to 
show the complexity 
of the reactions 
Involved. They can 
be summarized by 
the understanding 
that all of the carbon 
In compounds in 
photosynthesizing 
organisms is fixed 
in the Calvin cycle, 
and that carbon 
compounds other than 
glucose are made by 
metabolic pathways 
that can be traced back 
to an intermediate in 
the cycle. 

• 

r@ of ~~1ence• v er1ments 

In the light-independent reactions, carbon dioxide is converted to carbohydrate in the stroma 
of the chloroplasts, surrounding the grana. The pathway by which carbon dioxide is reduced to 
glucose was first investigated by a team at the University of California, led by Melvin Calvin. He was 
awarded a Nobel Prize in 1961. The technique used radioactively labelled carbon dioxide (14CO), 
which is taken up by the cells in exactly the same way as non-labelled carbon dioxide ('2C02) and 
then fixed into the same products of photosynthesis. Photosynthesizing cells from a culture of 
Ch/ore/la (a unicellular alga) were used in the experiment, as they are easier to sample than, for 
example, mesophyll cells of a multicellular plant. 

A brief pulse of labelled 14(02 was introduced into the otherwise continuous supply of 12(02 to 
photosynthesizing cells in the light and its progress monitored. Samples of the photosynthesizing 
cells, taken at frequent intervals after the 14(02 had been fed, contained a sequence of radioactively 
labelled intermediates and (later) products of the photosynthetic pathway. These compounds were 
isolated by chromatography from the sampled cells and identified using autoradiography (a 
detection method that uses X-ray film to show molecules that are radioactively labelled). 

The chromatography and autoradiography techniques that the team exploited were relatively 
recent inventions then, and radioactive isotopes were only just becoming available for 
biochemical investigations. 

Find out more about Calvin's experiments, and how sources of carbon-14 and autoradiography 
enabled Calvin and his team to elucidate the pathways of carbon fixa tion 

Theme C: Interaction and interdependence - Molecules 



23 Explain how the 
light-independent 
reactions of 
photosynthesis 
rely on the 
light-dependent 
reactions. 

C 1. 3 Photosynthesis 

ATL C1.3F 

Review the Calvin cycle using this site: 

www.youtube.com/watch?v=c2ZTumtpHrs 

Review both light-dependent and light-independent reactions using this site: 

https://media. hhmi or9/biointeractive/tlick/photosynthesis 

21 Distinguish between the following: 
a light-dependent reactions and light-independent reactions 
b photolysis and photophosphorylat ion. 

22 Deduce the significant difference between the starting materials and the end 
products of photosynthesis. 

Interdependence of the light-dependent 
and light-independent reactions 

.. I • I • • • • 

The light-dependent and light-independent reactions of photosynthesis are 
interdependent - one cannot function without the other. These reactions happen at 
the same time. 

The light-dependent reactions of photosynthesis provide the NADPH and ATP. which in turn provide 
the electrons and energy needed to produce carbohydrates in the light-independent reactions. A lack 
of light therefore stops light-independent reactions as ,veil because NA.DPH and ATP are not produced 
in the light-dependent reactions. These are needed for these light-independent reactions. 

Cyanobacteria, algae and higher plants require carbon diox.ide in solution. in the fonn of hydrogen 
carbonate ions (HCOl· ), for the optimal function of photosystem ll. Carbon dioxide, in its ionic form 
hydrogen carbonate, has a regulating funccion in the splitting or .vater in photosynthesis. This means 
that carbon dioxide has an additional role to being reduced to glucose. Hydrogen carbonate acts as 
an acceptor for the protons that are produced \vhen \vater is split in photosyste,n 11. Carbon dioxide 
therefore acts both as a term inal electron acceptor at the very end of photosynthetic reactions and, at 
the same time, as a proton acceptor (HC0

3 
· ) at the beginning of rhe reactions. 

Removal of hydrogen carbonate also slows electron transfer through the electron acceptors associated 
,vith photosyste1n ll. This is because hydrogen carbonate is bound to proteins in photosystem II, 
,vhich are needed for the activity of the electron Lransport chain. 

Depletion of carbon dioxide (and, therefore, hydrogen carbonate) not only causes cessation of carbon 

dioxide fixarion, but also a strong decrease in the activity of photosystem 11. 

LINKING-QUESTIONS 
What are the consequences of photosynthesis for ecosystems? 

., What are the functions of pigments in living organisms? 



♦ Ligand: general term 
for a molecule that binds 
to a specific site on a 
protein. 

♦ Chemical signalling: 
the release of chemicals 
(ligands) that bind to a 
specific molecule which 
delivers a signal within 
the cell or to another cell. 

♦ Receptor protein: 
protein that recognizes 
and binds with a specific 
chemical signal molecule 
on the outside of the 
plasma membrane. 

(c Tap tin• 

You should use the 
term 'ligand' for 
chemical signalling 
molecules. 

1 Define the term 
ligand. 

Guiding questions 

• How do cells distinguish between the many signals that they receive? 

• What interactions occur inside animal cells in response to chemical signals? 

This chapter covers the following syllabus content: 
► C2.1.1 Receptors as proteins with binding sites for specific signa lling chemicals 

(HL only) 
► C2.1.2 Cell signalling by bacteria in quorum sensing (HL only) 
► C2.1.3 Hormones, neurotransmitters, cytokines and calcium ions as examples of 

functional categories of signalling chemicals in animals (HL only) 
► C2.1.4 Chemical diversity of hormones and neurotransmitters (HL only) 
► C2.1 .5 Localized and distant effects of signall ing molecules (HL only) 
> C2 .1.6 Differences between transmembrane receptors in a plasma membrane and 

intracellular receptors in the cytoplasm or nucleus (HL only) 
► C2.1.7 Initiation of signal transduction pathways by receptors (HL only) 
► C2.1.8 Transmembrane receptors for neurotransmitters and changes to membrane 

potential (HL only) 
► C2.1.9 Transmembrane proteins that activate G protein (HL only) 
► C2.1.10 Mechanism of action of epinephrine (adrenaline) receptors (HL only) 
► C2.1 .11 Transmembrane receptors with tyrosine kinase activity (HL only) 
► C2.1 .12 Intracellular receptors that affect gene expression (HL only) 
► C2.1 .13 Effects of the hormones oestradiol and progesterone on target cells (HL only) 
► C2.1.14 Regulation of cell signalling pathways by positive and negative feedback 

(HL only) 

Receptors 
Cells in a multicellular organisn1 (and even bacteria) must respond to environn1entalstimuli and 

com1nunicate with each other to coordinate their activities. This is done by specific chen1ical 

signalling n1olecules knov,n as ligands. These ligands include proteins, s111all peptides, amino acids, 

nucleotides, steroids, an1ines and even dissolved gases such as nitrogen monoAide {nitric oxide, NO). 

The cell chemical signalling process ensures that i111portanr activities occur in the correct cells, at 

the right time and in coordination with other cells in the organism. This usually involves a change in 

gene transcription, which often affects several genes simultaneo1.1sly, but L10t necessarily all to the 

same extenL. 

In n1ost cases the ligand cannot cross the cell membrane and must bind ,vith a receptor protein 

(Figure C2.l l). Receptor proteins are unique to specific ligands. The specificity of the ligand

receptor interaction allo,vs a ligand to produce responses in specific target cells. Ligands can activate 
many different target cells simultaneously, ,vhich allows for the regulation and control of the cellular 

response. The binding process transn1its a signal across the 1nembrane and generates a second 
protein or tnessenger inside the cell. This can cause further changes ,v1thin the cell, such as 

activation of an enzyme, ,vhich often occurs via phosphorylation (addition of phosphate groups). 

Theme C: Interaction and interdependence - Cells 



Link 
Transcription is 
covered in detail 
in Chapter 01.2, 
page 615. 

♦ Signal transduction: 
the conversion of an 
impulse or stimulus from 
one physical or chemical 
form to another. In cell 
biology, the process by 
which a cell responds to 
an extracellular signal. 
♦ Second messenger: 
small intracellular ligand 
(signall ing molecule) 
generated or released 
inside a cell in response to 
an extracellular signal. 
♦ Effector protein: 
proteins that cause a 
change inside a cell 
during signalling. 
♦ Scaffold protein: 
protein that binds two 
or more other proteins, 
and organizes binding 
partners into a functional 
unit to enhance signall ing 
efficiency. 

2 Suggest why 
chemical signalling 
in multicellular 
organisms is more 
complicated than 
in single-celled 
organisms, such 
as yeast. 

C2.1 Chemical signall ing 

ln sorne cases, the messenger may enter the nucleus (via the nuclear pores) and change transcription 
(copying of the genetic code on co messenger RNA). These processes are examples of 
signal transduction. 

( • Common mistake 

Do not confuse 'receptor protein' with the term ·receptor'. Receptors are specialized cells that 
receive stimuli, and change (transduce) th is signal into an electrical 1mpulse (see Chapter C2.2). 
Receptor proteins are molecules that bind wfth ligands to convey messages into a cell, stimulating 
specific metabolic reactions. 

Receptor protein 
for attachment signal 

receptor 
protein 

of specific chemical 
signalling molecule 6 +--+ message 

■ Figure C2.1.1 Outline of 
cellular chemical signalling 
(signal transduction) 

- a signal is then generated 
tha t is transmitted ,nside the 
cell 

A chemical signalling patl,way has one or 1nore critical functions; 
• Relay ('pass on') the signal onward and help spread it through the cell. 
• Amplify the signal received (via a second messenger), making it stronger, so that a s1nall 

nun1ber of ligands are enough to produce a large intracellular response. One ligand can accivate 
many signal transduction pathways to trigger many cell reactions si1nultaneously. 

• Detect signals from 1nore than one intracellular chemical signalling pathvvay aod integrate then, 
(tvvo or 1nore signals beco1ne one signal) before relaying a signal onvvard. 

• Distribute the signal to more than one effector protein, creating branches and resulting in a 
co1n plex response (Figure C2.l 2). 

Primary transduction is when the ·message' converts from being extracellular (outside the cell) 

to intracellular (inside rbe cell). The scaffold protein holds some proteins close together, so the 
reaction is faster. 

The san1e signal n1olecule can uigger different cellular responses in two different cells in the body. 
Because different types of differentiated cells activate different sets of genes, different kinds. of cells 
have different collections of proteins. 

Chemical signalling re lies on many different molecules to pass along the signal, 
all needing to work together to control cell metabolism and keep the organism 
working properly. 

ATL C2.1A 

Before learning more about cell signalling in this chapter, find out about this topic yourself by 
watching the animation at this website: https://dnalc.cshl.edu/resources/3d/cellsignals.html 

The animation shows how a fibroblast cell responds to external signals after an injury. 

What knowledge of biology already covered in the course does this topic draw on? What aspects 
of cell structure. cell membranes and proteins do you need to know about to understand how 
cells respond to external chemical signals? 

451 



♦ Quorum sensing: 
the ability of some 
bacteria to monitor cell 
density and to adjust their 
gene expression. 

! 
signal 

molecules 

low cel l density 

EXTRACELLULAR 

CYTOPLASM 

amplifier and 
transducer protein 

ligand 

1----- relay 
' proteins 

----- adaplor 
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•••• ee e■et---- second messenger 

integrator ------~xi 
protein 

,., ,, ,--- anchoring 
protein 

bacteria modulator (?~ ~ . n 
protein IS--- ,, ,,,~ --au cytoskeleton 

individual behaviours 

group behaviours 

■ Figur e C2.1.3 Bacterial 
quorum sensing 

fn Top +iol 

The size of the 
'quorum' is not fixed 
but depends on the 
rate of production 
and loss of the 
signal molecules. 

• 

NUCU:US 

nuclea1 
envelope 

i 
)------ messenger 

protein 

=== RNA 

target protein -- .-~·-• f gene 

I transcrip1io11 
DNA ====li.-al"'..:::1:,--=: ___ _}== 

target 
gene 

■ Figure C2.1.2 Intracellular signalling proteins can relay, amplify, integrate and distribute the 
incoming signal 

Cell signalling by bacteria in quorum sensing 
In the early days or microbiology, bacteria were considered non-social organis1ns that led individual 
lirestyles \vith little interaction. Kowever, recent research has sho,vn that rnany strains orbacteria 
con1111unicate with each other by emitting, detecting and responding to ligands. One i111portant, 
,veil-studied ,nethod of intercellular co,nmunication, kno,vn as quorum sensing (Figure C2. l.3), allo,vs 
bacteria to turn on genes together in response to increases in the density or cells in the population. 

Quorum sensing relies on the bacteria producing and releasing signal molecules that diffuse 

outwards from the bacterium. This allows the bacteria population to com1nunicate ,vith each other 

and coordinate their behaviour vvhen a certain population size is reached . 
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♦ Autoinducers: a 
signalling molecule 
produced and used by 
bacteria participating in 
quorum sensing. 

I I I'< 

Mutualism as 
an int erspecific 
relationship is covered 
in Chapter C4.1, 
page 565. 

■ Figure C2.1.4 Image 
of the Hawaiian 
bobt ail squid showing 
bio luminescence produced 
by Vibrio fischeri 

3 Outline the role 

of quorum sensing 

in bacteria. 

., Define the term 

hormone. 

L nit 
Neurot ransmitters 
are also covered 
in Chapter C2.2, 
page 476; human 
hormones are covered 
in Chapter D3.1, 
page 693 and D3.3, 
page 760. 

C2.1 Chemical signalling 

Quoru1n sensing signalling 1nolecules are often known as autoinducers. These are <letected by 
specific proteins inside the cell or in the bacterial cell n1embrane. When the autoinducer binds to the 

receptor, it activates or represses transcription of target genes, which often include those for 
autoinducer synthesis. 

\\Then the bacterial population is low, diffusion reduces the concentration of the autoinducer in the 

surroundings to a very low value. As the population increases, the concentration of the autoinducer 
reaches a th reshold, gene expression occurs and more autoinducer is synthesized. This forms a 
positive feedback loop for autoinducer production. 

link 
Positive feedback loops are covered later in this chapter, page 465, in fruit ripening in 
Chapter C3.1, page 516, and in hormonal control of pregnancy in Chapter D3.1, page 722. 

A \'lell-kno,vn example of quorutn sensing is sho,vn by the bioluminescent tnarine bacterium Vib1io 

Jlscheri, \'lhich produces the light-emitting enzy1ne luciferase ,vben it reaches a cri tical cell population 
densi ty in the light organ of its host, the squid (Figure 0 .1 4). It is of little benefit to V. f ischeri to 

produce luciferase ,vhen it is on its O\Vn as a single cell. The bacteria clo not emit light when chey are 
oucside of the host. The bioluminescence is very energy intensive and so the bacteria benefits from 

being located witl1in the anin1al where it can obtain nutrients. The squid also benefits fron1 having 
the bacteria: the light the bacteria en1it attracts prey or can be used as ca1nouflage. This interaction is 
koo,vn as mutualism. 

Going further 

Cystic f ibrosis is a genetic disorder. The most common symptoms are difficulty in 
breathing and excessive mucus production. This is due to frequent lung infections often 
involving large colonies of the bacterium Pseudomonas aeruginosa, which are resistant 
to antibiotics because they produce enzymes and a biof ilm when the cell density 
exceeds a crit ical value detected by quorum sensing. A biofilm is a complex aggregation 
of micro-organisms marked by the excret ion of a protect ive and adhesive extracellular 
matrix. The production of the biofiltri provides the organism w ith protection against 
antibiotics and the enzymes damage the lung epithelium. 

Signalling chemicals in animals 
ln animals, many ligands may be classiGed as hormones, neurotr.insmitters, cytokines or cak:ium ions. 

■ Hormones 
Hormones are secreted by endocrine glands and are catTiecl through rhe circulatory system to act 
on distant target cells. Hormones act over a longer time, work in cell metabolism and other functions 

e.g. sexual reproduction. Hormones are discussed further later in this chapter on page 454. 

■ Neurotransmitters 
Neurotransmitters ca1Ty signals benveen neurons or from neurons co other types of target cells 
(such as 1nuscle cells). The release of neurotrans1nitters is caused by the arrival of an action potential 

at the end of a neuron. Neurotransmitters are discussed further later in this chapter on page 455. 

♦ Hormone: extracellular signal molecule that 1s secreted and transported via the bloodstream (in 
animals) or the sap (in plants) to target tissues where it causes a specific effect. 

♦ Neurotransmitter: chemical released al the presynaptic membrane of an axon when an action 
potent1al arrives, which transmits the action potential across the synapse. 



♦ Cytokines: small 
signalling molecules 
(usually a protein or 
glycoprotein) made and 
secreted by cells that act 
on neighbouring cells to 
alter their behaviour. 

• Top tia! 

Note that some 
neurotransmitters 
can also act as 
hormones, For 
example, epinephrine 
(adrenaline) 
functions both as 
a neurotransmitter 
and as a hormone 
produced by the 
adrenal gland to signal 
glycogen breakdown in 
muscle cells. 

■ Cytokines 
The cytokines fonn a fan1ily of relatively sn1all, secreted proteins that cona·ol n1any aspects of 

gro,vth and differentianon of specific types of cells. Some cytokines, such as a -interferon, are 

produced and secreted by 1nany types of cells after infection with viruses. 

■ Calcium ions 
Most ligands are organic, but some metal ions are involved in cells signalling, especially calcium 

ions (Ca2+ (aq)). Many ligands in animals, including neurotransmitters, growth factors and so,ne 

horinone:;, induce responses in rheir target cells via signal transduction parh,vays that increase the 

concentration of Ca2+ (aq) in the cytoplas1n . 

Increasing the cytoplasmic concentration of Cai•· (aq) causes a number of responses in ani1nal 

cells, including muscle cell contraction, secretion of substances (for exa1nple, the neurotTansmitter 

acetylcholine) and cell division. 

Although cells always contain calciun1 ions, this ion can function as a second n1essenger because its 
concentration in the cytoplasn1 is nonnally much lo,ver than the concentration outside the cell. 

Chemical diversity of hormones 
and neurotransmitters 
A wide-range of extracellular molecules and ions can act as ligands for receptor proteins in cell 

signalling pa1hways. They include metal ions, low molar mass compounds (for example. a1nino acids 

and molecules deriveJ rrom them), steroids, pepriJ.es and proteins. 

■ Hormones 
There are three maiJ1 classes of hormone (Table (2.11): proteins (such as insulin), amines (also 

kno\vn as a,nino acid derivatives, such as epinephrine) and steroids (such as cholesterol, 1.vbjch is 

needed to synthesize oesrracliol and testosterone). l lormones can be small, non-polar, hydrophobic 

molecules char. diffuse through the cell membrane co reach receptors in the nucleus or cytoplasn1. 

Examples are progesterone and testosterone, as well as thyroid hormones. 

■ Table C2.1.1 Three main chemical classes of hormones 

Hormone Protein/peptide 
class hormones Steroid hormones Amine hormones 

Example Insulin Oestradiol Epinephrine (adrenaline) 
OH 

HO 

HO 

~ 
HO 

I·[ormones can also be ,vacer-soluble molecules that bind to receptors on the plasma membrane. 

They are either proteins like insulin and glucagon, or small. charged molecules like histamine 

and epinephrine. 
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(• Nature 
of science: 
Ex ~rim~nts 

Evidence for the role 
of nitric oxide (NO) ln 
causing the relaxation 
of smooth muscle 
came from a set of 
experiments in which 
the neurotransmitter 
acetylcholine was 
added to experimental 
preparations of 
the smooth muscle 
cells that surround 
blood vessels. The 
direct application of 
acetylcholine to these 
cells caused them to 
contract, the expected 
effect of acetylcholine 
on these muscle cells. 
However, addition 
of acetylcholine to 
the lumen of small, 
isolated blood vessels 
tn culture medium 
caused the underlying 
smooth muscles to 
relax, not contract. 
Later studies showed 
that, in response to 
acetylcholine, the 
endothelia I cells that 
line the lumen of blood 
vessels were releasing 
a substance (later 
shown to be NO) that 
triggered muscle cell 
relaxation. 

♦ Synaptic signalling: 
a type of cell-cell 
communication that 
occurs across chemical 
synapses in the 
nervous system. 

I II I 

Neurons and synapses 
are covered in det ail 
in Chapt e r C2 .2, 
page 467. 

C2.1 Chemical signalling 

■ Neurotransmitters 
Neurotransn1itters are a chen1ically diverse group of chemicals, includingsin1ple a1nines (for 
example, dopamine), amino acids (for example, ga1nma-aminobutyric acid or GABA), polypeptides 
(for example, endorphins) and acetylcholine (an a1nino acid detivative). 

Although some neurons produce and release only one kind or neurorransmitter, 1nost make 
Lwo or more and may release one or more at any given time. The coexistence or 1nore than one 
neurotrans1nitter in the synapse 1nakes it possible for the cell to exert several i nnuences at the 
sa1ne ume. 

ln [he brain and other parts of the central nervous system, tbe gas nitric o>.ide (NO) functions as a 

neurotransmitter, or as an agent that influences neurotransmitters. 

Neurotransmitters interact with the synapse to convey messages through the body. 
Several neurot ransmitters in the same synapse allow a number of messages to be passed 
on at the same t ime, and so allow varied responses to stimuli. 

Going further 

Nitri c oxide and cell signalling 
Nitric oxide (nitrogen monoxide, NO) gas molecules can rapidly diffuse across the 
plasma membrane into the cytoplasm of target cells and directly control the activity of 
specific intracellular proteins. Nitric oxide is synthesized f rom the amino acid arginine 
and diffuses from its site of synthesis into nearby cells, The gas only acts locally because 
it is quickly converted to a range of products by reacting with oxygen and water 
outside cells, 

Nitric oxide causes the smooth musde in blood vessels to relax, causing the blood 
vessel to dilate (widen), increasing blood flow. Many nerve cells also use NO to signal 
neighbouring cells. 

Localized and distant effects 
of signalling molecules 
Cells in n1ulticellular organisms usually con1municate via ligands targeted for cells that n1ay be either 
adjacent {local che111ical signalJjng) or not adjacent (long-distance chemical signalling). 

Local chemical signalling 
Local signalling involves direct contacL ber,\1een cells. Neurons are separaLed by synapses. Synaptic 

signalling occurs across che1nical synapses and involves neurotransmitLers such as acerylcholine 
and norepinephrine. The gap bet\veen the presynapcic membra11e and the postsynaptic 1nembrane is 
very small, bet,\'een 20 and 40 nanometres (nm). Neurotransmitters therefore only have to transfer 
the signal over a small distance. While the immediate effect of the neurotrans1nitter is localized, the 
overall effect is widespread because the signal transmitted across the synapse enables an electrical 
impulse to be established in Lhe poscsynaptic neuron and the message is transferred on through 
the body. 



♦ ligand-gated 
channel: an ion channel 
that is stimulated to 
open by the binding of a 
small molecule such as a 
neurotransmitter. 
♦ Ion channel: 
transmembrane protein 
that forms a pore across 
the bilayer through 
which specific ions 
can diffuse down their 
concentration gradients. 

(c'; Too tio! 

Neurons releasing 
acetylcholine 
are described as 
cholinergic neurons, 
while those releasing 
norepinephrine are 
described as adrenergic 
neurons. 

I Ink 
The endocrine system 
is covered in Chapter 
C3.1, page 493. 

The same ligand can 
bind to different 
receptor proteins 
causing different 
responses (for example, 
acetylcholine). On 
the other hand, 
different ligands 
binding to different 
receptor proteins can 
produce the same 
cellular response (for 
example, glucagon and 
epinephrine). 

■ Figure C2.1.5 Lipid
insoluble ligands utilize 
receptor proteins in 
the plasma membrane, 
whereas lipid-soluble 
ligands can d iffuse 
through the membrane 
and access intracellular 
protein receptors 

One of the main neurotransrnitters in the human body is s1cetylcholine. On reaching the postsynaptic 

men1brane, acetylcholine binds ,vith the neurotrans,nitter receptors (ligand-gated sodium channels) 

found on the postsynaptic tnembrane, causing tl1e opening of ion channels. This results in the influx 

or sodiu1n ions, Na" (aq), which generates a ne\v impulse in the postsynaptic neuron. 

Ocher examples of local chemical signalling include gap junctions in animals and plasmoclesmata in 

plants. In animals, cells may communicate becween membrane-bound molecules on the cell surface 
membrane (cell-cell recognition). 

Llnl-
Gap junctions are discussed in Chapter B2.1, page 243. Plasmodesmata are discussed in 
Chapter B3.2, page 306. 

■ Long-distance chemical signall ing 
for long-distance signalling, hormones are secreted into the transport system (for example, the 

blood plas1na of an ani1nal or the sap of a plant) to act on distant target cells. In anitnals with a 

closed circulation system (i.e. heart, arteries, veins and capillaries- see Figure B3.2.22, page 315), 

honnones are transported in the blood, and so can travel throughout the body to receptors that are 

very far away fron1 the source. The hormones are specific to receptor proteins either in the plasma 
1nembrane or ,vithin the cell (see belov,1). The horn1ones trigger a cascade of reactions, which leads to 

the target cell altering its metabolism to respond to the signal. 

Specialized animal cells release horn1one n1olecules (for example, insulin and glucagon) into blood 

vessels of the circulatory system. to other parts of the body, ,vhere they reach target cells that can 

recogn ize and respond to the hormones. This is known as endocrine signalling 

Plant hormones (for example. auxin, a gro,vth hormone) sometimes travel in the vascular tissue bur 

often reach their targets by moving through cells or by diffusion through the air as a gas. 

Differences between transmembrane 
and intracellular receptors 
Receptor proteins can either be in the plasma 1ne1nbrane (transmembrane) or within the cytoplasm 

(intracellular) (see Figure C2. 1.5). The properties of a ligand clete11nine the type of receptor that ts 

used. Some ligands are non-polar and therefore lipid-soluble, ,vhereas ochers are charged and ,vater

soluble. Non-polar ligands can diffuse through the phospholipid bilayer and access receptor proteins 
w1thin the cell. Polar ligands, such as peptide hormones (e.g. insulin and glucagon) are hydrophilic 

and cannot pass through the phospholipid bilayer. These ligands must bind ,vich receptor proteins 

on the surface of the cell. 
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♦ Transmembrane 
receptor protein: cell 
signalling receptor protein 
that is in the membrane. 
♦ Intracellular 
receptor protein: cell 
signalling receptor protein 
located inside the cell. 

(0 't a tin! 

The number of cell
surface receptors 
may be regulated by 
endocytosis to reduce 
their number. They 
may also be inactivated 
by phosphorylation. 

fO To tiol 

I on channels are 
necessary to transport 
Ions into and out of 
a cell because ions 
are charged part icles 
(surrounded by polar 
water molecules) 
and therefore cannot 
diffuse across the 
hydrophobic interior of 
the plasma membrane. 

I tnli: 
Transcription is 
covered in Chapter 
D1 .2, page 615 and 
genes are covered 
in Chapter D2.2, 
page 670. 

C2.1 Chemical signalling 

(e Common mistake 

It is incorrect to say that all receptor proteins are in the plasma membrane. The receptors on the 
surface of lhe cell respond to charged, polar ligands. ligands that are lipid soluble, such as steroid 
hormones, can pass through the phospholipid bilayer and so their receptors are inside the cell. 

Corresponding LO the two classes or signal rnolecules there are, therefore, rvvo classes of receptor 

proteins'. transmembrane receptor proteins and intracellular receptor proteins. 

■ Transmembrane receptor proteins 
ln Chapter Bl.2, ,ve sa,v how R-groups determine the properties of assembled polypeptides. 

R-groups are hydrophobic or hydrophilic, with hydrophilic R-groups being polar or charged, acidic 

or basic. Trans111embrane receptor proteins have three different regions: a ligand-binding region, a 

hydrophobic region extending through the membrane, and an intracellular region that transmits 

the signal to the inside of the cell. Integral proteins, including recepror proteins, have regions ,vith 

hydrophobic amino acids, helping them to embed in membranes. 1-Iydrophilic regions of the receptor 

proteins are to,vards the outside of the membrane where che phosphate heads of the phospholipids 

are located. l lydrophilic ligands bind to the hydrophilic region of the receptor protein. 

In most cases, ligands bind to a receptor in the plas1na n1e1nbrane of the responding cell. This 

interaction produces a change in the shape of the receptor that causes the signal to be relayed across 
the membrane to the receptor's cytoplasn1. This is the process of cell transduction. 

There are many different receptors in the plasma membrane of cells and they can be classified into a 

small number or srrucrural classes. They arc covered later in this chapter. 

(e Nature of science: Experiments 

Identification of cell-surface receptors 

Hormone receptors are difficult to identify and purify (usually with chromatography) because they 
are present in very low numbers, and they have to be solubilized with non-ionic detergents. Because 
of their high specificity and high affinity for binding with their ligands, the presence of a certain 
receptor in a cell can be detected and quantified by measuring their binding to radioactively labelled 
hormones. The binding of the hormone to a cell suspension increases with hormone concentration 
until It reaches receptor saturation. Specific binding is obtained by measuring both the total and the 
non-specific binding (which is obtained by using a large excess of unlabelled hormone). 

■ Intracellular receptor proteins 
Many lipid-soluble ligands diffuse across the plasma me1nbrane, diffuse into the nucleus, bind to the 
DNA and initiate specific protein synthesis, which then initiates reactions (Figure C2.l.6). Steroid 

horn1ones such as oestradiol, progesterone and testosterone are exan1ples of this type of ligand. 

Steroid receptors 

Steroid receptors are not present in the n1e111brane but are normally present as soluble proteins in the 
cytoplasm. Since steroid horn1ones are lipid soluble, they diffuse fron1 the bloodstream across the 

hydrophobic plasma men1brane into the cytoplas1n of cells. If the cell is a target cell, the honnone 

binds to a receptor molecule, which may be present in the cytoplasm or 1nay be within the nucleus. 
lf the receptor is in the cytoplas111, it moves to the nucleus by simple diffusion. In either case, if the 

receptor molecule is activated, it acts as transcription factor by binding to specific regions of DNA in 
the chromosomes (see Chapters Dl .l and D1.2). 



S Compare 
and contrast 
transmembrane 
and intracellular 
receptor proteins. 

♦ Signal cascade: series 
of linked reactions, often 
including phosphorylation 
and dephosphorylation, 
that carrles information 
Within a cell, often 
amplifying an initial signal. 
♦ Phosphorylation 
cascade: a sequence 
of events where one 
protein kinase enzyme 
phosphorylates another, 
causing a sequence of 
events that leads to the 
phosphorylation of many 
protein kinases. As the 
signal is carried onwards 
it is amplified and 
sometimes can spread to 
other signalling pathways. 
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■ Figure C2.1.6 The mechanism of 
action of a lipid-soluble hormone 

Depending on a hormone's mode o[ action, transcription 
of a gene may be switched on or switched off. 1[ a gene 
has been activate<l, ne,v RNA is formed, leaves the 
nucleus and then directs the formation or ne\v proteins 
(n1ost likely an enzy1ne) at ribosomes. 1'he ne,v protein 
or enzyme ,vill bring about a structural or fu nctional 
change in the cell. O[ course, i[ a gene is s,vitched off by 
borrnone action, solne cell process ,vill be intetTupted 
or terminated. 

Initiation of signal 
t ransduction pathways 
by receptors 
Par a cell co respond when it encounLers a signal, the 
ligand must first be recognized by a specific receptor 
molecule on the plasma membrane and then rrans1nitted 
to the cell's interior before a cellular response can occur. 

Cell signalling can be divided into three stages: 

1 Ligand-receptor interacrion 

2 Signal transduction 

3 Cellular response. 

■ 1 Ligand- receptor interaction 
The ligand is complementary in shape to a binding site on the receptor and binds to it. There is 
high specificity in the ligand-receptor binding. The bindtng of the ligand to the receptor activates 
the receptor. 

■ 2 Signal transduction 
The signal transduction path,vay often requires a sequence of changes in a series of different 
111olecules in a multistep pathway. These 111olecules in the path,vay are often called relay 1nolecules. 

Signal transduction occurs via 1,vo 1nain \Vays: protein phosphorylation in a phosphorylation signal 

cascade and the release of second messengers, for exarnple cyclic AMP (see Figures C2.l.2 and 
C2. l. l 3). Such path,vays also allow for signal amplificati0n. 

The acrivaced receptor activates a relay molecule, whicb activates another relay molecule, and so 
on, until the molecule (usually a protein) thac produces the final cellular response is activated. 

1:vfany of the relay molecules in signal transduction path,vays are protein kinases and they often 
act on other protein kinases in che pad,~vay. Each activated protein kinase ,vili initiate a sequential 

phosphoryladon and activation of other kinases, resulting in a phosphorylation cascade. 

Relay n1olecules are usually activated ,vhen they are phosphorylated, and deactivated ,vhen they 

are dephosphorylated. The processes of phosphorylation and dephosphorylation ac.:t as a molec.:ul.rr 
S\vitch in the c.:elL turning 111etaboli.c activities on and off as required. 

3 Cellular response 
The signal transduction paLh,vay leads to a specific cellular response, ,vhich is the regulation of one 
or ,nore cellular acLiviries. The response 1nay occur in lhe nucleus or the cytoplasm of a cell . 

Theme C: Interaction and interdependence - Cells 



♦ Apoptosis: a form of 
programmed cell death 
that allows cells that are 
unneeded or unwanted 
to be eliminated from 
an adult or developing 
organ,srn. 

Ltnk 
The role of sodium 
ion channels is 
discussed in Chapter 
B2.1, page 239 and 
their role in changing 
membrane potential 
is covered in C2 .2, 
page 479. 

Going further 

Curare 

Curare (a plant 
alkaloid) causes 
muscle paralysis by 
blocking excitatory 
acetylcholine 
receptors at the 
neuromuscular 
junction. It is used 
by surgeons to relax 
muscles during 
an operat ion. 

♦ GTP: guanosine 
tr1phosphate with a role 
in cell signalling. 

♦ G protein: a 
membrane-bound 
GTP binding protein, 
usually activated by the 
binding of a hormone 
or other ligand to a 
transmembrane receptor. 

C2.1 Chemical signalling 

Depending on the type of cell and ligand, some cellular responses 111ay include: 
• regulation of activity o[ protein ([or exa,nple, the opening or closing of an ion channel in the 

plasma tnernbrane changes the 1nembrane permeability) 

• regulation of protein synthesis by activating or deactivating specific gene expression by turning 
genes on or off in the nucleus 

• regulation of the activity of an enzyme 
• rearrangement of the cytoskeleton of the cell 
• death o[ the cell (for example, apoptosis). 

After the specific cellular response has occurred, the signal is tenninated. The ability of a cell to 
receive ne,v ligands depends on the reversibility of the changes produced by previous signals. 

Transmembrane receptors for neurotransmitters 
and changes to membrane potential 
The ligand-gated sodium ion channel (Figure C2.l.7) is con1posed of five transmembrane protein 

subunits. The protein subunits co1nbine to form an aqueous pore across the lipid bilayer, which 
is lined by five transme1nbrane a -helices, one fro1n each subunit. There are two acetylcholine 

binding sites. 
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■ Figure C2.1.7 The open and closed conformations of t he 
acetylcholine receptor (ligand-gated sodium channels) 
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When acecylcholine released by a 1notor neuron binds to both acecylcholine binding sites, the 
channel undergoes a change in con formation (shape): the hydrophobic side chains move apart and 
the gate opens, allovving sodium ions co no\v across the membrane do\vn their electrochemical 
and concentration gradient. This depolarizes the plasma membrane (Figure C2.2.4, page 471) and 
changes the ,nembrane potential (the voltage across che me1nbrane), \Vhich leads to other changes 
(see Chapter C2.2, page 467). 

Transmembrane receptors 
that activate G protein 
GTP is an energy-1ich nucleotide like ATP, composed of ribose and three phosphate groups but with 
guanine rather than adenine as the base. G proteins are membrane-bound GIP binding proteins, 
usually activated by the binding of a hormone or other ligand to a transmembrane receptor. They 
respond to extracellular signals from honnones and neurotransmitters, and nigger intracellular 
signalling cascades chat regulate bodily functions. 

G proteins are i111portant in vision, as ,vell as sn1ell and taste. Their role is to couple the primary 
stimuli (the light waves, odorants (111olecules that cause sn1ell) or flavourants (n1olecules that cause 



♦ G protein-coupled 
receptor (GPCR): 
cell-surface receptor that 
associates with a G protein. 

fO TorJ tio! 

GPCRs are only found 
in eukaryotes, not 
proka ryotes. There are 
nearly 1000 GPCR$ and 
many different signal 
molecules are specific 
for dif ferent types of 
GPCRs. These receptors 
vary in their binding 
sites for recognizing 
signal molecules and 
different G proteins 
Inside the cell. 

(o Too tin! 

Proteins fo ld ,n water 
(a polar solvent) so 
that hydrophobic 
groups are buried 
and polar groups are 
exposed to the water 
molecules. However, 
proteins arrange 
themselves differently 
in the bilayer of the 
plasma membrane 
as it is a highly non
polar environment; 
they expose their 
hydrophobic groups 
and hide polar groups 
in their core. 

♦ GTPase: an enzyme 
that hydrolyzes G TP into 
GOP and P,. 

■ Figure C2. 1. 9 
Mechanism of action 
of G protein-coupled 
receptors; GDP is 
dislodged when GTP 
interacts w ith G protein 

navour) to ion channels. Changes in ion Dow through these channels lead to the production of a 

nerve impulse that flo\vs from the sensory organ (such as the eye or nose) to the brain. 

The G protein-coupled receptor (GPCR) is closely associated with a G protein, a protein that binds 

to guanosine triphosphate or guanosine diphosphate (GDP) 

G protein-coupled receptors have a co1nmon structure consisting of seven hydrophobic a-helices that 

span the plasma n1en1brane (Figure C2.l.8). By fanning hydrophobic interactions ,vith the hydrophobic 
core of the men1brane lipid bilayer, the a-helices allo,v the receptor n1e111brane to be embedded v-rithin 

the plasma me1nbrane. Signal transduction fron1 GPCRs is conn·olled by G proteins that bind mainly to 

the third and largest cytoplasn1ic loop in the polypeptide chain of the receptor. 
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■ Figure C2.1.8 AG prot ein-coupled receptor 

The GPCR is inactive \vhen not bound to a ligand. The G protein is inactive ,vhen bound to GDP. 

When the ligand binds to tbe extracellular side of GPCR, the receptor is activated, causing it to 
change its confonnation. The change in conforn1ation (shape) of the receptor ,vhen the ligand binds 

ac tivates a G protein, which in run, activates an effector protein that generates a second messenger. 

causing the G protein to exchange its bound GDP for GTP. 

The G protein is activated and dissociates from the receptor, then binds to an enzyme or ocher 

protein, activating it. Once activated, the enzyn1e triggers signal transduction leading to cellular 
response. Once the signal molecule is absent, GTP is hydrolyzed back into GDP by the GTPase 

enzyme found in the G protein subunit. The G protein therefore dissociates from the enzyme and 
returns co its inactive [orm. The signal is s,vitched off (Figure C2.l.9). 
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Lfnk 
Epinephrine secretion 
is covered further 
in Chapter C3.1, 
page 503. 

♦ Cyclic AMP (cAMP); 
small intracellular 
signalling molecule 
generated from ATP in 
response to hormona I 
stimulation of cell -surface 
receptors. 

6 Suggest how 
the same second 
messenger (for 
example, cAMP) 
is used in many 
different cells, 
but the response 
to the same 
second messenger 
is different in 
each cell. 

C2.1 Chemical signalling 

' 

Tool 1: Experimental techniques 

Physical molecular modelling 

Make a paper model of a G protein-coupled receptor using this site: 
https://pdb101. rcsb.org/lea rn/paper-models/g-protei n-<ou pled-receptor-gpcr 

The site provides a template PDF to download and print. How does the structure of the 
protein enable it to carry out its function? Use your model to explain to someone else in 
your class how the G protein-coupled receptor functions. 

Mechanism of action of epinephrine 
(adrenaline) receptors 
The adrenal glands release the hormone epinephrine (adrenaline), "vhich circulates in the 
bloodstream. It binds to a class of GPCRs (see page 460) known as adrenergic receptors, \,vhich are 

present on many types of cells. Epinephrine prepares the body for vigorous activity lt increases heart 
and breathing rate, enabling increased levels of o::-')'gen and glucose to be delivered to muscle cells 
(or respiration. The action of an anaesthetic can be lengthened considerably if it is adn1inistered as a 

drug along with epinephrine. Because epinephrine is a vasoconstrictor, it reduces the blood supply, 
allowing the drug to ren1ain at its targeted site for a longer period. 

Epinephrine acts as a peptide hormone. Peptide hormone receptors activate a cascade, mediated by a 
second n1essenger inside the cell. Second messengers are small, non-protein, 'Nater-soluble molecules 

or ions that relay signals received at receptor proteins on the cell surface to target n1olecules in the 
cytoplas1n or nucleus. 13eu1g sn1all and wate1~soluble, they can readily diffuse throughout the cell. 

Second n1essengers serve to greatly an1plify the strength of the signal. The most co1nn1on second 
messengers are cyclic AMP (cyclic adenosine monophosphate) and calcium ions, Ca1+ (aq) 

(Figure C2.l.10) Second messengers participate in pathways initiated by G protein-coupled receptors 
and receptor tyrosine kinases (see page 463) 
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■ Figure C2.1.10 The cell signalling pathway, involving epinephrfne, 
stimulating glycogen breakdown in skeletal muscle cells 
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♦ Adenylyl cyclase/ 
adenylate cyclase: 
enzyme that catalyses 
the formation of cAMP 
from ATP. 
♦ Phosphodiesterase: 
enzyme that catalyses 
the breaking of a 
phosphodiester bond 1n 
an oligonucleotide. 
♦ Kinase: enzyme that 
catalyses the transfer of 
a phosphate group from 
ATP to a specific amino 
acid side chain on a target 
protein. 
♦ Phosphorylase: 
enzyme that breaks 
down glucose-based 
polysaccharides 
(e.g. glycogen) to glucose 
1-phosphate. 

inactive ~ cAMP 
kinase 
enzyme 

active kinase enzyme 

inactive t 
phosphorylase 
enzyme 

active phosphorylase enzyme 

glycogen ~ 

glucose I-phosphate 

■ Figure C2.1.11 
Cascade of reaction ,{'4\ 
t rigge red by the ~.:::/ 
binding of epinephrine 
to a target cell 

(o Too tio! 

Because these 
reactions do not 
involve changes in 
gene transcription or 
new protein synthesis, 
they occur rapidly. 

An enzyrne en1bedded in the cell surface 111embrane, adenylyl cyclase/adenylate cyclase, ,vhen 
activacecl by che G procein, can cacalyse the conversion of ATP to many cyclic AMP (cAMP) 
n1olecules. The concentration in the cytoplasn1 of the cAMP is increased very rapidly, an1plifying 
1 he signal in the cytoplasm. It does nor last for long because another enzyme, called 
phosphodiesterase, converts the cAtvfP to AMP, resulting in signal tern1ination. 

The hormone activates a GPCR, xvhich rurns on a G protein (G
5
) that activates adenylyl cyclase 

to boost the production of cAMP. The increase in cAMP activates PK,,'\ (cAMP-dependent protein 
kinase), \vh ich phosphorylates and activates an enzyme called phosphorylase kinase, \vhich acrivares 
glycogen phosphorylase, the enzyme that breaks do,vn glycogen. 

Tn skeletal muscle, epinephrine increases the concentration of intracellular cyclic Atv1P, causing the 
breakdo,vn of glycogen by activating PKA, which leads to both the activation of an enzyn1e that 
promotes glycogen breakdo1vn and the inhibition of the enzyme that catalyses glycogen synthesis 
(Figure C2.l. 11). 

By stimulating glycogen breakdo,vn and inhibiting its synthesis, Lhe increase in cyclic AM P 
ma.ximizes the an1ount of glucose available as a respiratory substrate for muscular activity. 
Epinephrine also acts on adipose cells, stimulating the breakdown of fat to fatty acids, 1vhich can 
also be used to generate ATP by respiration. 

The relay molecules are activated kinases and pl1osphorylases. These proteins catalyse specific types 
of reactions: 
• Kinases are enzyn1es that transfer a phosphate group fron1 ATP to an acceptor. 
• Phosphorylases are enzymes char break do,vn glucose-based polysaccha1icles (e.g. glycogen) to 

glucose 1-phosphate. 

The critical role of the second and third stages of signal transduction is rhe amplification of the 
hormone signal (see page 458). So, fron1 one activated receptor n1olecule, 10 000 (104

) n1olecules 
of cAMP are formed. As a result of the presence of cAMP in the cytoplasm, approximately 106 

molecules of active phosphorylase enzy1ne 1,vill be formed. and these ,vill then trigger the lonnacion 
of perhaps 108 molecules of glucose !-phosphate. 

The IUPAC chemical name of epinephrine ls (R)-1-(3,4-dlhydroxyphenyl)-2-methylaminoethanol. In 
Japan and the USA, the substance is known as epinephrine, but in most other countries it is known 
as adrenaline. Adrenaline is marketed in Britain as 1Epipen' for intramuscular injection and as Eppy 
or Simplene for eyedrops. 

George Oliver, a medical doctor, and Edward Schafer, a professor of physiology, both In the UK, 
showed that the adrenal glands contained a substance with strong pharmacological effects. It was 
named 'epinephrine' by John Abel in the USA in 1897. 

In 1901, after visiting Abel, Jokichi Takamine, a Japanese chemist, prepared a pure extract of the 
active principle from the adrenal gland and patented it. A company marketed his extract and, 
because they used the proprietary name adrenaline, epinephrine became the generic name in 
America and Japan. 

There are arguments to prefer adrenaline over epinephrine. The gland is the adrenal gland, not the 
epinephric gland. However, the gland is above ('epi1

) the kidneys (which contain structures called 
nephrons) hence 'epinephrine'. Unusually, these two terms persist in common use in different 
parts of the world. Naming conventions show interna tional cooperation in science for mutual 
benefit. In the case of adrenaline/epinephrine, conventions developed by one set of scientists have 
not been adopted by others, although overall the two names are widely understood, as 1s their 
interchangeabil1ty. The IUPAC chemical name is internationally understood, although it would be 
unrealistic to use this in everyday discussions of this hormone! 
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♦ Tyrosine kinase: an 
enzyme that catalyses 
the transfer of phosphate 
groups from ATP to the 
tyrosine (arnino acid) 
residues on a substrate 
protein, activating it. 

♦ Dimer: a molecule 
composed of two 
structurally similar 
subunits. 
♦ Dimerisation: the 
forrnation of a dimer 
(from two monomers). 
♦ Autophos

phorylation: the 
phosphorylation of a 
kinase by itself. 

♦ Relay protein: 
a protein that passes the 
signal to the next member 
of the signalling pathway. 

♦ Gluconeogenesis: 
set of enzyme-catalysed 
reactions by which 
glucose is synthesized 
from small organic 
molecules such as 
pyruvate, lactate or 
arnino acids. 

C2.1 Chemical signalling 

(e DK 
The story of (R)-1-(3,4-dihydroxyphenyl)-2-methylaminoethanol is interesting in lhat it shows 
how reliant the development of biological knowledge is on the community of biologists. The 
interactions and sharing of knowledge between Oliver, Schafer, Abel and Takamine all resulted 1n 
new knowledge and development of the chemical, although under various names. This emphasizes 
how new knowledge, and the language used to express the knowledge, sometimes takes time 
to formalize. One important function of the IUPAC is to create a single, authoritative source of 
knowledge in chemistry for the various scientific communities that use it. 

Transmembrane receptors with 
tyrosine kinase activity 

Tyrosine kinases 
Receptor tyrosine kinases (RTKs) belong to a major class of receptors [haL have enzymatic activity. 
One RTK complex (Figure C2. l.12) may activate ten or n1ore different signal transduction pathways 
and cellular responses, helping the cell to regulate and coordinate several cell 
activities simultaneously 
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■ Figure C2.1.12 Activation of an RTK stimulates the assembly of an intracellular sig nal ling complex 

An RTK is a single polypepride chain with a single transn1embrane a -helix, an extracellular ligand 
binding site and an intracellular tail that functions as tyrosine kinase and contains many tyrosine 
amino acid residues. 

Before a ligand binds, the receptors exist as indjvidual RTK monomers. The binding of a ligand to the 
extracellular binding sites or RTKs causes c,vo RTK proteins to associate together in the membrane, 
[onning a dimer (Figure C2.112). Dimerisation brings a suitable substrate up to the kinase active 
site in the intracellular tails ofRTK. Tyrosine kinase adds a phosphate group from an ATP molecule 
to the tyrosine residues on the tail or the oLher RTK protein by autophosphorylation. 

The activated RTl< ,vill trigger tbe assembly of specific relay proteins on the receptor tails, activating 
them. Each activated protem triggers a signal transduction path,vay, leading to a cellular response. 

■ Insulin signalling 
Insulin [unctions as an extracellular n1essenger molecule (hormone), inforn1ing cells that glucose 
levels are high. Cells that express insulin receptors on their surface, such as cells in the liver, respond 

to this message by increasing glucose uptake, increasing glycogen and triglyceride synthesis, and/or 
decreasing gluconeogenesis. The ligand (insulin) binds to an insulin receptor, an RTK. 



♦ Glycogenesis: the 
enzymatic formation or 
synthesis of glycogen. 
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Insulin uses RTl(signalling (figure C2.l.13) to allow cells to uptake glucose. Activated relay proteins 
cause vesicles e1nbedded \vith glucose transporter proteins to move to the cell surface n1ernbrane. 
The vesicles fuse \vith the plasma 1nembrane, inserting the transporter proteins into the cell surface 
membrane, \vhich results in the increase in uptake of glucose into muscle cells. 

Many glycogen synthase n1olecules are activated, which will catalyse the synthesis of glycogen from 
glucose (glycogenesis). Hence the binding of a single insulin molecule to a receptor ,viii lead co the 
synthesis of large amounts of glycogen. 

The signal is te11ninated when insulin is released fro1n receptors, the tyrosine residues are 

dephosphorylated by phosphatases and the r,vo halves of the dilner separate. Protein phosphatases 
il1activate protein kinases by dephosphorylation. 
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figure C2.l.13 sho,vs the effect of insulin on cells. The nun1bers in the figure 
correspond to the tollo,vmg events: 

1 Insulin activates RTK receptors. 

2 Relay proteins are activated, which travel to vesicles vvithin the cell. 

3 These vesicles contail1 glucose transporter proteins (channel protems ki10\.vn 
as GLUT4 (glucose transporter type 4). 

4 

5 

The GLUT4 vesicles fuse with the plasma membrane. 

The GLUT4 proteins become incorporated in the n1embrane, ,,.,here they 

transport glucose into the cell. 

■ Figure C2.1.13 lnsul in-RTK signalling pathway 

♦ Nuclear receptor: 
eukaryotic protein that, 
on binding with a signal 
molecule, enters the 
nucleus and regulates 
transcription. 

L10I 

Transcription and 
gene expression are 
covered in Chapter 
D1 .2, page 615 
and Chapter D2 .2, 
page 670. 

Intracel lular receptors that 
affect gene expression 
Steroid (and thyroid) honnones are extracellular chemical signal molecules that can also pass 
through the plasma membrane. Testosterone, a steroid hormone secreted by the cells of the testes, 
travels through the blood and enters cells all over the body. 1-Io\.vever, only cells thac contain receptor 
molecules for testosterone \\rill respond. 

In the cytoplasn1 of target cells, the hormone binds to the receptor, activating it. With the hormone 
attached, the activated ligand-receptor complex then enters the nucleus. 

The activated ligand- receptor complex (or nuclear receptor) acts as a transcription factor and binds 
to a regulatory sequence in the DNA promoting transcription of specific genes, giving rise to 111ale 

secondary sexual characteristics. Not all genes are transcribed in the genome - specific genes can be 
activated (a process called gene expression) to produce proteins required by the cell or orga11is1n (see 
Chapter D1.2). 

e Tnn tlol 

lntracellullar receptors and a very sim11ar signalling pathway operate for the female steroid 
hormones, oestradiol and progesterone. This is covered in more detail on page 465. 

Theme C: Interaction and interdependence - Cells 



♦ Ovarian follicle: 
a fluid-fi lled spherical 
sac that contains and 
nourishes an immature 
egg, or oocyte, 

♦ Oestradiol: a steroid 
hormone; a sex hormone 
of female mammals. 

♦ Progesterone: 
hormone released by 
the corpus luteum that 
stimulates the uterus to 
prepare for pregnancy. 

Lini 
Control of the 
developmental 
changes at puberty 
is covered ln Chapter 
D3.1, page 709. 

Link 
The menstrual cycle, 
ovulation and changes 
during the ovarian 
and uterine cycles 
and their hormonal 
regulation are covered 
in detail in Chapter 
D3.1, page 698. 

♦ Feedback: when 
part of the output from 
a system returns as an 
input, so as to affect 
subsequent outputs. 

♦ Positive feedback: 
feedback that increases 
change; it promotes 
deviation away from an 
equilibrium. 

♦ Negative feedback: 
feedback that tends to 
counteract any deviation 
from equilibrium and 
promotes stability. 

C2.1 Chemical signalling 

Effects of the hormones oestradiol 
and progesterone on target cells 
tn the ovary, each ovum (egg) is surrounded by a protective structure called the ovarian follicle, 

,vhich nou1ishes the ovun1. The follicle also secretes the steroid horrnones oestradiol and 

progesterone. Oestradiol is synthesized mainly in the ovary, but also in the placenta, testis and 

possibly the adrenal cortex. Oestradiol controls the developn1e11t and 111aintenante of fen1ale 

sex characteristics. 

The production of oesLradiol in women's ovaries is controlled by honnones released from borh rhe 

hypothalamus in 1.he base of the brain and the pituitary. The hypothalamus releases a hormone 

called gonadorropin-releasing hormone. This hormone then acts on the pituitary gland r.o cause 

the release o[ luteinizing hormone (LI-I) and follicle-stimulating hormone (FSH), \Vhich are involved 

in the menstrual cycle. The target cells, as 1Nell as being located in the pituitary, are also located in 

the lining of che uterus, breasts and bone marro,v. The interaction between the honnone and these 

rissues leads to I he development or female secondary sexual characteristics in puberry. 

Once a n1onth, one egg is released from a follicle in a process known as ovulation. After ovulation, 

the follicle becomes a structure known as the corpus lureum. Progesterone is produced prin1arily 

by the corpus luteum bur also by the placenta and prepares the inner lining of the uterus 
(endon1etrium) for implantation of a fertilized ovum. If i1nplanration fails, the corpus lureum 

degenerates and progesterone production stops. If in1plantation occurs, the corpus lute.um conunues 

to secrete progesterone, under the influence of LH and prolactin, for several months of pregnancy, 

after \Vhich the placenta rakes over this function. During pregnancy, progesterone 111ainrains the 
endomeu·iun1 of the urerus and prevents further release of ova from the ovary. 

7 State the type of chemical signalling shown by the secretion of hormones from the 
pituitary gland. 

Regulation of cell signalling pathways 
by positive and negative feedback 
1'he steps in a chemical signalli ng path,vay may be controlled by feedback regulation. In positive 

feedback, changes increase and a1nplify conditions further away from the starting point O e. a\vay 

iro1n equilibrium). In negative feedback, the feedback loop leads ro a return to the in itial 

conditions (Figure C2.l l 4). 

ATL C2.18 

Positive and negative feedback loops are covered throughout this course and occur in every level 
of biological organization . Work through the book, making a list of all the examples of negative 
and positive feedback. Create diagrams that show the process of feedback in each case. These 
notes will help you when you come to revise for your exams. 



I Ink 
Positive f eedback in 
f ruit ripening is also 
covered in Chapter 
C3.1, page 516. 

11 k 
The regulation of 
blood glucose is 
covered in Chapter 
D3.3, page 761. 

signalling 
pathway 1 X y signalling 

pathway 2 X y 

+ t.__ __ __, -r ____ _, 
positive feedback negative feedback 

■ Figure C2.1.14 Positive and negative feedback within an intracellular chemical signall ing pathway 

Positive feedback can generate all-or-none, switch-like responses, bul negative feedback can 
generate responses that oscil late on and off. More typically they act after some time delay to shut 
down the pathway once it has produced its effects. 

Fruit ripening as an example of positive feedback 
Plants make extensive use of rransme1nbrane receptors, especially enzyme-coupled receptors. 
Plant receptors are thought to play an important part in a large variety of cell signalling processes, 
including chose controlling plant gro,vth, development and disease resistance. Plant cells do not use 
RTKs. cAMP or steroid hormone-type nuclear receptors. 

One of che best-studied signalling systems in plants controls the response of cells to ethylene 
(ethene, C

2
li), a gaseous molecular hormone that controls seed germination and fruit ripening, 

·Echylene receptors fu nction as enzyme-coupled receptors. ll is the empty receptor that is active in 
the absence of the ethylene molecule, the empty receptor activates a protein kinase that switches off 
the ethylene-responsive genes in the nucleus. \lvhen ethylene is present, the receptor and kinase are 
inactive, and the ethylene-responsive genes are transcribed. 

■ Control of blood sugar as an example of negative feedback 
The use of insulin in the control of blood sugar is an exa1nple of a negative feedback loop. Insulin 
causes the absorption of glucose by cells where it is stored as glycogen (page 761). This lowers the 
blood sugar concentration, vvhich means that insulin is no longer produced by the pancreas as blood 
sugar levels have returned to norn1al. 

What patterns exist in communication in biological systems? 
J In what ways is negative feedback evident at al l levels of organization? 

Theme C: Interaction and interdependence - Cells 



♦ Central nervous 
system (CNS): in 
vertebrates, the brain and 
sp,na I cord. 
♦ Nerve: nerve bundle 
of many nerve fibres 
connecting the central 
nervous system with parts 
of the body. 
♦ Peripheral nervous 
system (PNS): in 
vertebrates, nerves 
that convey sensory 
information to the CNS, 
and nerves that convey 
impulses to muscles and 
glands (effector organs). 
♦ Neuron: cell within 
Lhe nervous system that 
carries electrical impulses. 
♦ Dendrite: a fine 
fibrous structure 
on a neuron that 
receives impulses from 
other neurons. 

I inj( 

The CNS and PNS 
are also covered 
in Chapter C3.1, 
page 496. 

C2.2 Neural signalling 

' 

Guiding questions 
' 

• How are electrical signals generated and moved within neurons? 
• How can neurons interact with other cells? 

This chapter covers the fo llowing syllabus content: 
► C2.2.1 Neurons as cells within the nervous system that carry electrical impulses 
► C2.2.2 Generation of the resting potential by pumping to establish and maintain 

concentration gradients of sodium and potassium ions 
► C2.2.3 Nerve impulses as action potentials that are propagated along nerve fibres 
► C2.2.4 Variation in the speed of nerve impulses 
► C2.2.5 Synapses as junctions between neurons and between neurons and effector cells 
► C2.2.6 Release of neurotransmitters from a presynapt ic membrane 
► C2.2.7 Generation of an excitatory postsynaptic potential 
► C2.2.8 Depolarization and repolarization during action potentials (H L only) 
► C2.2.9 Propagation of an action potential along a nerve fibre/axon as a result of local 

currents (HL only) 
► C2.2.10 Oscilloscope traces showing resting potentials and action potentials (HL only) 
► C2.2.11 Saltatory conduction in myelinated fibres to achieve faster impulses (H L only) 
► C2.2.12 Effects of exogenous chemica ls on synaptic transmission (H L only) 
► C2.2.13 Inhibitory neurotransmitters and generation of inhibitory postsynaptic 

potentia Is (H L only) 
► C2.2.14 Summation of the effects of excitatory and inhibitory neurotransmitters in a 

postsynaptic neuron (HL only) 
► C2.2.15 Perception of pain by neurons with free nerve endings in the skin (HL only) 
► C2.2.16 Consciousness as a property that emerges from the interaction of individual 

neurons in the brain (H L only) 

Neurons 

■ Introducing the nervous system 
The nervous systen1 is con1posed of the central nervous system (CNS), which consists of the brain 
and spinal cord. To and from the central nervous systen1 run nerves of the peripheral nervous 

system (PNS), v.rhich enable co1nn1unication bet,veen the central nervous systen1 and all parts of the 
body (figure C2.2.l). Nerve cells are called neurons. A neuron has a cell body containing the 
nucleus and 1nost of the cytoplasm. tvlultiple, short, elongated cytoplasnlic nerve fibres called 
dendrites (see figu re C2.2.2) project from the cell body, forming connections to other neurons. 

Neurons are specialized for che transmission of information in the fonn of irnpulses. An impulse is 
a momencary reversal in the electrical pocential difference across che membrane of a neuron. The 
transmission of an impulse along a fibre occurs at speeds of becvveen 30 and 120 metres per second 
in mam1nals, so nervous coordination is exu·emely fast and che responses are virtually immediate. 
ltnpulses travel to particular poinls in the body, connected by rhe fibres. Consequently, the effects of 
impulses are localized rather than diffuse. 
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■ Neuron structure 
Three types of neuron 1nake up the nervous systen1 

(see Figure C2 2.2): 

• Motor neurons have many fine dendrites, which bring 
impulses tov,rards the cell body, and a single long axon that 

carries impulses av,ray from the cell body. The function of the 

motor neuron is to carry in1pulses from the central nervous 

system to a muscle or gland (known as an effector). 

• Sensory neurons have a cytoplasmic fibre running to the 
cell body (in senso1y neurons this starts fron1 the receptor), 

called the dendron. In contrast to the n1otor neuron, sensory 

neurons have the cell body part way along the neuron, ,vith a 

dendron running to the cell body and an axon a,vay frotn it. 

• Relay neurons (also known as intermediate or interneurons) 
have nu1nerous short fibres. Each fibre is a thread-like extension 

of a nerve cell. Relay neurons occur in the central nervous 

system. They connect sensory neurons and motor neurons. 

♦ Motor neuron: nerve cell that carries impulses away from the 
central nervous system to an effector (e.g. muscle, gland). 

♦ Axon: fibre carrying impulses away from the cell body of 
a neuron. 

♦ Sensory neuron: nerve cell carrying impulses from a sense 
organ or receptor to the central nervous system. 

♦ Receptor: a cell specialized to respond to stimula,ion by the 
production of an action potential Ompulse). 

Specialized nerve cells (neurons) are organized into the central 
nervous system and peripheral nerves linking sense organs, 
muscles and glands with the brain or spinal cord. 

♦ Dendron: fibre carrying impulses towards the cell body of 
a neuron. 

■ Figure C2.2.1 The organization of the 
mammalian nervous system 

♦ Relay neuron: a specialized cell in the central nervous system 
which relays an electrical impulse from a sensory neuron to a 
motor neuron. 

♦ Schwann cells: cel ls 
of the peripheral nervous 
system that wrap around 
the axons of motor and 
sensory neurons to form 
the myelin sheath. 

♦ Myelin sheath: an 
insulating sheath around 
the axons of nerve fibres 
formed by Schwann cells. 

♦ Nodes of Ranvier: 
gap in the myelin sheath 
around a myelinated 
nerve fibre. 

A neuron is surrounded by many supporcing cells. One type of supporLing cell are Schwann cells 

(Figure C2.2 2), \Vhich wrap around the axons of motor neurons, forming a structure called a myelin 

sheath. Myehn consiscs largely of lipid and has high electrical resistance. The myelin sheath also 
contains protein (bec,veen 15°/4 and ?5°/4 of dry mass). Frequent gaps occur along a myelin sheath, 
between che individual Schwann cells. The gaps are called nodes of Ranvier. 

( • Common mistake 

Do not confuse effectors and receptors. Receptors detect stimuli and effectors respond to them. 
Sensory neurons pass impulses from receptors to the CNS. Motor neurons stimulate effectors 

(muscles or glands) and affect movement. 

1 Distinguish between a sensory neuron and a motor neuron . 

• Theme C: Interaction and interdependence - Cells 
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■ Figure C2.2.2 Structure of the neurons of the nervous system 

C2.2 Neural signalling 

The resting potential 
Neurons [ransn1ir information in the form of impulses. An impulse is rransmiued along nerve 

fibres, but it is nor an elecrrical current that flows along the \vires' o r the nerves. An in1pulse is a 

momentary reversal in electrical potential difference in the membrane - a change in the position of 

charged ions bet\veen the inside and outside of the n1e1nbrane of the nerve fibres. This reversal flo\VS 

from one end of the neuron to the o ther in a frac tion o[ a second. 



♦ Resting potential: 
the potential difference 
across a nerve cell 
membrane when it is 
not being stimulated. 
It is normally about 
-70 millivolts (mV). 

♦ Membrane 

polarization; a lipid 
mern brane that has a 
positive electrical charge 
on one side and a 
negative charge on the 
other side. 

♦ Membrane 

potential: the difference 
in charge between the 
inside and outside of a 
neuron, which is created 
due to the unequal 
dist ribution of ions 
on both sides of the 
cell membrane. 

2 Outline how a 
resting potential 
is generated. 

Bet\veen the conduction of one impulse and the next, the neuron is s01netimes said to be resting, bl.Lt 
this is not the case. The 'resting' neuron membrane is actively setring up the electrical potential 
difference. between the inside and the outside of the fibre , known as the resting potential. 

The resting potential is the potential di[ierence across a nerve cell membrane ,~1hen it is nor being 

srtmulacecL Ir. is norn1ally about-70 millivolts (mV) (figure B2.l .21, page 241). The resting potential 

difference is re-established across the neuron membrane after a nerve impulse bas been transn1itted. 

We say the nerve fibre has been re.polarized. 

Links 
Active transport is covered in Chapter B2 .1, page 230; sodium- potassium pumps as an 
example of exchange transporters (HL only) is also covered in Chapter B2.1 on page 241. 

The resting potential is the product of the active transport of potassiu·m ions (1,-) in across the 

membrane and sodium ions (Na+) out across the membrane. This occurs by a K" /Na+ pump, using 

energy from ATP. Three Na+ are pumped out for every c,vo K..- pumped in (B2.1.22. page 242) across 

the plasma membrane of the neuron. The tissue fluid outside the neuron therefore contains many 

more positive ions than are present in the tiny amount of cytoplasm inside. As a result. a negative 

charge is developed inside, compared to outside, and the resting neuron is said to be polarized. 

The membrane potential is the difference in charge benveen the inside and outside of a neuron, 

~vhich is created due to the unequal distribution of ions on both sides of the cell membrane. The 
next event. sooner or later, is the passage of an impulse, knovvn as an action potential (see belo\v) . 

• Tnn ti J 

Energy from ATP drives the pumping of sodium and potassium ions in opposite directions across the 
plasma membrane of neurons. ATP is derived from aerobic respiration. Even when 'doing nothing', 
the nervous system needs to use ATP to maintain the resting potential. 
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■ Figure C2.2.3 The resting potential of an axon 
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♦ Action potential: 
the potential difference 
produced across the 
plasma membrane of 
the nerve cel l when 
stimulated, reversing the 
resting potential from 
about-70mV to about 
+40 mV. 

3 Define the term 
action potential. 

4 Deduce the 
source of energy 
used to: 
a establish the 

resting potential 
b power an 

action potential. 

C2.2 Neural signalling 

Nerve impulses as action potential 
A stimulus causes sodiun1 ions, which ai:e positively charged, to flo\,v into the cytoplasn1 o( the axon, 

reversing the pola1ity o( the axon (Figure C2.2.4). Further details of the process are covered at HL 

(page 479). The action potential is the potential difference produced across the plasn1a n1en1brane 

of the nerve cell \,Vhen stin1ulated, reversing the resting potential from about - 70 n1V to about 

+ 401nV: The nerve il11pulse is electrical because it involves the n1oven1ent o( positively charged ions, 

leading to a potential difference (voltage) across the n1e1nbrane. Nerve impulses are action potentials 

that are propagated (spread) along nerve fibres. 

The action potential then runs the length o[ the neuron fibre. AL any one point, it exists for only rwo

rhousanclrhs of a second (2 milliseconds) before the resting potential srarts to be re-established, so 

action potential Lransmission is exceedingly quick. 

Nore in Figure C2.2.4 that some neurons have Schvvann cells wrapped around cl1e axon forn1ing 
the myelin sheath while some axons do not have cl1is st1ucture (they are unmyelinatecl). This will be 

explored further il1 the next section. The junctions in the sheath, the nodes o[Ranvier, occur at 1-2 µ,m 

intervals; it is only at these junctions that the axon me111brane is exposed so the action potential 
•jun1ps' from node to node. Unmyelinated clenclrons and axons are comn1on in non-vertebrate anu11als. 

Here, the action potential 1nust CT"avel step-by-step along the entire surf.ace of the fibres. 
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direction of impulse 
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dendntes cell body nucleus axon myelin sheath node of Ranvler 

unmyelinated axon 

action pot en ti al 
direction of impulse 
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■ Figure C2.2.4 The action potential 

ATL C2.2A 

l-e-----, motor 
end plates 

What effect does stimulus intensity and duration have on the generation of an action potential? 
Carry out your own investigations using these sites: 

Stimulus intensity: 
flttps://ilearn.med.monash.edu.au/physiotogy/action potentials/action-potential#simulatic,n 

Stimulus duration: 
https://i learn med .monash.edu. au/physiology/action potentials/ada ptation#sim11lation 

In each case, read the theory and then carry out the simulation. What conclusions can you reach? 

471 
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ATL C2.28 

The neural signalling system topic brings together many Ideas you will have encountered 
throughout 1B Biology. These include membrane structure; membrane proteins such as protein 
pumps/carrier proteins, channel proteins and gated channel proteins such as protein receptors; 
complementary three-dimensional shape; faci litated dif fusion; active transport; surface .area-to
volume ra tio; factors that affect diffusion; vesicles; exocytosis; enzymes; mitochondria; ATP; 
concentration gradient and voltage gradient. 

Write a brief summary about each of the above topics. This process will help you to link existing 
biological knowledge to new understandings you will encounter in this topic. 

Variation in the speed of nerve impulses 
The follo,ving activities explore the effects of 1nyeli nation and axon size on the speed of conductLon. 
Ensure you carry out these activities before reading on in this section. 

Tool 2: Technology 

Generat ing data from simulations 

Access this website, which investigates the effect of 
axon diameter and myelination on conduction velocity: 
https://ileatn.med.monash.edu.au/physiology/action
potentials/axon-diameter#simulation 

Carry out the simulation with unmyelinated 
fibres. What is the effect of axon diameter on 
conduction speed? Now repeat the experiment w ith 
myelinated f ibres. 

Using spreadsheets to manipulate data 

For both experiments gather your data and plot a 
graph. You can export data to a spreadsheet program 
such as Excel and use it to find the line of best fit for 
the unmyelinated and myelinated results. 

What are the effects of myelination on conduction speed? 

Suggest why, for very small axon diameters, there is 
little benefit of myelination for conduction velocity. 

Inquiry 1: Exploring and designing 

Exploring 

Research the conduction speed of nerve impulses for 
a variety of different animals. Ensure that you Include 
both invertebrates and vertebrates, with some having 
myelinated axons (i.e. covered by a myelin sheath) and 
others unmyelinated (no myelin sheath). You also need 
to find the diameter of the axon in each case. Consult 
a variety of sources and select sufficient and relevant 
sources of information. 

Suggestions for different animals you could research 
are included in Table C2.2.1. Redraw the table and add 
in your f indings . 

■ Table C2.2.1 Re_searching the effect of axon 
diameter and degree of myelination on nerve impulse 
conduction speed in a range of different animals 

Axon Speed of 
Organism/ diameter propagation 
nerve (µm) Myelination (ms-1) 

squid/giant axon 

Lumbricus 
(earthworm) 

lobster 

frog 

rat 

domestic cat 

• Theme C: Interaction and interdependence - Cells 



fo To tin! 

S01ne invertebrates, 
such as the squid and 
the earthworm, have 
giant fibres, which 
allow fast transmission 
of action potentials 
(although not as fast as 
in 1nyelinated fibres). 
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Inquiry 3: Concluding and evaluating 

Concluding 

Analyse the data you found for Table C2.2.1. 

Compare the speed of t ransmission in animals that have myelinat ion and those that do 
not. Which have the faster conduction speeds overall? Why ts this? 

Now compare the animals that have unmyelinated axons, such as the giant axons of 
squid and those animals with smaller, unmyelinated nerve fibres. 

What conclusions can you reach about the effect of axon dia,neter size and myelination 
on conduction velocity? What explanation can you develop for these observations? 

You should have carried out the activities on this page and the previous page and drawn your own 

conclusions. You can now read on! 

ln rhe Tools and Inquiry activities, you should have found that myelinated fibres have a faster 
conduction speed compared ro unn1yelinatecl fibres. This is discussed further below. In addition, an 

unmyelinated fibre with a large diameter Lrans111its an action potential much faster than a nan·ow 

fibre does. This is because the speed of transn1ission depends on resistance offered by the axoplasm 
(cytoplasm inside the axon) The narrower the fibre, the greater its resistance, and the lo\.ver the 

speed of conduction of the action potential. Incidentally, the original investigations of the nature of 
the ac tion potential by physiologists "vere ca1Tied out on giant Fibres. 

Q 
myelinated axons 

(cat) 

Nervous systems have therefore evolved nvo contrasting 

mechanisms for increasing the conduction speed of the 

electrical ilnpulse. One is through developing giant axons: 
using axons several tin1es larger in diameter than is nonnal 

for other large axons. Gianr axons are found in squid (Lo7igo 

sp., a type of aquatic mollusc). The other n1ecl1anism is by 
using the myelin sheath, \vhere axons are wrapped by cells 

that have high amount of Lipid in their plas1na membrane 
(Schwann cells). Each mechanisrn. on its O\vn or in 

combination \vir h the other, is used in Lhe nervous systems 

of n1any different groups of anin1als, both vertebrate 
and invertebrate. 

0 -1->L--,--,------,--,--....---,---,-...,..---,---,---,,---, 
The presence of a Lnyelin sheath speeds up transn1ission 

of rhe action poLenLial because it is only at the nodes of 
Ranvier that the axon n1embrane is e,'(posed and the action 

poten1ial can 'jump' rron, node to node. The electrical 
resistance of the myelin sheath prevents reversal of the a,'(on 

pola,ity at the nodes of Ranvier. By contrast, the step-by

step travel of the action potential along I.he entire surface 

0 1 2 3 4 5 6 7 8 9 10 11 12 

diameter of myelinated axons (µm) 

0 200 400 600 800 
diameter of unmyelinated axons (µm) 

■ Figure C2.2.5 Conduction velocities of myelinated 
and unmyelinated axons as functions of axon diameter. 
Myelinated axons have faster conduction velocities than 
unmyelinated axons that are 100 times greater in diameter 

of the fibres in unn1yelinated dendrons and axons is a 
relatively slow process (Figure C2.2.4). 

C 2. 2 Neural signalling 

Action potential propagation (or conduction) velocity is directly correlated \.vith the a.,on dian1eter 

(Figure Q .2.5 and Table (2.2.2). The larger the axon diameter, rhe higher the action potential 

propagation velocity vvill be, ,vhich means signals can travel n1ore quickly. This is because there 
is less resistance facing the ion llow. ln addition, rnyelination, \Vh ich leads to the action potential 

jun1ping benveen nodes along axons, greatly increases the acrion potential propagation velocity: 



• 

■ Table C2.2.2 Eff ect of nerve f ibre diameter and myelinat ion 
on conduction velocity of nerve impulses 

Diameter (mm) Conduction velocity (ms·') Myelination 

12- 20 70- 120 yes 

5- 12 30- 70 yes 

2- 5 12- 30 yes 

3- 6 15- 30 yes 

<3 3- 14 some 

0.4- 1.2 0.5- 2 no 

0.3- 1.3 0.7- 2.3 no 

Despite havi ng much smaller diameters, myelinated axons achjeve much higher action por.enrial 

propagation velocities than unmyelinated axons. Figure C2.2.5 shows the correlation between axon 

diameter and conduction speed in both myelinated and un111yelinated axons. 

Nature of science: Observations 

Investigating the effect of axon diameter on conduction velocity 

Unmyelinated fibres wilh a large diameter transmit an action potential much more quickly than 
a narrow fibre because the speed of transmission depends on the resistance of the axoplasm, as 
mentioned above. The narrower the fibre, the greater its resistance to ion movement, and the lower 
the speed of conduction of the action potential. In addition, a larger diarneter means there can 
be more ion channels around the axon, which n,eans that there are more ion channels per length 
of axon. 

Read more about the early work on the action potential here: 
www.ncbi.nlm.nih.gov/pmc/atticles/PMC3424716 
https://neuroscientificallychallenged.com/posts/history-ot-neuroscience-hodgkin-huxley 

■ Applying correlation coefficients to determine the strength of 
a correlation 

Axon diameter and degree of n1yehnation can be correlated ,vith speed of conduction (as explored 

above). The strength of the correlation can be tested using the coefficient of detern1ination, which 

measures ho,v close the data are to the fitted regression line. The regression line is a line that best 

fits the data, Le. has the s1nallest overall distance fro1n the line to the points. The forn1ula for the 

regression line 1s: 

y = 1n.x+b 

v-1here n1 is the slope of r.he line and b is the value on the y-axis 1vhere the line crosses; y is the 

dependent variable and xis the inclependen[ variable. 

To ti t 

Correlations can either be negative or positive. Correlation coefficients can be applied as a 
mathematical tool to determine the strength of these correlations. The coefficient of determination 
(R1) is one such tool that can be used to evaluate the degree to which variation in the independent 
varlable may explain the variation 1n the dependent variable . 
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1-he coefficient of detern1ination , or R squared (R1) method, is the proportion o[ the variance i.n the 
dependent variable that is predicted from the independent variable. The value of R2 sho\vs ,vhether 
the line of best fit is a good fit for the data. The calculation determines the extent to ,vhich two 
variables are correlated. The coeffici.ent of determination ranges from O to 1 (or 0°/b to 100%): 

• If R1 is equal to 0, then the dependent variable cannot be predicted fron1 the 
independent variable. 

• If R1 is equal to 1, then the dependent variable can be predicted fron, the independent variable 
without any error. 

• Gene.rally, a coefficient of determination of about 70°/o is considered a good correlation. 

R2 indicates the extent that the dependent variable can be predicted. I[ R2 is 0.20, it means that 20% 
of the variance in they variable is predicted from the x variable. If the value is 0.50, it means that 
50% of the variance in they variable is predicted from the x variable, and so on. 

Tool 3: Mathematics 

Applying the coefficient of determination (R2) to evaluate the fit of a trend line 

Steps to find the coefficient of determination: 
1 Find R, the Pearson correlation coefficient. 
2 Square R. 
3 Change the above value to a percentage. 

The formula for the Pearson correlation coefficient is: 

n C[xy) - (Ix)(u) 
R = n 

✓ [nix2 - (Ix)2] ~1LV1 - (u)l] 

Where: 

11 = total number of observations 

I x = total of the first variable value 

LY = total of the second variable value 

IxJ' = sum of the product of the first and second value 

I x2 = sum of the squares of the first value 

I,v2 = sum of the squares of the second value 

The coefficient = (Pearson correlation)
2 

= R2 

of determination coeffic ient 

Enter the data in Table C2.2.3 into an Excel spreadsheet. 

■ Table C2.2.3 Effect of diameter on speed of 
conduct ion in myelfnated nerve fibres 

Diameter (mm) Conduction (m s-1) 

16.0 95.0 

14.0 75.0 

12.0 70.0 

8.5 50.0 

6.0 30.0 

4.5 22.5 

3 .5 21.0 

C2.2 Neural signalling 

~ -I 
"' E -C 
0 

~ 
::, 

"C 
C 
0 
V 

1 Highlight the data and select 'Insert - Chart- Scatter'. 
2 Select chart area and select '+' to add axes labels -

add labels for each axis. 
3 Click on any data point. Right click and select 'Add 

trendline'. Select 'linear' trendline. 
4 Under 'Trendline options', select 'Display R-squared 

value on chart'. The R2 will appear above 
the trendline. 

The graph should appear as follows: 
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• Figure C2.2.6 Correlating axon 
diameter with conduction speed 

Both the line of best fit and R2 value show a strong 
positive correlation between axon diameter and 
conduction speed. 
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♦ Synapse: the 
connection between the 
end of a nerve cel l and 
another cell; functionally 
a tiny gap, the synaptic 
cleft, traversed by 
transmitter substances. 

♦ Presynaptic neuron: 
neuron 'upstream' of a 
synapse. 

♦ Postsynaptic neuron: 
neuron 'downstream' of a 
synapse. 

axon of 
presynaptic 
neuron 

Golgi 
apparatus 

synaptic 
cleft 

postsynaptic 
membrane 

synaptic cleft gap is 
t iny, typically 2 o nm 

Properties of the coefficient of determination (R.2): 

• It helps to [ind the ratio of ho\v a dependent variable varies from the independent variable. 
• It also tests the strength of the (linear) association between che variables. 
• I[ the value of R2 is closer to l (or 100%), the values of y are close to the regression line. lf the 

value of R2 is closer to 0, the values o[ y are not close to the regression line. 

Synapses 
The synapse is the link point benveen neurons or ben.veen neurons and effector cells. A synapse 
consists of the s,.vollen tip (synaptic knob) of the axon of one neuron (presynaptic neuron) and the 
dendrite or cell body of another neuron (postsynaptic neuron). At the synapse, the neurons are 
extremely close, but they have no direct contact. Instead, there is a tiny gap, called a synaptic cleft, 
about 20nm wide (Figure C2.2.7). 

direction of 
transmission 

\ endoplasmic 
reticulum 

~ ~ i;__ ---- synaptic knob 

--- presynaptic 
membrane 

electron micrograph of a synapse (><80 000) ~-~---... ~ _ ...., 

synaptic knob 
of postsynaptic 
neuron 

■ Figure C2.2.7 A synapse in section 

♦ Neurotransmitter: 
chemical released at the 
presynaptic membrane of 
an axon on arrival of an 
action potential, which 
transmits the action 
potential across the 
synapse . 

• 

The practical effect of the synaptic cleft is that an action potential can only cross it via specifi.c 
chemicals, kno,.vn as neurotransmitter substances. Neurotransmitter substances are all relatively 
s1nall n1olecules that diffuse quickly. They are produced in the Golgi apparatus in the synaptic knob 
and are held in tiny vesicles before release. The \\1ay that neurotrans1nitters cross the synapse, from 
presynaptic membrane to postsynaptic 1nembrane, ensures that a signal can only pass in one 
direction across a typical synapse. 

Theme C: Interaction and interdependence - Cells 



♦ Acetylcholine (ACh): 
a neurotransmitter that 
functions in both the 
central and peripheral 
nervous systems. 

Lin!,. 

The structure and 
function of motor 
units in skeletal muscle 
are covered in Chapter 
83.3, page 332. 

S Define the term 
neurotransmitter. 

6 Draw and 
annotate a 
diagram of a 
synapse to indicate 
its structure and 
function . 

7 Identify the role 
of the: 
a Golgi apparatus 
b mitochondria 

in the synaptic 
knob. 

C2.2 Neural signalling 

Acetylcholine (ACh) is a comn1only occurring neurotransmitcer substance (the neurons that release 

acetylcholine are knov.rn as cholinergic neurons - see page 456). Another common neurotransrnitter 

substance is norcpinephrine ([ound in adrenergic neurons). ln the brain, the comtnonly occurring 

transmitters are glutarnic acid and dopamine. 

TOD j ' 

Acetylcholine exists in many types of synapse, including neuromuscular junctions. 

Neuro1nuscular junctions are a specialized synapse becvveen a n1otor neuron nerve ending and its 

muscle fibre. They are responsible for converting electrical ilnpulses generated by the 111otor neuron 
into electrical activity in the muscle fibres. When an action potential arrives at tl1e neuron1uscular 

junction, vesicles of acetylcholine are released and the transmitter molecules bind to receptors on the 

sarcoplas1n (this is the plasma n1e111brane of the n1uscle fibre). This triggers the release of calcium 

i.ons fron1 the sarcoplasn1ic reciculu1u. vvhich leads to muscle contraction (see page 327). 

Steps of synapse transmission 

Release of neurotransmitters from a presynaptic membrane 
1 The arrival of an action potential at the synaptic knob leads to a change in polarity of the 

presynaptic membrane, ~vhich opens calcium ion channels in the 1nen1brane, and calcium ions 
flo,v in fro1t1 the synaprjc cleft. 

2 The calcium ions cause vesicles of transmitter substance to fuse ,vi.th the presynaptic membrane, 

releasing transnutter substance into the synaptic cleft. The calciun1 therefore acts as a signalling 
chemical i.nside a neuron. 

■ Generation of an excitatory postsynaptic potential 
3 The transmitter substance diffuses across the synaptic cleft and binds ,¥ich a specific 

receptor procei n. 

In the postsyuaptic ine1nbrane, there are specific receptor sites for each crans1nitter substance. 
Each of these receptors also acts as a channel in the membrane, ,vhich allo,vs a specific ion 

(e.g. Na", c1- or some other ion) co pass. The attachment o[ a transmitter molecule ro its receptor 

instantly opens the ion channel. 

vVhen a n1olecule of ACh attaches to its receptor site, an Na+ channel opens. As the Na+ ions 

rush into the cytoplasn1 of the poscsynaptic neuron, a reversal of pola1i ty of the postsynaptic 
me1nbrane occurs. l\s n1ore and n1ore n1olecules of A Ch bind, it becon1es increasingly likely tbac 

the reversal of polarity ,vill reach the threshold level (see more on page 481). When it does, an 

action potential is generated in the postsynaptic neuron. This process of build up to an action 

potential i.n the postsynaptic n1embranes is called facilitation. 

4 The cransmitter substance on the recepr.ors is immediately inactlvacecl by enzyme action. 

For example, r.he enzyme cholinesterase hydrolyses ACh to choline and ethano'ic acid, \vhjch are 

inactive as neurotransmjtters. This causes the ion channel of the receptor protein to close, and so 

allO\VS the resting potencial in the postsynaptic neuron to be re-established. 

5 The inactivated products from the transmitter re-enter the presynapnc knob, are resynthesized 
into neurocransn1itter substance and packaged for reuse (Figure C2.2.8). 



how a synapse works 
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(e Common mistake 

When discussing how the neurotransmitter crosses the synapse, it is not enough to say that it 
'moves' across the synaptic cleft -you must say that the neurotransmitter reaches the postsynaptic 
membrane by diffusion, from high concentration to low concentration. 

(e Common mistake 
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Do not forget to refer to to the removal of the neurotransmitter by an enzyme such as 
cholinesterase when discussing how the synapse functions. 
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■ Figure C2.2.8 Chemical transmission at the synapse 
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♦ Depolarization: 
a temporary and local 
reversal of the resting 
potential difference 
of the membrane that 
occurs when an impulse 
is transmitted along 
the axon. 
♦ Repolarization: 
return of polarity towards 
the resting potential 
following depolarization, 
♦ Voltage-gated 
channels: a type of 
transmembrane protein 
that forms ion channels 
activated by changes 1n 
the electrical membrane 
potential of a neuron. 

ink 
Voltage-gated 
channels are also 
covered in Chapter 
B2.1, page 240. 

C2.2 Neural signalling 

Depolarization and repolarization 
during action potentials 
An action potential is t1iggered by a stin1ulus that i.s received at a receptor cell or sensory nerve 
ending. The energy of the stilnulus causes a ten,porary and local reversal of the resting potential. 

The result is that the me111brane is briefly depolarized. Follov,ing the action potential there is a 

return of polarity to,vards the restiJ1g potential - tl1is is kno,vn as repolarization. \,\then the restiJJg 

potential has been restored, the axon is said to be repolarized. 

This change in potential across the membrane occurs because of ion channels in the men1brane. 

These special channels are globular proteins chat span the membrane. They have a central pore \Vith 

a gate rhac can open and close. One Lype of channel is permeable to socliu1n ions and another ro 

potassium ions. During a resting porencial these channels are all closed. 

The transfer of energy of che stimulus first opens the gates of the sodium channels in the plasn1a 
membrane and sodiu1n ions diffuse in, do,vn their eleccrochemical gradienc. Because the channels 

open due co changes co che pocential difference (voltage) across the n1en1brane, they are called 

voltage-gated channels. 

Too t[o! 

Sodium ions are predominantly found outside the membrane and, when they enter the neuron, their 
positive charges increase in that part of the membrane inside the cell , Positively charged potassium 
ions are predominantly found inside the cell and, when they flood out, the inner side of Lhe membrane 
becomes more negatively charged. 

What causes an e lect rochemical gradient? 
The elecrrochemical gradient of an ion is due to ics electrical and chemical properties. 

• Electrical properties are due to the charge on the ion (an ion is attracted to an opposite charge). 

• Chemical properties are due to concentration in solution (an ion tends to move from a high to a 

lO\V concentration). 

Wich sodium channels opened, the cytoplas1n of che neuron fibre (che incerior) quickly becomes 

progressively more positive \\'1th respecc co the ourside. \Vhen the charge has been reversed from 
-70 mV to + 40mV (due co che electrochemical gradient), an accton pocential has been created in the 

neuron fibre (Figure C2.2.9). 

The change in potential difference (voltage) causes further sodiun1 channels to open. 

These channels open or close depending on a certain chreshold 1nembrane potential being reached. 

Ahnost in1111ediately an action potential has passed, the sodiun1 channels close and the pocassiu1u 

channels open, agam caused by a change m the pocential difference of the 1nembrane (and are 
therefore called voltage-gated pocassiun1 channels). Now, potassiu1n ions can exit che cell, again 

do,vn an electrochemical gradient, into the tissue fluid outside. The intetior of the neuron fibre starts 

to becon1e less positive again. Repolarization occurs. Then, the potassiun1 cham1els also close. 

Finally, the resting potential is re-escablished by the action of che sodium-pocassiun1 pun1p and the 

process of facilitated diffusion. 
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Ion movements during the action 
potential: 

1 During the resting potential the ion channels for 
Na• ions and K• ions are both closed. 

2 Na• channels open and Na+ ions rush in 
(by diffusion). 

3 Interior of axon becomes increaslngly more 
positively charged with respect to the outside. 

4 Equally suddenly, Na+ channels close at the 
same moment as K• channels open and K• ions 
rush out (by diffusion) 

5 Interior of axon now starts to become less 
positive again. 

6 Na•tK• pump starts ~vorking, Logether with 
facilitated diffusion, so that the resting potential 
is re-established. 

-70 1 ----·-l-····· ' ... . 6 ' . ~ 
;~ L restmg potential ! ! L h~erpolarization 

0 1 2 3 4 5 6 7 
time/ milliseconds 

action potential in a neuron 

■ Figure C2.2.9 The action potential 

• 

ATL C2.2C 

Explanations in biology are often complex, such as how the action potential works. By making 
links to existing biological knowledge, and subdividing complicated processes into smaller 
'chunks', difficult biological ideas can be better understood and remembered, 

The following video shows you how the action potential can be broken down into a series of 
processes that draw on your existing knowledge of biology to explain key ideas in a coherent and 
easy-to-follow way; www.youtube.com/watch?v=7Eyhs0ewnH4 

Create a poster showing the events of the action potential, summarizing key processes in a simple 
and visually memorable way. Keep this for future reference - it wlll be useful when you come to 
revise this topic! 
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♦ Refractory period: 
the period im1r1ediately 
following stimulation 
when a nerve or muscle 
is unresponsive to further 
stimulation. Dunng this 
period the voltage-gated 
sodium channels are closed 
and will not respond to 
changes in voltage. 

8 Sketch and 
annotate a graph 
showing an action 
potential. 

9 Describe how an 
action potential is 
generated. 

♦ Threshold potential: 
the critical level to which 
a membrane potential 
must be depolarized in 
order to start an action 
potential. If the threshold 
1s not reached, the 
neuron remains at rest 
and an action potential is 
not triggered, 

C2.2 Neural signalling 

■ The refractory period 
During the resting potential, sodiun1 ions are predominantly outside the neuron and potassiu1n ions 

mainly inside. Following depolarization (sodiun1 influx) and repolarization (potassiun1 effiux), this 

ionic distribution is largely reversed. Before a neuron can fi.re again, the resting potential must be 

restored via the soclium-potassiun1 pump. For a brief period, therefore, following the passage of an 
action potential, the neuron fibre is no longer excitable. This is the refractory period, and it lasts 

only 5-10 milliseconds in total. The neuron fibre is not excitable during the refTactory pe1iod 

because there is a large excess of sodium ions inside the fibre and further influx is impossible. 

Subsequendy, as the resting potential is progressively restored, it becomes increasingly possible for 

an action potential to be generated again. Be.cause of the refractory period, the 1naximum frequency 

of impulses is between 500 and 1000 per second. 

Because areas of the n,embrane that have recently <lepolarize<l ,.vill not depolarize again due to the 

refractory period, the action potential only travels in one direction . 

f • Common mistake 

It is incorrect to say that the sodium- potassium pump causes the falling phase of the actfon 
potential by pumping Na• ions back out of the neuron. It is the opening of potassium channels, 
causing potassium to leave the interior of the axon, that returns it to a negative potential difference. 

■ The all-or-nothing principle 
Sri n,uli have widely different strengths: for example, contrast a light touch and the pain of a Anger hi t 

by a hammer. A srin1ulus must be at or above a n1inin1um intensity, known as the threshold 

potential, to initiate an action potential (.see Figure C2,2.9). Either the depolarization is sufficient to 

Fully reverse the potential difference in the cyroplasn1 (from - 70 n1Y to + 40 mV) or it is not. If not, no 

action potential arises. There is a need ror a thresh.old potential to be reached for sodium channels to 

start to open. With all sub-threshold stimuli, the influx o[ sodiun1 ions is quickly reversed and the 

Full resting potential is re-established. 

However, as the intensily of the sri1nulus increases, the frequency al which the action potentials pass 

along the fibre increases (the incliviclual action potentials are all or slandarcl srrengrh). For example, 

,vith a very persistenr stimulus, acrion potentials pass along a fibre al an accelerated race, up to the 

rnaximum possible permitted by the refracrory period. This means the effector (or rhe brain) can 

recognize the intensily or a sti1n ulus fro1n the frequency of acLion potentials (Figure C? .2.10). 

stimuli below the 
threshold value: not 
sufficient to reverse polarity 
of the membrane to 
+40mV 

no action potential 

brief stimulus just above 
threshold value: needed 
lo cause depolarization of 
the membrane of the 
sensory cell. and thus 
trigger an impulse 

stronger, more persistent much stronger stimulus: 
stimulus has stimulated almost the 

maximum frequency of 
tmpulses 

I\ 
I 

[\ I\ I\ I\ I\ 1· .. ·--1 J\J\/\/\1\l\l\(\J\ -..-- ~~I 
stimulus stimulus stimulus stimulus stimulus 

stan.s stops stal'ls stops 

■ Figure C2.2.10 Weak and strong stimuli and the th reshold value 
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A 

time 

Propagation of an action potential 
as a result of local currents 
The area of the axon that is depolarized <luting the action potential sets up local currents: positive 

charges flo,v to,vards adjacent negative areas and depolarize the adjacent men1brane. Consequently, 

the action potential is conducted along the axon . 

part of axon 
(cut open) 

+ + + + + 
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■ Figure C2.2.11 Diffusion of sodium ions both Inside and from outside an axon can cause the 
threshold potential to be reached 
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As sodium ions enter r.he axon, causing depolarization, they llo\v to adjacent areas, ,vhich causes 

these areas to become less negative. This leads to further depolarizing and r.he opening of voltage

gated sodium channels, This causes the action potential to move along the axon. The areas of rhe 

membrane that have recently depolarized \Vill not depolarize again because of che refractory period, 

,vhich means that the action potential vvill only travel in one clireccion. 

+ 

+ 

Action potentials are therefore propagated along the axons of neurons via local currents. Local 
currents induce depolarization of the adjacent axonal n1en1brane and, ,vhere this reaches a threshold. 

further action potentials are generated. 

Oscilloscope traces showing resting potentials 
and action potentials 
Oscilloscopes are scienrific insrru1nents that can be used to measure the membrane potential across 

ao axon 1nembrane. Data are displayed as a graph, ,vith time (in milliseconds) on the x-axis and 

membrane potential (in 1nillivolts) on the y-axis. The graph shov,s Lhe events of an action potential 

(see graph in Figure C2 2.9. page 480). 

B 

(II) 
"- (111) 

(I) 

(IV) 

You need to be able co interpret an oscilloscope u-ace io relation 

to cellular events relating to generation of an accion potential. 

The oscilloscope trace allows the number of tmpulses per second to 

l1e measured. 

Figure C2.2.12 shows nvo oscilloscope traces of specific events in an 

axon of a poscsynapcic neuron. 

10 Examine trace A and explain what has happened. 

■ Figure C2.2.12 Oscilloscope traces 
obtained from postsynaptic neurons 

11 In trace B, outline what specific events are occurring at the 
points labelled (I), (II), (Ill) and (IV). 
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♦Saltatory 

conduction: how an 
electrical impulse ju,nps 
from node to node 
along a myelinated axon, 
speeding the arrival of the 
impulse (in comparison 
with the slower 
continuous progression 
of depolarization 
spreading down an 
unmyelinated axon). 

12 Explain why 
myelinated fibres 
conduct impulses 
faster than 
unmyelinated fibres 
of the same size, 

♦ Exogenous 
chemical: chemical that 
originates outside the 
body, e.g. drugs. 

C2.2 Neural signalling 

Saltatory conduction 
The IJresence of a myelin sheath affects the speed of transmission of the action potential. Only at 
the junctions in the sheath, at the nodes of Ranvier, is the axon rnembrane exposed. loo pu,nps and 

channels are grouped at nodes o[ Ranvier. Else\vhere along the fibre, the electrical resis tance of the 

111yeli n sheath prevents depolarization of the 1nembrane. The action potentials actually 'jump' fron1 

node to node. Thls is called saltatory conduction, n1ea1ung 'to leap' (Figure C2.2.13). This greatly 

speeds up the rate of tra'osmissi.on. 

By conrrast, unmyelina1ed dendrons and axons are common in invercebra1e an i1nals. Here, s1ep-by

s1ep clepolartza1ion occurs as the action potenLial flo1,vs along the entire surface o[ the f-ibres. This is a 

rela1ively slow process compared with salcatory conduction. 

direction of impulse 

Na• out Na- ,n localized circuit K'" out 

~tc----':\t;------------..------------4c~ 

t 
Na+ out axon rnyelin K+ out 
node of Ranvier sheath 

■ Figure C2.2.13 Saltat ory conduction between small gaps in the myelin sheath 

Effects of exogenous chemicals 
on synaptic transmission 
Drugs that interfere \Vlth the action of neurotransn1itters have been discovered. For exan1ple, some 

drugs an1plity the processes and increase postsynapnc rransn1ission. Nicoti.ne has this effect (see 
page 240). Drugs are exogenous chemicals because they origi.nate outside the body. 

Other d1-ugs inhibit the processes or synaptic transmission, in effect decreasing synapric 

transmission. Beta blocker drugs have these effects and are used in the treannent or high blood 

pressure. Other drugs are sri n,ulanrs, speeding up the transmission or electrical impulses, such as 

an1phetamines. 

An understanding of the workings o[ neurotrans1nitters and synapses has led to the development of 

numerous pharmaceuticals [or the rreaanenr of mental and neurological disorders. 

■ Neonicotinoids 
Neonicotinoids are a type of pesticide that co1nplecely block synaptic transmission at the cholinergic 
sy,1apses (synapses chat have receptors that are activated ,vhen they bind to acecylcholi.ne) of insects. 

They are si.milar i.n structure to rucotine. 

• Neonicotinoicls bind to acetylcholine receptors in synapses i.n the CNS of insects, blocking the 

binding ot acetylcholine, inhibiting synaptic transmission. 

• They cannot be broken do\vn by acetylcholinesterase and so their effects are irreversible_ 

• There are issues about their unpact on the ,vider insect con1n1unity - concerns have been raised 

about their effects on honeybees. 
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Cocaine 
Cocaine is an example of a drug that blocks reuptake of 

neurotransn1itters. Cocaine ptimarily affects dopamine 
- a neurotransmitter th.at plays an important role in the 

brain's 're\vard and reinforcement' systems. It also affects 

the neurotransmitters serotonin and norepinephrine. 

The drug prevents neurotransmitter 1nolecules from being 

taken back up into the cell. Cocaine \Yorks by binding to 

the transporters that normally remove the excess of these 

neurotransmitters from the synaptic gap. It prevents the1n 
from being reabsorbed by neurons and therefore increases 

their concentration in the synapses. As a result, the natural 

effect of the neurotransnlitter on the postsynaptic neurons 

is an1plified. The group of n1odified neurons produce 1nuch 
more dependency (frotn dopan1ine), feelings of confidence 

(from serototlin) and energy (frotn norepinephrine), 

typically experienced by people who take cocaine. 

■ Figure C2.2.14 Cocaine blocks the re uptake 
of neurotransmitters such as dopamine 

fn chronic cocaine consumers, the brain comes to rely on 

th is exogenous d rug to rnaintain the high degree or 

pleasure associated with the artiJicially elevated levels of' 

neurotransn,itters. The brain responds to increased 

dopamine levels by synthesizing ne\v dopamine receptors: 

if' cocaine consumpLion ceases and dopamine levels return 

to normal, this increased level or sensitivity produces 

cravings and depression. 

13 Outline how exogenous chemicals affect synaptic 
t ransmission. 

♦ Inhibitory synapse, 
synapse at which arrival 
of an impulse blocks 
forward transmissions 
of impulses in the 
postsynaptic membrane. 

♦ Hyperpolarization: 
change of a neuron's 
membrane potential 
to a more negative 
value; when a neuron 
is hyperpolarized, it is 
less likely to generate an 
action potential. 

• 

Inhibitory neurotransmitters and generation 
of inhibitory postsynaptic potentials 
ln the introduction to the \Vorking of the chemical synapse, an e..'Xcitatory synapse was described 

(page 477). The inco1ning action potential excued the postsynaptic me1nbrane and generated an 
action potential that ,vas transn1icced along the postsynaptic neuron. 

Some synapses have the opposite effect. These are kno\vn as inhibitory synapses. Here, release of 

the neurotransmitter into the synaptic cleft triggers the opening of ion channels in the postsy,1aptic 

membrane through which chloride ions enter, or channels through \Vhich potassiun1 ions leave. ln 

either case, the interior of the postsynaptic neuron becomes more negative (,ve say it is 

hyperpolarized). This makes it more difficult for the postsynaptic cell co generate a nerve i1npulse in 

response to excitation by ocher (excitatory) synapses present on the sa1ne postsynaptic cell. 

Some neurotransmitters excite nerve impulses in postsynapt ic neurons; others 
inhibit them. There are complex interactions between the activities of excitatory and 
inhibitory presynaptic neurons at the synapses, operating w ith a very great number of 
connect ions between the very large numbers of neurons present. 

Theme C: Interaction and interdependence - Cells 
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■ Figure C2.2.15 Integration of multiple synaptic inputs 

♦ Summation: the 
process that determines 
whether or not an 
action potentia I wil I 
be generated by the 
combined effects of 
excitatory and inhibitory 
signals, both from 
multiple simultaneous 
inputs (spatial summation) 
and from repeated inputs 
(temporal summation). 

C2.2 Neural signalling 

Summation 
In general, at a synapse an action potential ,vill only be generated in the postsynaptic neuron if the 

co1nbined effects of the excitatory action potentials and inhibitory action potentials exceed the 
threshold level. As ,ve have already seen, the action potential is an all-or-nothing event: if the 

threshold potential is not reached through the additive effect of postsynaptic potentials -
summation - then the action potential ,vill not be generated. ln excitatory synapses, the inco1ning 

action potential excites the postsynaptic membrane and generates an action potential that is 

transmitted along the postsynaptic neuron. Inhibitory synapses make it 111ore difficult for the 

postsynaptic cell to generate a nerve in1pulse in response to excitation by other (excitatory) synapses 

present on the san1e postsynaptic cell. Several in1pulses may arrive at the synapse in quick 

succession from a single axon, causing an action potential in the postsynaptic neuron 
(temporal sun1mation). 

Alternatively, impulses from several different axons n,ay contribute to the total (spatial sum1nation} 

Summation contributes to the decision-making processes or the brain, for example. In each case, ~he 

additive effect of the different postsynaptic potentials needs to be SL1fficient to reach the threshold 

potential of the axon in order to stimulate an action potential. 

There are complex interactions bet\veen the activities of excitatory and inhibitory presynaptic 

neurons at the synapses, operating with unitnaginably nun1erous connections between the vast 
nun1bers of neurons present (Figure C2.2.15). 



■ Figure C2.2.16 Skin 
nerve endings have 
positively charged ion 
channels that open in 
response to a stimulus 
such as high temperature, 
acid, certain chemicals 
(such as capsaicin in chilli 
peppers) and mechanical/ 
physical sensation 

Perception of pain by neurons with 
free nerve endings in the skin 
There are a variety of djfferent receptors that respond to different stimuli. Signals fron1 the skin 
n1ay be conveyed by physical change (n1echanoreceptors), temperature (thermoreceptors) or pain 
(nociceptors). Many neurons end in encapsulated receptors (i.e. covered). Free nerve endings, as their 
name in1plies, are unencapsulated dendrites of a sensory neuron. They detect stimuli that may lead to 
damaged tissue. They are con1monly found in skin, the cornea of the eye, pulp of teeth and n1ucous 
n1embranes. Free nerve endings are the n1osc comn1on nerve endings in the skin, and they extend into 
the n1iddle of the epidermis. f ree nerve endings respond to a va1iecy of different stin1uli. 

Stimuli cause channel proteins to open and allow positively charged ions ro diffuse into the axon. 
These channel proteins are kno,vn as transient receptor potential (TRP) channels (Figure C2 2.16). 
There are many different types ofTRP, each composed of unique proteins. TRPs ace as sensors in 
the epidermal layer of che skin : in response to a specific stimulus, they open an ion channel rhac 
lees positive ions no,v inside the neuron. The positively charged ions enter the axon and cause the 
threshold level co be reached, generating an action potential. The action potential passes along the 
sensory neuron axon, which connects to other neurons in the central nervous system. The impulse 
reaches the brain, vvhere it is perceived as pain. One member of this group of channel proteins, 
TRPAl , is a sensor for a wide variety of noxious external srimuli such as intense cold, pungent 
compounds, reactive chemicals and endogenous signals associated \vi r.h cell damage. 

temperature acid 

membrane 

specific chemicals 

J 
~ + ~ + ~ + 

4-+ a .. ~+ __ _ 

mechanical/physical 
sensation 

positively charged ions 

channel protein 

action potential 

Capsaicin is a chemical con1pound found in chilli peppers. Anorherin rhis group of channel 
proteins, TRPV l, is a single protein ,nolecule that can tespond to both heat and capsalcin . l-lo,v 
did a thern1osensor like TRPV I becon1e sensitive to a plant product hke capsaicin7 One answer 
is that TRPVl evolved in so1ne animals as ten1perature sensors and that certain plants then 
developed compounds that \vould activate these sensors in order to deter consun1ption of the plants 
by predators. Plants that produced capsaicin \vould therefore have a survival and reproductive 
advanrage, and becon1e n,ore ,videspread in the population o[ that species. Plant evolution therefore 
drove the dual [unction of the sensors. 

Theme C: Interaction and interdependence - Cells 



I ir le 
The cerebral 
hemispheres of the 
brain are also covered 
in Chapter C3.1, 
page 498. 

■ Figure C2.2.17 
The human brain 

C2.2 Neural signalling 

Going further 

When mammals eat chilli peppers, they tend to destroy the seeds with their molars. 
Unlike mammals, birds have beaks and so pass most of the seeds through their digestive 
system undamaged. When they defecate, they spread viable chilli pepper seeds to new 
locations. Mammals respond to the capsaicin in chillies and detect the chemical as pain -
this deters thern from eating chillies. Why do birds continue to eat chillies? 

Birdwatchers often add chilli pepper to seeds in their feeders to deter squirrels, 
raccoons and other mammals while leaving the birds unaffected. This is because, while 
mammals have the standard form of TRPV1 , activated by both capsaicin and heat, birds 
do not respond to capsaicin. When the TRPV1 gene is extracted from birds, a variant 
form of TRPV1 is seen, which responds to heat but not capsaicin. Examination of the 
sequence of bird DNA indicates that exact locat ion on the inner surface of the cell's 
outer membrane that is necessary for capsaicin binding. Chilli peppers use birds as a 
dispersal agent - coevolution between chil lies and birds enabled this mutually beneficial 
system to develop. 

-n{P [unction can have effects on the perception of pain in other ways. Skin that has become 
sunburnt causes a se1ies of inrtarnmatory processes in the skin, including the production of 
con1pounds called prostanoids and bradykinin. These chemicals have the property of reducing 
the temperature th reshold ofTRPVl activarion fro n1 43 °C to 29°C. This results in a typical ,-vater 
te1nperature for a bath or sho\ver rhen feeli ng too hot, resulting in a painful burning sensation. 

Consciousness 
The cerebral hemispheres make up a larger proportion of the brain and are more highly developed in 

humans than in other animals. 'Each hemisphere is divided into four lobes. each lobe being named after 

tbe bone of the cranium that. covers ic. The human cerebra] cortex has become enlarged, 1,rincipally 

by an increase in total area, ,vith extensive folding to accommodate it within the confines of the skull. 

Consequently, each he1nisphere bas a vastly extended surface, achieved by folding with deep grooves. 

The cerebral he1nispheres are responsible for higher order functions. The dhrision of ducies ot c.he t,vo 

hemispheres is listed in Table C2.2.4. 

■ Table C2.2.4 Inputs and control duties in the cerebral hemispheres 

Left cerebral hemisphere 

receives sensory inputs from sensory receptors in the 
right side of the body and the right side of the visual 
field of both eyes 

Right cerebral hemisphere 

receives sensory inputs from sensory receptors in the 
left side of the body and the lef t side of the visual 
field of both eyes 

controls muscle contraction in the right side of the body controls muscle cont raction in t he left side of the body 

cerebrum 

hypothalamus 

► 

pituitary gland 

- cerebral 
cortex 

brain in section (formed by 
enlargement and folding of fore-, 
mid- and hindbrain regions) 

cerebral hemispheres 

cerebellum 



♦ Consciousness: 
the qualitative feeling 
that is associated with 
perceptions such as 
colour, temperature or 
sound, together with 
the deeper processes of 
reflection, communication 
and thought. 

I tnk 
Emergent properties 
are discussed in detail 
in Chapter C3.1, 
page 491. 

The sur[ace of the cerebral he1nispheres, kno\vn as the cerebral cortex (Figure C2.2.17), is covered 

by grey 1natter about 3 mrn deep and is densely packed v:ich un1nyelinated neurons (known 

as pyra111idal cells). These cells have a tnass of dendrites and a very large nu1nber o[ synaptic 

connections. Belo.v this, the bulk of the cerebral he1nispheres consists of white matter. This is made 

up of myelinated neurons that connect the cerebral cortex with the 1nidbrain, hindbrain and spinal 

cord. Beneath, the right and left he1nispheres are connected by tracts of Cibres. 

Consciousness is often described as the 'mind's subjective experience'. A robot can unconsciously 

detect conditions such as colour, temperature or sound, \vhereas consciousness describes the 

qualitative feeling that is associated \¥ith those perceptions, together \vith the deeper processes of 

reflection, communication and thought. The development of brain-scanning technologies such as 

electroencephalography (EEG), magnetic resonance imaging Gv!RI) and funccional magnetic 

resonance imaging (f!v!RI). have enabled scientistS to research the mechanisms in the brain that are 

associated ,vith the conscious processing of information (Figure Q.2.18). 

Research has shown that consciousness is a property that emerges from the interaction 
of individual neurons in the brain. Emergent properties such as consciousness are 
another example of the consequences of interaction. 

ln EEG, electrodes consisting of small metal discs with thin \vtres are attached to the scalp. The electrodes 

detect tiny electrical charges that result from the activity of brain cells. The charges are amplified and 

appear as a graph on a computer screen, or as a recording that may be printed out on paper. 

Using lMRI, the precise parts of a living, healthy, functioning brain that are activated ,vhen a 

particular activity occurs can be mapped accurately. This technique is entirely non-invasive. 

furthermore , it can detect activi ty any.vhere in the brain, and ~vith high resolution. Results of a scan 

are generated quickly. 

MRI uses a po~verful magnetic field to produce detailed images. 

lt ~1orks by measuring the ,vay the vast number of hydrogen 

atoms present in d1e body's water molecules absorb and then 

emit electromagnetic energy The nucleus of each hydrogen atom 

(a single proton) is, in effect, a tiny 1nagnet; in a strong magnetic 

field , these line up - as compass needles do in a magnetic 

■ Figure C2.2.18 Image showing use of fMRI 
to provide early detection of consciousness in 
patients with severe traumatic brain injury 

field. In the process of a scan, a pulse of radio waves is applied, 

sufficient to causer.he hydrogen nuclei to change orientation. 

'vVhen the pulse is s,virched off, the nuclei revert to their original 

orientation and each nucleus emitS a sign al (at radio frequencies). 

From this signal, the scanner can \vork out the three-dimensional 

location of each nucleus. 

• • 

fMRI is an advanced forn1 of MRI that detects the parts of the brain that are active ,vhen the body 

perfonns particular tasks. Brain cells always require energy and a good supply of oxygen, but during 

petiods of intense activity the demand for these resources increases locally. The scanner can detect 

an increase in red blood cell OJ>.')'genation at the site of special neural activity; the technique for tlus is 
kno,vn as blood ox-ygen level dependent (BOLD) contrast. The increase in blood flo\v to the most active 

areas is detected due to the difference between signals arising fro1n hydrogen nuclei in \Vater n1olecules 
in the neighbourhoods of (a) oxyhaen1oglobin and (b) deoxyhae1noglobin. When the concentration of 

oxyhaemoglobin increases, the fMRI signal 1ises . 

Theme C: Interaction and interdependence - Cells 
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The data obtained from fMRl scans are trans[orined into three-di1nensional i1nages that record the 
regions of the brain that are 1nost active. This nev,1 brain-n1apping technique pern1its us to ,vork out 
the spacial organization of human brain function, do,vn to a sub-millimetre level. 

Scientists have begun to detern1ine ,vhich regions and circuits in the brain are most unportant for 
consciousness. The cerebral cortex has been kno,vn to be in1portant for consciousness since the 
nineteenth century. 1-io,vever, more recent research has sho,vn that consciousness is not confined 

to only one region of the brain, and Lhat various cells and pathways are engaged, depending on the 
stimulus. Data collected by fMRI sho,ved that the brains of healthy individuals had more co1nplex 

patterns of coordinated signalling that also changed constantly, con1pared ,vith people in 111ini1nally 
conscious states and those under anaesthesia. Studies of brain function using people at varying levels 
of consciousness provide data that enable us to determine the 111echanisms involved. 

ATL C2.2D 

What is consciousness and how can research on the brain help to answer this question? 

Read this article and summarize the main points in a mindmap or poster: 

www.nature.com/a rticles/d41586-018-05097 -x 

Points you may want to consider: 
• What are qualia and can they be meaningfully studied by science? 
• What happens to consciousness after an operation on the cerebel lum? 
• Can a theory of consciousness be developed? 

The attempt to develop a 'theory of consciousness' represents 
an interesting intersection between biology and philosophy. 
The philosophy of mind is a field of philosophy that attempts 
to conceptualise the relationship between facts related to 
mentality (consciousness) and facts related to the physical 
world as described by neuroscience. Since the scientific method 
requires observation of events in the world, the status of an 
individual's mental state, which can only be observed by that 
individual, is seen by some to be problematic and represents 
the limits of scientific knowledge. If science requi res shared 
observations and if consciousness cannot be shared (no-one 
else can experience your feelings, sensations or thoughts}, 

Physicalists deny this, claiming that any knowledge about 
consciousness will really only be knowledge about the brain or 
brain processes; there is nothing other than physical processes 
to be known. Dualists, however, believe that knowledge of 
consciousness represents knowledge about distinct events, 
properties or even substances, meaning that there is a whole 
world of other facts that science cannot fu lly explain. 

These are philosophical theories (as opposed to scientific ones) 
because they move beyond what we can observe and make 
claims about what is real; physicalists say only physical facts 
are real, and dualists say that reality is comprised of other, 
non-scientific facts related to consciousness. 

Today, the brain is known to be the seat of consciousness, 
but the nature of consciousness (whether it is best thought then consciousness seems to be beyond the scope of the 

natural sciences. of as physical process, like running, or whether it is somehow 
beyond the descriptive power of science) is still hotly debated. 

C2.2 Neural signalling 

ATL C2.2E 

How does the anatomy of the human nervous system compare to that in other animals with a very 
different evolutionary origin? Another intelligent animal is the octopus. Read the following article about 
the nervous system of an octopus: www.scientificamerican.com/article/the-mind-of-an-octopus 

Carry out your own research about this intelligent animal. What is it like to be an octopus? 
Produce a short article or poster that summarizes your findings, 

' 
In what ways are biological systems regulated? 
How is the structure of specialized cells related to function? 



• 

Guiding questions 

• What are the roles of nerves and hormones in the integration of body systems? 

• What are the roles of feedback mechanisms in the regulation of body systems? 

SYLLABUS CONTENli 

This chapter covers the following syllabus content: 
► C3.1.1 System integration 
► C3.1.2 Cells, tissues, organs and body systems as a hierarchy of subsystems that are 

integrated in a multicellular living organism 
,. C3 .1.3 Integration of organs in animal bodies by hormonal and nervous signalling and 

by transport of materials and energy 
► C3.1.4 The brain as a central information integration organ 
► C3.1.5 The spinal cord as an integrating centre for unconscious processes 
► C3.1.6 Input to the spinal cord and cerebral hemispheres of the brain through 

sensory neurons 
► C3.1.7 Output from the cerebral hemispheres of the brain to muscles through 

motor neurons 
► C3.1.8 Nerves as bundles of nerve fibres of both sensory and motor neurons 
► C3.1.9 Pain reflex arcs as an example of involuntary responses with skeletal muscle as 

the effector 
► C3.1.10 Role of the cerebellum in coordinating skeletal muscle contraction and balance 
► C3.1.11 Modulation of sleep patterns by melatonin secretion as a part of 

circadian rhythms 
► C3.1.12 Epinephrine secretion by the adrenal glands to prepare the body for 

vigorous activity 
,. C3 .1.13 Control of the endocrine system by the hypothalamus and pituitary gland 
► C3.1.14 Feedback control of heart rate following sensory input from baroreceptors 

and chemoreceptors 
► C3.1.15 Feedback control of ventilation rate following sensory input from 

chemoreceptors 
► C3.1.16 Control of peristalsis in the digestive syst em by the central nervous system and 

enteric nervous system 
► C3.1.17 Observations of tropic responses in seedlings (HL only) 
► C3.1.18 Positive phototropism as a directional growth response to lateral light in plant 

shoots (HL only) 
► C3.1.19 Phytohormones as signalling chemicals controlling growth, development and 

response to stimuli in plants (Hl only) 
► C3.1.20 Auxin efflux carriers as an example of maintaining concentration gradients of 

phytohormones (HL only) 
► C3 .1.21 Promotion of cell growth by auxin (HL only) 
► C3.1.22 Interactions between auxin and cytokinin as a means of regulating root and 

shoot growth (HL only) 
► C3.1.23 Positive feedback in fruit ripening and ethylene production (HL only) 

Theme C: Interaction and interdependence- Organisms 



♦ Integration: the 
ability of interacting parts 
of a biological system to 
perform together and 
maintain a functioning 

organism or other 
biological system. 

ORGAN 
INTEGRATION 

t 
I CELLULAR I INTEGRATION 

t 
MOLECULAR 
INTEGRATION 

t 
GENES 

System integration 
Biological systems are very con1plex. Organisn1s are made of 1nany interacting parts, and an 
increased nun1ber or specialization of those parts leads to greater con1plexity and their n1any parts 
interacting in nun1erous ways. This is true for every level of organization, from molecules to 
ecosyste1ns (Figure C3.l.l). Interactions between systen1s or parts of systems n1eans there is 
integration bet,veen the syste1ns. 

- • 

System interaction and integration is a necessary process in living systems. Coordination 
is needed for component parts of a system to collectively perform an overall function. 

Systen1 integration is necessary for living systetns. To coUectively perfonn an overall function, 
coordination is needed between con1ponent parts of a sysren1. 

ORGANISM ECOSYSTEM 

Abiotic factors: 
climate, soil quality 

Biotic factors. 

Habitat 

't!!_ 
,t, 

Comm . , 
~ 

disease, parasites, 
competition, predators, 
decomposers: • 

■ Figure C3.1.1 System integration exists at every level of biological organization 

♦ Emergent property: 
a property gained by a 
complex system when 
the individual parts 
work together. 

Integration in multicellular organisms 
It can be said that 'cornplex systen1s are more than the sum of their parts'. But ,vhat does this mean? 
The function of a cell. for exa,n ple, depends on the collective behaviour of many molecular parrs all 
acting together. These collective properties - kno,vn as emergent properties - are an essential 
property of biological systems. You cannot understand or predict the overall syste1n's behaviour 
based on the individual parts alone; a 'holistic' approach is needed. Emergent properties arise from 
tbe interactions of the parts of the larger syste1n. 

Emergent properties arise from the interactions of the parts of the larger system. 
A hierarchy of subsystems work together to provide functions that the individual parts do 
not have. Emergent properties help living organisms better adapt to their environments. 

C3 .1 Integration of body systems 491 



ATL C3.1A 

Research one organ 
found in the body. How 
do the component 
cells and tissues work 
together to form the 
emergent properties of 
the organ? 

■ Figure C3.1 .2 
Tissues of part of the 
mammalian gut 

• 

Cells, tissues, organs <-1nd organ systems have their o,vn properties and represent a hierarchy of 

subsystems that are integrated in a multicellular living organism. Mulctcellular organisms, such as 

hun1ans, have properties that en1erge fron1 the interaction of their cellular con1ponents. This integration 
is responsible for emergent properties. The cells and tissues of the small intestine (Figure C312) have 

their own properctes and functions, but when they work together, they allow the ,vhole organ to can-y 
out the en1ergent propeities of peristalsis, digestion, food absorption and transport. 

Two of the many tissues that make up 
the gut are illustrated here. 

pavement epithelium 
a smooth, strong sheet 

~ of cells .. .... 

smooth muscle 
(circular and 
longitudinal) can \, 
contract and relax 
repeatedly for 
long periods 
w ithout fatigue 

TS small intestine, low power [LP) 

per1toneum -
(smooth nnlng) 

connective tissue - -fl+-+ 
(binds toge1her 
all the tissues) 

au achment to 
body wall 

I 

~ ;q1J=~ vil li (finger-like 
projections into 
the channel of 
the gul) 

The hierarchy of subsystems in multicellular organisms 
Cellular level 

The basic unir of lffe is the cell, and cells are formed by macromolecules. Each macromolecule in 

a cell determines the structure and func tion of the cell. Nucleotides form nucleic acids containing 

genes d1at determine an organisn1's characteristics. interactions bet\veen genes and a1nino acids 
determine ,vhich proteins are formed and the ultimate function of the celL 

Tissue level 

Multicellular organisn1s arrange cells into tissues, which are groups of similar cells th.at work together 

to perform a particular function. For exa1n ple, a single epithelial cell cannot form a protective layer 
,vhereas multiple epithelial cells can l'orm layers and other structures that can carry out func tions 

such as protection, secretion, absorption, filtration and sensory reception. 

The five types of tissues found in animals (including humans) perforn1 different functions: 

• epithelial tissue forms the linings o[ organs 
• connective tissue connects or separates, and suppori:s all the other rypes of tissues in the body 

• blood is considered a tissue because it is a collection of si1nilar specialized cells that serve 
particular functions 

• nervous tissue is comprised of neurons and allo,vs the body to receive stin1uli and 

coordinate responses 
• ·1nuscle tissue is made up of cells capable of generactng motion, such as pumping blood or 

111oving the body. 

Organs 
·Different types of tissues combine lo fonn organs thaL perfonn specialized fu nctions (see 

Figure CJ.1.2). The properties of an organ depend on the properties that en1erge as a result of 
interactions bet\veen tissues and other previous levels of organization. For exarnple, DNA detem1ines 

how cells form tissues and how tissues form organs . 

Theme C: Interact ion and interdependence - Organisms 



I Define the term 

emergent property. 

♦ Hormone: 
chemical messenger 
that is produced and 
secreted from the 
cells of the ductless or 
endocrine glands. 

♦ Endocrine glands: 
the hormone-producing 
glands that release 
secretions directly into 
blood plasma. 

♦ Endocrine system; 
the network of glands 
that produce hormones; 
they are released directly 
into the blood, where 
they travel to target 
tissues and organs 
throughout the body. 

Organ systems 

Organs forn1 organ systen1s. for example, the digestive system is forined from interactions becween 
the n1outh, oesophagus. ston1ach, liver, pancreas, gall bladder, sn1all intestine and large intestine The 

stomach cannot digest food ,vithout the enzyn1es and digestive fluids chat the gallbladder, liver and 

pancreas make. The interactions beC\veen the organs in a system are controlled at the 111olecular level. 

Organism level 

Organ systems together create an organism. The organism is the combined interaction at every level 
of organization - the ,vhole body cannot function without closely controlled systen1 integration 

at every level. Ultimately, genes determine cbe structure and [unction of the components of an 

organism, and ho,v they interact. 

An example of integration of body systems: the cheetah 

A cheetah (see Figure B3.3.l , page 326) is an effective predator tha11ks to the integration of its body 

systen1s as shov,11 in Table C3. 1.1. 

■ Table C3.1.1 The integration of body systems in the cheetah 

Hierarchy of 
subsystems Description 

Cel lular level Cheetah DNA provides the blueprints for its body shape and pigmentation of the fur to create 
spots for camouflage. These adaptations give the animal an advantage in hunting and hiding. 

Tissue level The cheetah has loose hips and shoulder jornts, and a flexible spine for running. The spine is 
very flexible, flexing and storing potential energy, which 1s released when the spine springs 
back as the animal moves forwards. Teeth are smaller than other big cats to allow for a larger 
nasal passage to enable quick air intake. 

Organ level The cheetah has an enlarged heart to ensure effective delivery of glucose and oxygen to 
muscles for rapid physical response. Eyes are positioned for maximum binocular vision to 
enable distances to prey to be assessed accurately. 

0 rgan system The breathing system enables rapid delivery of oxygen to muscles; the circulatory system 
level delivers blood to rnuscles and other parts of the body, whteh enables it to run at very fast 

speeds. 

Organism Built perfectly for chasing prey, with narrower paws than other big cats to have minimal contact 
level with the ground, blunt claws to increase traction, and a long tail to act as a counterbalance, 

enabling the animal to run at 69-70rnph with an acceleration of 0-45mph in 2.5 seconds. 

Integration of organs in animal bodies 
The integration of organs in animal bodies is controlled by horn1onal and nervous signalling, and by 
transport o[ 1narerials and energy. Nervous signalling is examined in Chapter C2.2 (page 46 7), and 

the honnonal systen1 will be outlined belo\V. 

Introducing the endocrine system 
Hormones are chemical substances that are produced and st.:creted from rhe cells of the ductless or 

endocrine glands (fron1 'endo' n1eaning \.vithin', and ·crine' = n1eaning 'secreting'). The network of 

glands throughour the body is known as the endocrine system. ln effect, ho1mones carry messages 

about rhe body- b1tt in a completely different ,vay from the nervous system. Hormones me k.no,vn as 

'chemical 1nessengers'. 

I Iormones are transported in the bloodscrea1n but they act only at specific sites called target organs. 

Although present in s1nall quantities, hormones are extremely effective messengers, helping LO 

control and coordinate body activities. Once released, honnones may cause changes ro specific 

1necabolic reactions of their target org,ms. Ilo\vever, they circulate in the bloodstream briefly. 

C3.1 Integration of body systems 



I 111 ~ 
How insulin regu lates 
blood glucose is 
covered in more 
detail in Chapter 
D3.3, page 761. 

Ln the liver, hormones are brol<en do,vn and the breakdo\vn products are excrete<l in the ki<l neys. 
So, long-acting hormones 111ust be secreted continuously to be effective. 

An exa1nple of a hormone is insulin, released fron1 endocrine cells in the pancreas. Insulin regulates 
blood glucose. Tbe positions of endocrine glands in the body are shown in Figure C3.l.3. 

pineal gland --~t---- secretes melatonin 
pituitary gland _____ _,_ _ _ 

adrenal glands 

to help regulate 
the body's 
circadian cycle 

hypothalamus 
secretes hormones 
controlling activity 
of the anterior 
pituitary 

thyroid gland 

epinephrine (controls -;::E:;"-:---T--pancreas (islets 
the body's 'fl ight or ---f--_;~ ~ of Langerhans) 
fight' response) insulin, glucagon 

(control blood 

ovaries/testes -=:::::9~==:~ sex hormones -
oestrad1ol lv-'::7 

and testosterone 

■ Figure C3.1.3 The human endocrine system 

sugar level) 

The endocrine glands are ductless glands (Table C3 1.2). 
■ Table C3.1.2 Endocrine glands 

Endocrine glands 

Description 

Examples 

these glands secrete hormones directly into the bloodstream 

at target organs, hormones trigger changes to specific metabolic reactions 

islets of Langerhans: secrete insulin (Figure D3.3.3, page 762), target organs: muscle and liver tissue 

posterior pituitary gland: secretes anti-diuretic hormone (ADH, Figure D3.3.13, page 776), target organs: collecting ducts of kidney tubules 

gonads: secrete sex hormones (page 709), target organs: the gonads and other body tissues 

pineal gland: secretes melatonin, target organs: tissues and organs that respond to our 'body clock' (Figure C3.1.10) 

ATL CJ.18 

Another set of glands in Lhe body are the exocrine glaf'\ds. These glands deliver their secrelfons via 
ducts, typically into the lumen of the gut or on to the body surface. Research exocrine glands and 
how their role differs. from the role of endocrine glands. 

You will encounter some exocrine glands in Chapter D3.3, for example sweat glands, which 
secrete sweat on to the skin's surface. 

Honnonal control of body function is quite different fro1n nervous control; the latter is concerned 
'Nith quick, precise comn1unication, ,vhereas hori11ones !nostly ,vork by causing specific changes in 
metabolism and development, ofren over an extended period of time. l lo,,.,ever, these contrasting systems 
are both coordinated by the brain - the nervous systen1 and hormones \.vork together Table C3.l .3 
distinguishes between the roles of the nervous sys1em and endocrine system in sending messages. 
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■ Table C3.1.3 Comparison of t he nervous and endocrine systems 

Nervous system Endocrine system 

Type of message electrical impulses; neurotransmitters chemical messengers 

Method of transmission neurons and nerves bloodstream 

Parts of the system central nervous system and peripheral nervous system glands 

Speed of action very rapid can be slow 

Length of ef fect short duration long duration 

Effectors muscles or glands at specific locations target cells in specific tissues 

Distance of action can act over very short distances as well as long can act over long distances 
distances (all parts of the body) 

Examples of processes controlled reflexes. e.g. blinking and pain reflex growth, development of reproductive system, 

• Assfmilation: uptake 
of nutrients into cel ls 
and the utilization of this 
material to provide energy 
and to synthesize new 
biological molecules. 

homeostatk mechanisms 

■ Transport of materials in t he blood system 
Products or digestion are absorbed fro1n the blood into body cells in a process called assimilation. 

The blood sysrem plays a role in rransporting materials ber,veen organs. Tn rhe firs1· stage o [ 

assin1ilacion, absorbed nutrients are transported fro1n the intesnne. Blood transports vita1n1ns and 
inorganic ions Lo all cells, and the products or digestion are absorbed into Lhe bloodstrea1n ~vhere 
they are transported to all cells in the body. 
• All the products of ca,bohydrate digestion pass from epithelial cells in the Ii ning of the small 

intes tine ro rhe bloodstream (capillarynerwork) by facilitated dilTusion. "tv[onosaccharide sugars 
(mainly glucose) dissolve and are u-ansported in blood plasn1a. fron1 here. they are transported to 
the liver and then to other parts or the body. ·rhe liver rnaintains a <:onsta11t level of blood sugar. 

• A.n1ino acids are accively transported i.uto the epithelial cells o[ the sLnall i.utestine by the accion 
of n1embrane protein pumps, and pass into the capillary nen~rork. They dissolve in the plasma 
and the bloodstream rransports them to the liver. I-lere, rhey contribute to rhe pool or reserves of 
an1ino acids from \Vhich new proteins are n1ade in cells and tissues all over the body. 

• The short-<:hain fatty acids (and glycerol) are absorbed by simple diffusion into the epithelial cells in 
the small i.nresci.ne. Fron1 inside the epid1eJial cells, the sho11-chai.n fatty acids diffuse our b1to the 
capillaries and are transported in the bloodstrean,,just li.ke the 111onosaccharides and an, ino acids. 

• Long-chain fatty acids are combined. with glycerol to reform triglyce,ides. T1iglyceri.des are 
hydrophobic and so cannot travel in blood plasn1a without first being modified. Triglycerides 
are coated with proteins in the smooth endoplasmic reticulum of epithelial cells. These <:01nplex 
□1olecules enter the lyn1ph systen, (a body systen, that <:ollects excess fluid ITolil the blood), 
which transports them into the blood ci.rculation at a point close to the heart. 

• vVaste proclucLs are also LransporLed in the blood plasn1a. Urea is produced by the breakdown 
o( an1it10 acids in the liver. It is a toXIc substance that is filtered fron1 the blood in the kidneys. 
Carbon dioxide is a ~vasce product or cellular respiration. Carbon dioxide is <:arrie<l by both blood 
plasma and red blood cells, and it is removed Erom the body i.n the lungs. 

The hepatic portal vei.n carries the products of digestion to the liver, 1.vbere glucose ,nay enter 
the liver cells aucl be converted to glycogen (page 763). Glucose re□1aining in the blood ,nay be 

converted to glycogen in □1uscle cells around the body. l3rab1 <:ells depend on a continuous supply of 
glucose from the blood circulation - they cannot store gly<:ogen. 

Oxygen combines with haemoglobin in red blood cells (Chaprer B3.l., page J9J) ancl is rransporred 
10 cells for use in aerobic respiracion . 

C3.1 Integration of body systems 



Integration by the central nervous system 

11 I k 
The central nervous 
system and peripheral 
nervous system are 
introduced in Chapter 
C2.2, page 467. 

The central nervous syste111 (CNS) consists of the brain and spinal cord (Figure C3.l.4). Nerves of 
the peripheral nervous systen1 (PNS) run to and from the central nervous systen1. Con1munication 
beGveen the CNS and all parts of the body occurs via the PNS. The rather con1plex layout of the PNS is 

sum1narized in Figure C3.l .4. 

■ Figure C3.1 .4 The 
organization of the central 
nervous system and 
peripheral nervous system 

central nervous 
system (CNS) 

brain spinal cord 

peripheral nervous system (PNS) 

somatic 
nervous system 

sympathetic 
nervous system 

parasympathetic 
nervous system 

The brain as a central information integration organ 
The human brain controls body functions (apart Erom those functions under the control of si1nple 
spinal reflexes) by: 
• receiving impulses from sensory receptors 
• integrating and correlating incoming information in association centres 
• sending impulses r.o effector organs (muscles and glands), causing bodily responses 
• storing information and building up an accessible memory bank 
• initiating impulses from itS oivo self-contained activities - the brain is also the seat of personality 

and emotions, and enables us to imagine, create, plan, calculate, predict and reason abstractly. 

The cerebral hen1ispheres 1nake up a large proportion of the brain (Figure C3.l.12, page 504) and are 
more highly developed in humans than in other animals. 

Nature of science: Science as a shared endeavour 

Research into memory and learning 

Brain function, and in particular its higher functions such as 
memory and learning, are still only poorly understood by 
scientists. Research was initially undertaken by psychologists, 
but increasingly molecular and biochemical techniques are 
being used. Cooperation and collaboration between groups of 
scientists has been essential in developing an understanding of 
brain fu nction. 

Scientists have investigated the brain of Henry Molaison (HM), 
a patient famous for having severe amnesia following surgery 
that removed most of his hippocampus (the part of the brain 
associated with memory, emotions and motivation). 

Throughout his life, MRI scans and thousands of psychological 
experiments were carried out to investigate the anatomy of 
HM's brain and how it related to his lack of memory. After 
his death, 2000 slices from his brain were taken for onward 

• 

research. These are being used at The Brain Observatory 
at UC San Diego, USA, where researchers are looking for 
physical traces of life events in brain microstructure using high
resolution images at the neuron level. 

The work of one group of scientists can add significantly to 
existing knowledge. 

In 1997, Suzanne Cork1n and her co-workers published a 
scientific paper in the Journal of Neuroscience, summarizing 
their work in which they had performed an MRI scan on the 
brain of HM . 

Many researchers were already studying his cognitive impairment 
and were able to gain insight from her description of the actual 
damage seen in the scan, and how this leads to amnesia. 

This il lustrates how cooperation and collaboration between 
groups of scientists 1s essential in progressing scientific 
knowledge and understanding . 
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Should some knowledge not be sought on ethical grounds? 

Henry Molaison's initial surgery was experimental; his doctor hoped it would relieve his severe 
epilepsy, but the effect of the removal of parts of his hippocampus were unknown prior to the 
surgery. The surgery was successful in the treatment of his epilepsy, but it was devastating to 
Molaison, who could no longer form long-term memories. He lived in a care institute for the rest 
of his 55 years, under constant supervision and as the subject of innumerable interviews relating to 
his inability to create new memories. The knowledge gathered from these interviews and from the 
analysis of his brain after his death was hugely beneficial to our understanding of human memory 
and instrumental in the formation of an entirely new field of science: cognitive neuropsychology. 
This knowledge, however, was developed in the context of deep human tragedy. Was this 
knowledge worth the damage inflicted on Henry Molaison? 

Researchers at Stanford University, USA, have been investigating ho,v the suprachiasmacic nucleus 
(SCN), a region in the front part of the hypothalamus, as well as controlling circadian rhythm (the 
,vaking- sleep cycle; see page 502), has an important role in learning and men1ory. They found that 
vvhen the SCN is not functioning properly in hamsters, memory is impaired. Vv'hen they surgically 
removed the SCN, 1nemory abilities returned. Other researchers have shown there is a link between 
altered circadian rhythms and din1inished me1nory in people suffering fro,n Alzheimer's disease. lt is 
possible that ,vork on the role of the SCN relating to me1nory and learning ,vill play an important 
role in understanding Alzhein1er's and ocher diseases. 

Other ,.vork bas sho\vn how molecular biology and genetics are giving insights into ho,v key proteLns 
and other rnolecules influence memory. Recent animal studies have sho\vn that manipulating these 
molecules can 1nodjfy memories, with the potential of 1,veakening traumatic me1nories that may underlie 
post-traumatic stress disorder (PTSD). Such studies may also lead to new treatments for memory loss. 

' 

ATL C3.1C 

This TED talk discusses how the mysteries of the mind could be solved, including mental illness, 
memory and perception: a supercomputer has been developed that models all the brain's 
100000000000000 synapses. 

www.youtube.com/wa tch ?v= LS3wMC2BpxU 

The TED talk is over 12 years old. Is fts message still up fo date or has more recent research 
superseded it? Find out what current research shows. 

The brain has many interconnected areas, containing on average 86 billion neurons, and can 
simultaneously perceive, interpret, store, analyse and distribute information. To what extent can 
the brain itself be thought of as a supercomputer? 

Find out more about the brain using this New Scientist site: 
www.newscientist.com/article-topic/brains 

Tool 2: Technology 

Using computer modelling 

Download the 3D Brain app for iPhones and iPads: 

https://apps.apple.com/app/3d-brainlid331399332 

Use rotate and zoom functions to discover how each brain region functions, i;lnd what 
happens when it is injured. How are regions of the brain involved in mental il lness? 

C3 .1 Integration of body systems 



(e Common 
mistake 

Do not confuse the 

parts of the nervous 

system involved 

with conscious 

processes, such as 

voluntary muscle 

movements, thought 

and speech, with 

unconscious processes, 

such as heart rate, 

regulation of pupil 

size and movement 

of food through the 

digestive system. 

link 
Motor, sensory and 
relay neurons are 
covered in more 
detail in Chapter C2.2, 
page 467. 

♦ Cerebral 

hemisphere 
(cerebrum): the bulk of 
the human bra in, formed 
during development by 
the outgrowth of part of 
the forebrain, consisting 
of densely packed 
neurons and myelinated 
nerve fibres. 

2 Compare and 

contrast motor, 

sensory and relay 
neurons by means 
of a concise table. 

• 

■ The spinal cord as an integrating centre for 
unconscious processes and autonomic functions 

The spinal cord carries nerve impulses benveen the brain and the rest of the body. It also controls 

reflexes \Vitbout input from the brain, ,vhere electrical in1pulses pass fro111 receptors to the CNS 

along sensory neurons and synapse with intemeurons that send electrical i111pulses along n1otor 

11eurons directly to effectors. Reflexes are unconscious responses to stimuli that protect the body 
fron1 hann. An example of a re[le.,'( is the pain reflex (see page 501). These unconscious processes 

are automatic and involuntary, ,vhereas conscious processes are deliberate and voluntary. Autonomic 

functions (i.e. involuntary and not under direct control) include the S\Veating of the lo,ver half of the 

body (v,,hich is n·ansmitted through and processed by the spinal cord), defecation and urination. 

■ Input to the spinal cord and cerebral hemispheres of the brain 
through sensory neurons 

The nervous system is buil t up from specialized cells called neurons. Neurons have a cell body and a 

number of extensions called nerve fibres. The three types of neuron are sensory neurons, 1notor 

neurons and relay neurons (Figure C2.2.2, page 469). 

The cerebral hemispheres (see Figure C3.l.12 on page 504), an extension of the forebrain, form the 
bulk of the hun1an brain. They consist o [ densely packed nerve cells (sometin1es referred to as 'grey 

matter') and myelinated nerve fibres (known as \vhite matter'). The ratio of Lhe size of the cerebral 

hemispheres to the size or the whole nervous system is larger in hun1ans than in any other mammal. 
The human brain contains about 1011- 101 l relay neurons and the same nu1nber again o[ supporting 

cells (kno\.vn as neuroglia cells). Most of these neurons occur in the cerebral hemispheres, vvhere 

each relay neuron is in synaptic contact ,virh about a thousand other neurons. Mammals are the 

most intelligent of all anhnals, and their memory, complex behaviour and subtle body controls are 

linked to this development. 

Many of the body's voluntary (conscious) activi ties are coordinated in the cerebral he111ispheres, 

together with many involuntary (unconscious) ones. They are an integrating centre of me1nory, 

learning, e111otions and other complex func tions. 

1·he pathway o[ nerve i1npulses from receptor co CNS can be traced using the example of \Vriting 

~vi th a pen or pencil (see Figure C3. I .5): 

1 

2 

3 

As the pen in touched, a sensory receptor in the skin of the fingers is stimulated. 

The sensory receptor changes energy f ron1 touch to an electrical impulse (action potenrial) in rhe 

axon of the sensory neuron. 

• Sensor)' neurons convey messages from receptor cells to the central nervous system, 

• The elecnical signal travels along the axon co the spinal cord and the brain. 

The electrical signal causes the release of a neurotransmitter at a synapse bet\veen the sensory 

neuron and an intesneuron. 

• The neurorransmitter stimulates the interneuron to form an action potential in its dendrites 

and cell body 

• The action potential rravels along the axon of rhe interneuron, which resulr.s in 

neurotransmitter release ar rhe nexr synapse wirh anorher i nrerneuron . 
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ro ToD tac' 

Remember - motor 
neurons transmit 
electrical impulses from 
the central nervous 
system to muscles 
and glands (effectors). 
Motor neuron 
pathways lead to 
muscles contracting. 

right side of brain left side of brain 

cerebral cortex -----;,·--r<~~
1

");;:...,_:----- interneuron 

sensory receptor 

sensory neuron 

lower motor neuron 

neuromuscular junction 

skeletal muscles 

■ Figure C3.1.5 Pathway of nerve impulses from receptor to effector 

spinal cord 

4 This process of neurotransn1itter release at a synapse follov,ed by an action potential occurs 1nany 
tin1es as interneurons in higher parts of the brain (such as the cerebral cortex) are activated. 

5 Once intemeurons in the cerebral cortex (Lhe outer part of the brain - see page 487) are 

activated, perception occurs, and the outer surface of the pen is sensed as the fingers touch it. 

Conscious awareness of a sensation is primarily a function of the cerebral cortex. 

Output from the cerebral hemispheres of the brain to muscles 
through motor neurons 

The path.vay of nerve impulses from CNS to effector can be traced continuing the previous example 

of writing with a pen or pencil. 

6 A srimulus in the brain causes an action potential to form in the dendrites and cell body of an 
upper n1otor neuron (a type of n1otor neuron that synapses vvith a 101,ver motor neuron farther 

down in the CNS- Figure C3.1.5). 

• The action potential travels down the axon of the upper n1otor neuron. 

7 The action potential causes neurorransmitter release in the synapse bet\veen the upper and lo\ver 

moLor neurons. 

• The neurotransmitter generates an action potential in a lov,er ,notor neuron (a type of motor 

neuron that directly supplies skeletal muscle fibres) 

8 The action potential in the lower n1ocor neuron causes neurotransmitter to be released at 

neuron1uscular junctions forn1ed with skeletal muscle fibres (vvhic:h control the moven1ent 

of fingers). 

• The neurotransmitter stimulates the muscle fibres to form 1nuscle action potentials. 

• The muscle action potentials cause these muscle fibres to contract, 1vhich allows ,vriring wir h 

rhe pen. 
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(e Common 
mistake 

Do not confuse the 
term 'neuron' and 
'nerve'. A neuron is a 
single specialized cel l 
in the nervous system 
that conducts electrical 
impulses, whereas a 
nerve is a group of 
neurons. 

ATL C3.1D 

L1ke most brain funct fons, the right side of the brain controls the left side of the body, and the 
left side of the brain controls the right side. The axons of the neurons from each sfde of the brain 
must therefore split in two (bifurcate) somewhere during their descent to the spinal cord so that 
they can change sides. Th1s crossover occurs just before the junction between the medulla and 
the spinal cord. 

Carry out research to find out the evolutionary reasons for the right side of the brain cont rolling 
the left half of your body, and vice versa. Use this video as a starting point: 

www.youtube.com/watch?v=rB5lsOqYxfY 

What impact does the crossover have following traumatic events such as brain injuries and strokes? 

Nerves as bundles of nerve fibres of 
both sensory and motor neurons 
A nerve consists o[ many axons of neurons colJected into bundles. Large nerves, such as the sciatic 

nerves that go from the lo\.ver back to the feet, for example, contain tens of thousands of axons. 

Each bundle has several coverings of protective sheath, made of connective tissue (Figure C3.1.6): 

• encloneurium: tissue surrounding each individual fibre 

• perineurium: smooth connective tissue surrounding each bundle of fibres 

• epineurium: fibrous tissue surrounding and enclosing a nun1ber of bundles of nerve fibres; most 

large nerves are covered by epineurium. 

. . 
.,.0::,~~-- epineunum 

blood vessels 

endoneunurn 
. 

penneunum ---...-;; 
axon 

nerve fibres 

myelin sheath 

Schwann cell node of Ranvier 

■ Figure C3.1.6 Transverse sectio n of a peripheral nerve show ing 
the protective connective t issue coverings 
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heat 
(stimulus) 

Pain reflex arcs 
Reflex arcs con1prise the neurons that n1ediate the reflexes. The layout of a renex arc is sho,vn io 
Figure C3.l..7. 

sensory neuron stimulus 

___ L ----:..,.:_:_:_:_:_:_:_:---------<(0)--¢ e.g. mechanical I pressure 

sense organ 
e.g. pressure 
receptor 

effector organ 

relay neuron 1 (e.g. muscle) 

motor neuron 

■ Figure C3.1.7 The layout of a reflex arc 

ln animals, by n1eans of a specific reflex arc, a particular stimulus produces the same immediate, 
quick and involuntary response - a reflex action - every tin1e. Ln humans, an exa1nple of a reflex 
action is the jerking away of our hand fron1 scalding hot ,vater, or the ,vithdra,val of a limb from pain 
(Figure C3.l .8). ·rhe pain reflex arc has a single relay neuron (interneuron) in the grey 1natter of the 
spinal cord and a free sensory nerve ending in a sensory neuron as a pain receptor (Figure 0. 1.8). 

'vVithin the nervous system are a vast number of reflex arcs. Many neurons connect re fl ex arcs with 
Lhe control centre, the brain. The brain contains a highly organized mass of relay neurons, connected 
\vith the resc of che nervous system by 1notor and sensory neurons. With a nervous system of this 
Lype, cornplex patterns of behaviour are common in addition to many reflex actions. This is because: 
• impulses that orig'inate in a reflex arc also travel to the brain 
• impulses may originate in the brain and be conducted to effector organs. 

central canal 

cell body of ~---...,,:;::;~ 
sensory neuron 

dendron of 
sensory neuron -~ 

ventral 
root grey matter 

relay 

'-l:f- spinal 
nerves 

from 
brain 

neuron - - - - .- Possibility of: 

biceps (flel\or muscle) 
is effector organ, -......_, 
i.e. moves hand ,.._,, 
away from heat 

motor 
neuron 

reflex action in response 
to skin contact with a 
very hot object 

• sensory input to brain 
(awareness, pain, memory) 

• motor input from brain 
('get hand under cold water·). 

sensory receptor 
in skin 
(impulse generated here) 

■ Figure C3.1.8 Pain reflex arcs as an example of involuntary responses with skeletal muscle as the effector 
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3 Describe how the 
body responds to a 
pain stimulus that 
can cause harm to 
the body. 

cerebrum 

-
\ ----

Consequently, 111uch activity is in itiated by rhe brain, rather than being merely a response co external 

sti1nuli. Also, renex actions such as those responding to pain 1nay be overruled by the brain and the 

response modified (for instance, we may decide not to drop arl. extre111ely hot object that is causing 

pain but chat is also very valuable). 

So, ,ve can see thar. the nervous syste1n of an animal, sucb as a mammal, has roles in: 

• quick and precise communication betxveen the sense organs that detect srimuli and the muscles 

or glands that cause changes 

• complex behaviour pauems that animals display. 

ATL C3.1E 

Review reflex arcs using this animation: 
www .sumanasi nc com/webcontent/an irnationsf< oriten~I I eflexarcs,htm I 

Produce a summary of the key points about the components of a reflex arc and how reflexes 
are coordinated. 

cerebellum 

Role of the cerebellum 
The cerebellum, part of the hindbrain (Figure C31.9), also has an 

external surface layer of grey n1atter. It is here that involuntary 1nuscle 
111ovements of posture and balance are controlled. lt is also where all precise, 

voluntary manipulations involved in hand 1novements, speech and writing 

are coordinated (t"ather than initiated) The cerebellum is in overall control 

of movemencs of the body, including skeletal 1nuscle contraction and balance. 

■ Figure C3.1.9 Location of the 
cerebellum in the brain 

The cerebellum receives input from receptors and adjusts comn1ands to motor 

neurons to move the body to main1ain balance. It is responsible for fine
tuning movement but does not inirjate motor contTols. \Vhile the cerebellun1 

makes up 10% of the human brain's volu1ue, it contains 50% of the total 

nun1ber of neurons in our brains, indicating its importance. 

♦ Cerebellum: part of 
hindbrain, concerned with 
muscle tone, posture and 
movement 

♦ Circadian rhythms: 
physical, mental and 
behavioural changes that 
follow a 24-hour cycle. 

♦ Melatonin: a 
hormone produced by the 
pineal gland in response 
to darkness; it coordinates 
the timing of circadian 
rhythms and sleep. 

Modulation of sleep patterns by melatonin 
Daily rhythms in physiological processes and behaviour are common throughou1 the plant and animal 

world. For example, animals are active for only part of the 24-hour cycle. Some function at dusk or 
dawn (crepuscular), so1ne in the night (nocturnal), and many during the clay (diurnal), as hun1ans do. 

In fact, n1uch of our bel1aviour (physical activity, sleep, body temperarure, secretion of hormones and 

other features) follovvs regular rhythms or cycles 0:igure C3.l.10). These cycles operate over an 

approximately J4-hour cycle and are caLled circadian rhythms (meanjng 'about a day'). 

Circadian rhyth1ns are controlled by a ' biological clock' ,vi thin the brain. Ho,vever. cycles are 

coordinated ,vith the cycle or light and dark - day and night. 

Melatonin is a hormone that is found naturally 1n the body. It is produced in the brain, in the 

pineal gland. This hormone contributes to setting our biological clock. More 1nelatonin is released 
in darkness and 1nore is released in seasonal longer nights, such as in ,vinter time. Light decreases 

melatonin production , and this lowering or the melatonin level leads to the body's preparation [or 

being awake. ln darkness, melaconin production resumes and sleepiness returns. The condition 
kno,vn as 'winter depression' (seasonal affective disorder, S,'\D). ,vhich affects the 1uental state of 

son1e people, is associated ,vith higher-than-norn1al 1nelatonin levels in the body. 
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■ Figure C3.1.10 Our 
physiology and behaviour 
show ci rcadian rhythm 

4 Define the term 
circadian rhythm. 

♦ Epinephrine: a 
hormone secreted by the 
adrenal medulla (and a 
neurotransmitter secreted 
by nerve endings of the 
sympathetic nervous 
system); it has many 
effects including the 
increase of heart rate 
and the breakdown of 
glycogen to glucose in 
muscle and liver. 

5 Suggest likely 
conditions or 
situations in 
which the body 
is likely to secrete 
epinephrine. 

,nela tonln 
sec1etion stam 

highest body 
temperature 

working ability deepest 
decreases sleep 

\ I 
lowest 

1/ heart rate 

,....-+-1-_, lowest body 
24-hour ---------- temperature 

18 
clock 

highest bl~oo~d:__---::::::::= 
pressure - =:------_ sharpest rise 

greatest cardiovascular 
and muscle strength I 

in blood pressure 

fastest reaction 
tune 

best 
coordination 

least sensitivity 
to pain 

highest 
alertness + 
highest risk of 
myocardial infarction 

melatonin 
secret1nn stops 

vVe see that an external stimulus, such as light, has an in1pact on the biological clock, but the effects 

are not imn1ediate. When normal patterns of light and dark are changed abruptly - for example, as a 

result of aircraft travel across different time zones - it may rake several days before patterns of 'sleep' 

and 'activeness' retu111 to norrnal. We say the traveller is suffeting fron1 'jet lag'. People who work 

day-and-night shift patte11.1s that change frequently may have an even greater problem. 

ATL C3.1F 

What impact has modern technology had on our b1olog1cal clocks, for example u51ng phones and 
electronic devices at night? What impact does exposure to the bright screens of electronic devices 
have on us? What does it do to melatonin levels? 

Engage in a class discussion on the use of technology at night and how it affects circadian 
rhythms, and the potential impacts on our health. 

Epinephrine (adrenaline) secretion by the 
adrenal glands 
Epinephrine is a hormone secreted by the adrenal glands (see Figure C3.1.3) to prepare rhe body for 

vigorous activity. It is released 1vhen the body is under stress. Epineph1ine is carried in rhe blood 

t:hroughouL 1he body and causes the pacen1aker of the heart co increase the heart rare. An increased 

heart rare delivers increased oxygen and glucose to dssues of the body, in particular muscles, 

enabling increased rates of aerobic respiration and, therefore, increased proclucLion of ATP for 

activity, ready for intense muscle contraction to happen. 

Epinephrine is a peptide horn1one, which, while it circulates in rhe bloodstreatn, also stimulates liver 

cells to convert stored glycogen to glucose. The glucose forn1ed then passes out from the liver cells 
and contributes to blood glucose levels. Increased blood glucose levels contribute to the elevated 

rates of respiration in 1nuscle tissues and elsewhere in the body. 
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♦ Hypothalamus: a 
structure at the base 
of the brain; a control 
centre for the autonomic 
nervous system and 
source of hormones for 
the pituitary gland. 

Lh k 
Homeost asis is 
covered in more detail 
in Chapter D3.3, 
page 760. 

• 

adrenal 
[ glands 

7 adrenal medulla releases epipephrine 

under stress 

kidneys 

'fight or flight' 
response increases 

heart rate 

■ Figure C3.1.11 The effects of epinephrine on the body 

increases blood 
glucose 

increases 
breathing rate 

Control of the endocrine system by the 
hypothalamus and pituitary gland 
The hypothalamus is a pan of the brain that has a major endocrine function (see Figure C3.1.3 and 
C3. l .l 2). Most importantly, it is exceptionally well supplied with blood vessels and is the site of 
special neurons. 

The hypothala1nus has a key role il1 1 he conlrol of many aspects of body function and acts as a 

conneclion bet,veen the endocrine and nervous systems. Partly, this is achieved by the conslanr 

monitoring of blood composition as it circulates through the capillary networks of the hypothalamus. 

These data, and data from sensory receptors located in key organs in the body via sensory neurons 

and the spinal cord, enable the hypothalamus to regulate many body aclivides concerned ,vith the 

maintenance of a constant internal environment - homeostasis. The hypothalamus, for example, 

secretes a honnone involved with the reabsorption of water from the kidneys. It also regulates me 

[unction of the pineal gland in relation to wake-sleep cycles (see page 502). 

brain in section (formed by enlargement and 
folding of fore-, mid- and hindbrain regions) 

brain is surrounded 
by and protected 
within the cranium 

cerebral hemispheres 

flu id-filled space .._,--f------:,,.c~~;;z 
(ventricles) 

pituitary body 

these structures are 
shown enlarged in 
Figure C3.1.13 

,,--- pineal gland 
site of secretion of the 
hormone melatonin 

■ Figure C3.1.12 The formation of the human brain 
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Make sure you 
understand the pituitary 
gland's function and 
purpose. 

♦ Pituitary gland: the 
'master' endocrine gland, 
attached to the underside 
of the brain. 

6 In the nervous 
system, impulses 
reach a specific 
muscle or gland. 
Explain how the 
effects of hormones 
are restricted to 
particular cells 
or tissues. 

neurosecretory cells 

capillary 
network 

pituitary gland 

- . 
artery 

hormone- ~~:=----'~ 
secreting cells 

-

vein 

l 
jvein 

J 
hormones lo body eel Is 

■ Figure C3.1 .13 The hypot halamus and pituitary gland 

artery 

capillary 
network 

neurosecretory cells 

The pituitary gland is situated below the hypothala1nus and is connected to it. The pituitary gland 

is part of the endocrine system and it has been called the 'n1aster' hormone gland. 1-lo,vever, it is the 

hypothalamus that largely controls the endocrine activity of the pituitary gland. The hypothala1nus 

does this by releasing different honnones from its special neurosecretory cells into the portal vein 

running between the hypothala1uus and pituitary gland (Figure C3.l.13), as \veil as by nerve 
i111pulses via other neurons that connect ,vith the pituita1y 

The hypothalamus is the site of production of several hormones. ·rhese largely control the 

secretion of other hormones by the pituitary gland, either by stimulating or inhibiting the release of 

speci fie hor111ones. 

Hormones secreted by the piruitary gland control: 

• gro,vth 

• developmental changes in the body's tissues and organs 

• reproduction 

• ho1ueostasis. 

One part of the pituitary gland does not synthesize honuones, but i.t does store and release nvo 
horn1ones produced in the hypothalan1us: oxytocin and antidiuretic hormone (ADH). 
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♦ Medulla (medulla 
oblongata): structure 
located at the base of the 
brain, where the brain 
stem connects the brain 
to the spinal cord. 

♦ Sympathetic 
nervous system: 
part of the involuntary 
nervous system, 
antagonistic in effect 
to the parasympathetic 
nervous system. 
♦ Parasympathetic 
nervous system; part 
of the involuntary nervous 
system, antagonistic in 
effect to the sympathetic 
nervous system. 
♦ Baroreceptor: 
a sensory receptor 
responding to stretch in 
the walls of blood vessels 
to monitor blood pressure. 

stimulation of heartbeat 
originates in the muscle 

sinoatnal 
node 
(pacemaker) 
in right 
atrium 

atria 0 
ventricular 
node--1::--~ 

Control of heart rate using sensory input 
from baroreceptors and chemoreceptors 
Nervous control of the heart is by reflex action. The heart receives impulses fron1 the cardiovascular 

centre in the medulla of the hindbrain, via t,vo nerves (Figure C3.l.14): 

• a syn1pathetic nerve, part of the sympathetic nervous system, which speeds up the heart 

• a branch of the vagus nerve, part of the parasympathetic nervous system, ,vhich slo,vs do,vn 

the heart. 

Since the sympathetic nerve and the vagus nerve have opposite effects, ,ve say they are antagonistic. 

Nerves supplying the cardiovascular centre bring impulses fro1n baroreceptors (stretch receptors) 
located in the walls of the aorta, in the carotid arteries, and in the wall of the right atrium, ,vhen 

change in blood pressure at these positions is detected. 

• V-Then blood pressure is high in the arteries, the heart rate is lowered by iinpulses from the 
cardiovascular centre, via the vagus nerve. 

• \1-Then blood pressure is low, the heart rate is increased. 

How the activity of the pacemaker is 
regulated 

Forebrain (e.g. cerebral hemispheres, 
hypothalamus) may send sensory impulses, 
e.g. in anticipation of physical effort or over 
an attack of road 'rage'. 

spread of 
electrical 
act ivi1y 
through 
heart muscle 

Purkinje 
fibres 

impulses via vagus nerve 
decrease rate of heartbeat 

impulses via sympathetic---+-" 
nerve (in spinal cord) cause 
norepinephrine to be 
released, increasing rate of 
heartbeat and force of 
contraction 

epinephrine in blood 
increases rate of 
heartbeat 

~~~------ brain 

cardiovascular 
control centre, 
wi th excitaiory 
centre and 
inhibi tory centre 

impulses to brain from; 
)---;::==:?'------• baroreceptors of 

carotid smus and 
artenes, vvhich detect 
changes in pressure 

heart 

• baroreceptor of 
aortic arch 

position of 
pacemaker 

increased volume of 

■ Figure C3.1 .14 Control of heart rate 

1-------- blood stretches cardiac 
muscle and triggers 
increased volume of 
blood pumped out 

♦ Chemoreceptor: 
receptors that 
monitor blood pH and 
concentrations of oxygen 
and carbon dioxide in the 
blood . 

• 

Chemoreceptors in carotid arteries, the aorta (Figure C3.l .l5) and Lhe brain (see Figure C3 l.16) 

monitor the level of carbon dioxide in the blood and pH level. Increased carbon dioll.ide or decreased 

pH levels causes the chemoreceprors to signal the heart to bear faster. By increasing blood no,v. 

carbon dioxide can be moved more quickly to the lungs ,vhere if. is removed by diffusion inLo the 

a lveolar spaces. This lo,vers carbon dioxide levels and returns blood prl ro safe limits. 
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carotid sinus ---~ 
baroreceptor 

carotid body __ __,, 
chemoreceotor 

Using chemoreceptors and baroreceptors, the medulla 

coordinates responses and sends nerve impulses to rhe 

heart to change rhe heart's stroke volume and heart rate. 

Electrical irnpulses are sent from the chemoreceptors and 

baroreceptors to the rnedulla and, depending on the message, 

1 he medulla responds by stirnulating either the sy111pathetic or 

parasympathetic nerves. 

• lfblood pressure is low or carbon dioX'ide concentration 

high, the cardiovascLtlar control centre of the medulla 

increases the rate of si noatrial (SA) node firing through 

activation of the sympathetic nervous system. 

aortic------ ~~ 

• lf there is high blood pressure or lovv carbon dioxide 

concentration, the cardiovascular control centre reduces 

the r.ate of SA node firing by activating the parasympathetic 

nervous systen,. 

chemoreceptor 

aortic ----
baroreceptor The nerve impulses along the sympathetic and 

parasyn1pathetic neurons release different neurouanstnitters 

in the SA node. The sympathetic nerve releases tbe 

neurotrans1nitter norepinephrine to increase heart rate. 
The parasympathetic nerve (vagus nerve) releases the 

neurotrans1nitter acecylcholine to decrease heart. Depending 
on ,vhich signals are sent, the SA node modi[ies its rate to 

ei ther slow do,,.,n or speed up the heart rate. 
■ Figure C3 .1.15 Location of chemoreceptors and 
baroreceptors responsible for controlling heart rate 

♦ Respiratory centre: 
region of the medulla of 
the brain concerned with 
the involuntary control of 
breathing. 

..inll. 
The ventilation 
mechanism by which 
the air is moved 
in and out of the 
lungs is ill ustrated 
in Chapter 83 .1, 
page 280. 

Feedback control of ventilation rate following 
sensory input from chemoreceptors 
The respiratory centre is situated in the tnedulla of the hindbrain and controls the rate at ,vhich we 

breathe (Figure C3.l.16). Here, t,vo adjacent and interacting groups of nerve cells, kno,V11 as the 

inspiratory centre and the expiratory centre respectively, bring about ventilation movements by 
reflex action. Breathing occurs auton1atically (it is involuntary). 

• The inspiratory centre sends in1pulses to increase rate and depth of breathing. 

• The expiratory centre sends in1pulses to inhibit the inspiratory centre and stimulate expiration. 

• Alternating in1pulses fron1 these t,vo centres cause rhyth1nic breathing. 

The brearhing rate is also continually adjusted. On average, our normal rare or brearhing is abour 

15 brea1hs per minute. Since rhe riclal volume is typically 400cm3 , 1he volume of air 1aken into rhe 

lungs in one minute (venti larion rate) is about 6 lirres. We can consciously override this breathing 

rate with messages sent from rhe cerebral hemispheres, for example, \.Vhen \.ve prepare to shout, sing 

or play \.vooclwind or brass inscru1nents. 

Breathing rates may also be adjusted \'lithout conscious thought. This occurs during increased 

physical activity ,vhen voluntary n1uscles use n1uch more oxygen and more carbon dioxide is 

produced and transported in the blood. The main stimulus that aflects breathing is the concentration 

of carbon dioxide in the blood. Blood carbon dioxide level is detected by the chemoreceptors present 
in the carotid arteries and aorta (Figure C3. l.15). 
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7 Outline the role of 
baroreceptors and 
chemoreceptors 
in the feedback 
control of 
heart rate. 

♦ Autonomic nervous 
system (ANS): the 
involuntary nervous 
system. 

♦ Enteric nervous 
system (ENS): network 
of sensory 11eurons, motor 
neurons and interneu rons 
embedded in the wall 
of the gastrointestinal 
system. 

During increased res pi ration, as takes place <luring strenuous physical activity, levels of carbon 
dioxide in the blood increase. When this happens, the che1noreceptors that are hydrogen ion 
detectors (carbon dioxide is an acidic gas in solution) send i1npulses to the inspiratory centre in the 
brain stein as the blood pH level has changed. ln response, this centre sends additional in1pulses 
to the intercostal muscles and diaphragm, causing an increase in their contraction rates. (To a 
lesser extent, lo,vered oxygen concentration is also detected.) ln this ,vay, increased levels of carbon 
dioxide in the blood result in a more rapid breathing rate, which causes more carbon dioxide to be 
exchanged at the alveoli and then exhaled. 

After strenuous exercise stops, the concentration of carbon dioxide in tbe blood falls (and 
the concentration of oxygen rises). These changes are detected, and the ventilation rar.e is 
regulated accordingly. 

medulla of - -\---(('5'/ 
hind brain 

carotid arteries / -.., 

aorta 

1 

heart ---l----l 

An increase 1n the CO2 concentration of the 
blood is detected by chemoreceptors in the 
medu Ila, aorta and carotid bodies. 

respiratory 
centre in medulla 

oblongata or 
hindbrain 

expiratory 
cenl re 

,.,.-->t---..i inspiralo1y i---,..._ __________ _, 

centre 

,nspiration 

---nerve to 
internal 
intercostal 
muscles 

nerve to 
external 
intercostal 
muscles 

phrenic 
nerve to 
diaphragm 

mflates and 
stretches the lungs 

■ Figure C3.1.16 The control of ventilation rate 

Control of peristalsis in the digestive 
system by the central nervous system 
and enteric nervous system 
As ,ve have already seen, the nervous system consists of the CNS (brain and spinal cord) and the 
PNS (Figure C3.l.4, page 496). The PNS contains the autonomic nervous system (ANS) 

autonomic 1neans 'self-governing'. The ANS is special because it controls activities and structures 
inside me body that are mostly under unconscious (involuntary) control. In effect, the ANS regulates 
the ,vorking of the interior of the body, such as heart rate (page 320) and ventilation rate (page 283), 
more or less vvithout our kno,vledge. The enteric nervous system (ENS), part of the ANS, is a 
net\vork of sensory neurons, n1otor neurons and interneurons en1bedded in the ,~,all of the 

gastrointestinal syste1n. We will look at the action of the ENS in control of peristalsis. 
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♦ Peristalsis: waves of 
muscular contractions 
passing down the 
gut wall. 

L1nj( 

Sensitivity is a 
function of life in 
organisms and is 
discussed in Chapter 
A2.2, page 73. 

♦ Tropism: a growth 
response of plants in 
which the direction of 
growth Is determined 
by the direction of 
the stimulus. 

■ Movement of food through the alimentary canal 
In d1e nutrition of mammals, food is taken into the alimentary canal (gut). This is a long tube ,vith a 
muscular ,vall, beginning at the moutb and ending at the anus. The ,vhole structure is specialized {or 
the n1ovement and digestion of food, and for the absorption of the useful products of digestion. 
The ENS e.'Ctends from the lower tbird of the oesophagus (the 111uscular tube that connects the 
mouth to the stomach) through to the rectun1. Digestion is controlled through tbe integration of 
multiple signals from the ENS and CNS. Throughout the gut, ,vaves of contraction and relaxation of 
the circular and longitudinal muscles of the ,vall propel food along. This process is known as 
peristalsis. Gut muscles are described as involuntary muscles because they are not under conscious 
control. The swallo,ving of food and removal of faeces from the body are under voluntary control by 
the CNS, but pe1istalsis bet,veen these two points in d1e digestive system is under involuntary 

control by the ENS. 

The action of the ENS ensures passage of n1aterial through the gut is coordinated. Neural signals 
pass between dis tinct gut regions to coordinate digestive activity. 

( • Common mistake 

Do not confuse the terms 'enteric' and 'autonomic'. Both refer to the involuntary nervous system, 
but the enteric nervous system is the part which specifically serves the gastrointestinal system. 

Observations of tropic responses in seedlings 
The reactions of plants and anirnals to changes within their environments (their sensitivity) differ. 
Most plants are sessile. gro\vi ng in one place and staying there. Therefore, plant responses are often 
less evident than those of anin1als. Ho,vever, plants are highly sensitive to enviro1in1e1ital 
disturbances. Unlike anin1al.s, plants have no nervous systen1 and no 1nuscle tissue, so their 
responses may be less dra1natic than those of animals. Fast moven1ents by plants are extremely rare 
so 111ost responses by plants are changes in growth. An exa1nple of this is the gro\vth of young sten1s 
towards light. Plant organs respond to external stiinuli. The response to the stin1ulus is deten11ined 
by the direction of the stin1ulus and is calJed a tropic rnove1nent (tropism) or tropic response. 

You can gather di fferent types of data when observing tropic responses in seedlings. For qualitative 

data , you could draw diagrams to record your observations of seedlings, illusrraring tropic responses. 
Por quantitative data you could measure the angle of curvature of the seedlings as they respond to 
external stimuli. 

ATL C3.1G 

Discuss with a partner what qualitative and quantitative data you could collect in an experjment 
investigating the effect of light on plant growth. Write down as many as you can think of together. 

C3.1 Integration of body systems 509 



I Ink 
The definitions 
for qualitative 
and quant itative 
observat ions are 
given in Chapter A2.2, 
page 59. 

♦ Phototropism: 
response of plants to the 
st,rnulus of light. 
♦ Positive 

phototropism: the 
directional growth 
response in plant shoots 
towards lateral light 
sources . 

• 

r. Nat re of ,;c-iPnce· Observ~ Ions 

You need t o be able to distinguish between qualitative and quantitative observations. Quantitative 
data are measurable, for example, measuring the angles of the seedlings' curvatures. Qualitative 
data are descriptive and based on interpretation, such as your drawings of the seedlings' responses. 
When collecting data, understanding what factors will limit the accuracy and precision of your 
measurements is important. 

Accuracy is how close to the true value a result is, whereas precision describes the reproducibility 
of repeated measurements of the same quantity and how close they are to each other. It is the 
degree to which repeated measurements, under the same experimental conditions, give the same 
result. Remember, measurements can be precise but not accurate. Replicates (repeat data) can 
improve the reliability of an investigation and enable anomalies to be identified. 

Not precise 
Not accurate 

Precise 
Not accurate 

■ Figure C3.1.17 Accuracy versus precision 

Not precise 
Accurate 

Precise 
Accurate 

Precision in tropism experiments can be improved by carrying out the same rnethodology in 
exactly the same way for each repeat. One way to analyse the precision of the measurernents is to 
determine the range, or difference, between the lowest and the highest measured values, or the 
standard deviation. Small ranges or standard deviation indicates high precision. 

In order to improve a measurement's accuracy, all other variables must be controlled (kept the 
same). In the tropism experiment, other factors that can affect the growth of plants must be 
kept the same. such as volume of water given to seeds, the number of seeds in each sample, the 
distance between each seed, and the temperature they are grown at If the experiment is carried 
out in the same way each time, the repeats show simtlar results so there is low variability in data, 
and other variables except the independent variable are controlled, the accuracy of the experiment 
vvil I be increased. 

Positive phototropism 
The response of plants to the stimulus of light is called phototropism. Gro,ving towards a s timulus 

is said to be a 'positive' response, and so the d irectional growth response to lateral light in plan t 

shoots is kno,¥11 as positive phototropism (Figure C3.l.18). By growing towards light , leaves are 

orientated to,vards the sunlight and so 1naximize the opportunity for photosynthesis. 
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fO Top tin! 

You may encounter 
other plant tropisms. 
This course studies the 
response by plants to 
light (phototropism). 
Other responses do not 
need to be known. 

Concluding 

■ Figure C3.1.18 Phototropism in p lants: seedlings grow towards a light source 

Inquiry 3: Concluding and evaluating 

Look carefully at the three experiments shown in 
Figure C3.1 .19. 

Hint: agar (Figures b and c) is a jelly-like substance 
which substances can diffuse into. The impermeable 
block (Figure b) is resistant to absorbance: substances 
cannot diffuse into it. 

Analyse the informat ion in each figure and deduce 
what each experiment indicates about the response of 
plants to light. Which part of the plant responds to the 
stimulus? How is the response to light coordinated? 

Write a conclusion for each experiment and justify 
your answers (give valid reasons or evidence to support 
your conclusions). 

You can check whether you have developed the correct 
conclusions using this site: 
www.youtube.com/watch?v=4-2DZo2ppAY 

■ Figure C3.1.19 
Three experlments 
investigating 
the response of 
plants to light 

n 
intact 
shoot 

b 

n 
tip 

removed 

C 

experimental set-up 

light light 

" tip of 
shoot covered 

with black paper 

lrght light 

n 
t ip removed 

and replaced on 
impermeable block 

light 

► 

lrght 

ft 
tip of shoot 

covered w ith 
transparent cap 

light 

ft 
tip removed 
and replaced 
on agar block 

1l 
light 

tip cut off 
and placed on 

agar block 

block then placed 
on the left-hand side of the 

remaining shoot in even light. 
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result 

► « 
light n 

shoot bends no bending 
towards the light 

► 

light 

n 
light n 

no bending 

Tr 
shoot bends 

over in even light 

no bending 

light 

light light 

shoot bends 
towards the light 

light 

~ 
light 

shoot bends 
towards light 
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♦ Phytohormones: 
plant hormones 
that regulate plant 
growth, development, 
reproductive processes, 
longevity and death; 
responsible for the 
adaptation of plants to 
environmental stimuli. 

• 

If a plane is exposed to lighc equally f ro111 all d ireccions, it gro,vs d irectly up,vards, ,vhereas vvhen 

exposed to unidirectional light, it bencls to,¥ards tl1e light source. f igure 0 .1.20 sho,vs u possible 

explanation of ,vhy this happens. The exact 111echanism will be explored on page 513. 

1 the tiµ 
produces 
a growth 
substance l l 

light 

2 both sides of the shoot 
are equally stimulated by 
the growth substance, so 
rhe shoot grows upwards 
towards the light 

2 more growth 
substance reaches 
the shaded side 

3 the growth 
substance 
stimulaies 
the cells to 
elongate 
faster 

1 the tip produces a 
growth substance 

___,...__ light 

11/; 4 cells on the light 
side receive less 
growth substance 
They elongate more 
slowly so the shoot 
bends towards 
1he light 

■ Figure C3.1 .20 Possible explanation of phototropism in a shoot 

Phytohormones 
A1nong the internal factors that play a part in plant sensirivity, tbe most important are Lhe substances 
called phytohormones (plane gro\vth regulators) and cl1eir effects. There are llve major types of 

pbytoborn1ones naturally occurring in planes: auxin, gibberellin (GA). cytokinin. ethylene and 
abscisic acid (ABA). The effects of tbese che1nicals are rather clillerent fro111 those of animal 

hormones (see Table O 1.4). 

■ Table C3.1.4 Differences between animal hormones and phytohormones 

Phytohormones (plant growth regulators) Animal hormones 

produced in a region of plant structure, e.g. stem or produced in specific glands in specialized cells, e.g. 
root tips, in unspecialized cells islets of Langerhans in the pancreas 

not necessarily transported widely, or at all, and some transported to all parts of the body by the 
are active at sites of production bloodstream 

not particularly specific, tend to influence different effects are mostly highly specific to a particular tissue 
tissues and organs, sometimes in contrasting ways or organ, and without effects in other parts or on 

different processes 

In plane tissues, phytoborn1ones occur in very lo\v concenn,uions, n1aking it cliUlcult to decennine 

their precise role. \Vhereas animal honnones are produced 1n discrete endocrine glands, 

phytoborn1ones are produced by a variety of plant ussues and can reinlorce another phytoborn1one's 

effects or oppose then1. 

Phytobormones can c.li [fuse from cell to cell or be carried in the phloem or ,--ylem, although not all 

are transported a\vay fro111 their source. DependiDg on their concentration (lo\v or high), they 1nay 

have profoundly different effects, based on the tissue they are i.n or 011 the stage of development of 

that tissue . 
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■ Table C3.1.5 Phytohormones: ro les, synthesis and structural formulae 

Auxins (indoleacetic acid, IAA) 

Roles 
indoleacetlc acid (the principal auxin) 

promotion of extension grow th of sterns and roots (at different concentrat ions) H 
C 

dominance of terminal buds ,:::, "-... C C - CH2 - COOH HC 
promotion of fruit growth I 11 11 
inhibition o f leaf fall H C 0-. / C --....__ / CH 

Synthesis 
--....;: C N 

H H 
at stem and root t ips, and in young leaves (from the amino acid tryptophan) 

Gibberellins (GAs) 
glbberellins 

Roles e-.g. gibberellic acid 
promotion of extension growth of stems 0 A--/4/ 
delay of leaf senescence and leaf fall 3 / 
inhibition of lateral root initiation C=O 7 -OH HO- / '-----./ 
switch111g on o f genes to promote germinat ion 

8-CH2 
Synthesis CH3 COOH 
in the embryos of seeds and in young leaves (except in genetically dwarf varieties) 

Abscisic acid (ABA) abscisic acid CH3 
Roles H3C CH3 
a stress hormone 

~ ~ H triggering of stomata! closure w hen leaf cells are short of wa ter 

induct ion of bud and seed dormancy OH 

Synthesis 

in most organs of mature plants, in very small amounts 
~ COOH 

CH3 

The structural formulae of phytohormones show how chemically diverse these substances are (they do not need to be memorized). 

♦ Auxin: plant growth 
substance, indoleacetic 
aCJd, wh1ct1 generally 
sti1nulates cell elongation. 

(o Ton tap' 

Unlike many hormones. 
auxin is not a protein 
but is the chemical 
indoleacetic acid 
in its naturally 
occurring rorm. 

The role of auxin 
Auxin \Vas initially discovered by Danvin as he investigated the curvature of che protective sheath 
covering emergent plant shoots towards a light source. lt is manufactured by cells undergoing 
repeated cell division, such as those found at the stem and root tips. 

Consequently, the concentration of au1dn is highest there. Auxin is then n-ansported to the region 
of gro\vth behind che tip, where it causes cells to elongate. A coleoptile is che sheath that covers the 
pri1n ary bud of a seedling, ,vhich goes on to form the stem and leaves. 

Auxin has a n1:~or role in the gro\vth or the shoot apex, ,vhere it pron1ores the elongation of cells (see 
belo,v). It also inh ibits the gro"vth and development or lateral buds that occur in1meJiately belo,v the 
terminal gro\Vi ng point. Th is leads to a qualiry kno\'m as apical dominance. However, a high 
concentrarion or auxin acrually 1 nhibits growth in length or the sten1. Other hormones, rhe 
gibberellins, interact"vith auxin to enhance stem elongation. Cytol<inins, from the root apex, pass 
back up to the stem and promote lateral bud growth - it is anragonistic to the effect of auxin in this 
respect. The full picture or plant horn1one interactions is a complex one. 

C3.1 Integration of body systems 



(o Nature of science: Experiments 

Developments 1n ana lytical techniques allow the detection of trace amounts of hormones 

A DNA microarray consists of a collectlon of DNA probes 
(containing sequences of DNA) attached to a sol1d surface. 
The 'surface' of the microarray can be a glass or silicon chip, 

genes. Genes being expressed may be caused to f luoresce so 
they can be detected. In plants, the hormone auxin has been 
shown to influence gene expression and so regulates growth 
and development. Data on this have been obtained from 
studies on cells of a small flowering plant, Arabidopsis thaliana, 
when grown under t he 1nfluence of unilateral environmental 
stimuli, such as light or gravity. A combination or several genes 
is typically involved. 

to which the DNA is covalently bonded. DNA from a sample is 
broken up into fragments that can react with the DNA probes: 
If they contain complementary sequences, the probes will 
bind to the sample DNA. One use for such microarrays is the 
detection and measurement of the expression of particular 

• 

explanation of positive phototropic 
response of stems 

auxin produced in 
cells of stem tip 

increased concentration of auxin enhances 

elongation growth on the darkened side ",t" /,-+---auxin t ravels 

down through 
stem tissue auxin on illuminated - -+•- 

side is t ransported 
to dark side unilateral light 

■ Figure C3.1.21 The role of auxin in phototroplsm 

Figure C3.l.21 shows the effect of auxin in coleopdles. 

The positively phototropic response of plants occurs as fol lows. 

• The light stimulus causes at1,"<in to be released fro111 the gro,ving tip of the coleoptile. 
• Light fro111 the illu1ninated side of the plant causes auxin to accumulate on the darkened side ol 

the sten1, increasing its concentration. 
• Auxin on the darkened side causes cells to elongate there, bending the stem to,vards the light 

(Figure C3.l 21). 

Auxin efflux carriers 
Auxin effects on gro,vth and development are by direct action on the co111ponents of gro\ving cells, 
including rhe ,valls, and on the gene-expression mechanisms operating in the nucleus. Auxin 
Lransport across cells is polar: auxin entry into the cell is passive (by diffusion) and its efOux is active 
(ATP-driven). Auxin can diffuse freely inLo planL cells bul nor our. of them. This mechanis111 of auxin 
movement and the 1vays in ,vhich auxin may in11uence the gro1vth and development of cells are 
ouLlined in Figure C3.l.22. Note particularly rhe 1nechani.sms of movement of auxin into and out of 
the cell : auxin efnux pu111ps set up concentration gradients in plant tissues. Auxin effl ux carriers can 
be posiLioned in a cell membrane on one side of the cell. rr all cells coordinate to concentrate these 
carriers on the sa1ne side, auxin is actively transported from cell Lo cell Lhrough the planL tissue and 
beco1nes concentrated in part of the plant. 
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8 Describe the 
role of auxin in 
a phototropic 
response. 

polar auxin transport 
(passive entry above, active 
pumping out at base of cell 
by auxin efflux pumps) 

plasma 
membrane 

auxin-mediated regulat ion 
of gene expression 
(promotion/inhibition of gene 
expression via transcription 
regulation/transcription factors) 

apex of stem/root 

• 

• 

• 

entry of auxin 
by diffusion 

auxin 

• • • • • 
• • • • • • 

• 

• • • • 
cytosol (with ribosomes, 
RER, SER, mitochondria 
and Golgi apparatus) 

• 

• • • • • • 
• • • • • • • 

• 
• 

• 

• 

passive 
auxin-Influx 
channels 

• 
• • • 

• 
• 

• • • 
• • • 

• 
·a~xl~ ~ 

• • 
• 

• • • • • • • • 
• • vacuole • • • 

• • • • • • • • • • 
• • 

nucleus • • • • • • • • • auxin • 
• • • • • • • 

•gene! for gro'wrhl 
• 

development • • 
transcribed or 

• suppressed • • 
• • • • • • • • • • • • • ' . • • • auxin 

• • • • • • • • • • • • • • 

cell wall (cellulose microfibnls 
bound by other polysaccharides) 

auxin-triggered cell 
elongation (acid growth 
hypothesis) 
• auxin stimulates proton 

pumps 
• wall becomes acidic 
• low pH triggers breakage of 

cross-links between 
cellulose microfibril and 
binding polysaccharides 

• hydrolytic enzymes attack 
exposed binding 
polysaccharides 

• wall resistance to stretching 
is decreased - turgor of cell 
causes stretching/ 
elongation of cell wall 

base of stem root ATP-activated 
auxin efflux pumps 

auxin pumped our 
of cell here 

■ Figure C3.1 .22 Auxin - mechanisms of movement and control 

Auxin efflux carriers arc an exan,ple of 111aintaining concentration gradients of pbytohom1ones. 

Promotion of cell growth by auxin 
i\uxin promotes hydrogen ion secretion into the apoplast (Lhe path\vay Lhrougb the non-living par, 

of a cell, e.g. cell \Valls and spaces bet\veen cells), acidjfying tJ,e cell ,vall. Proteins called expansins, 

acLlvated by H ions, alter the paLtern of hydrogen bonding between the polysaccharides in the cell 

1vall, allo\ving rhese macromolecules Lo slip pasL eacl, other, loosening cross-links bet1veen cellLtlose 

111olecules and facilitating Lhe su·etching of Lhe cell 1vall and, Lherefore, cell elongaLion. ConcentraLion 

gradients of aLtxin cause the differences in gro\vtl, nite needed [or phototropism. 

In summary, auxin causes changes to che cell wall: 

• an increase of protons (tt·) in the cell 1.vall causes che \Vall co become aci.clic 

• lo\v pH activates expansins, 1,vhich nigger breakage of cross-links within cellulose 

• cell 'ivall resistance to stretching i.s decreased 

• cell curgor causes stretching/elongation of cell v;;;all . 
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The interactions 
between the 
phytohormones 
auxin and cytokinin 
ensure the 
regulation of root 
and shoot growth 
in plants. 

♦ Cytokinin: 
phytohormone that 
influences plant growth, 
development and 
physiology, includfng 
cell division. 

♦ Ethylene: a hormone 
found in plants that 
causes fruit ripening. 

g Suggest how 
a farmer could 
prevent f ruit f rom 
ripening, so that 
they can get their 
produce from 
the farm to the 
supermarket in the 
best condition. 

Interactions between auxin and cytokinin 
The phytohormone cytokinin is produced in the root tips. lt is then transported to shoots, and 

shoot tips produce auxin, ,vhich is transported to roots. lnteractions between these phytohon11ones 

help to ensure that root and shoot gro,vth are integrated. 

Both auxins and cytokinins have been described as essenlial regulators of many different planr 

processes wilh complex regulations at various levels, ranging from the synthesis of biological 

molecules to transport and signalling. Their activities can best be termed 'antagonistic', where one 

hormone influences the other and vice versa. 

• 

The activit ies of auxin and cytokinin are interdependent. Auxin positively affects 
cytokinin signalling, and cytokinin positively affects auxin production, thereby positively 
affecting auxin signalling. 

rn addition to growlh and developmental processes, pla-□ ls need to regulale responses lO, and 
interactions ,vith, their environment. Biotic and abiotic factors in the environmenl can cause stress 

for plants. Cytokinins and auxins have been established as hormones that regulate or adjust these 

responses in crop plants. 

Positive feedback in fruit ripening 
and ethylene production 
Ethylene (IUPAC na1ne: ethene) is a ho1111one in plants that stimulates the changes in fruits that 

occur during ripening. In turn, ripening stimulates increased production of ethylene. Increased 
ethylene increases fruit ripening, and so on (Figure C3.l.23). This process, where one change leads 

to an increased change away from the original condition, is called positive feedback. Positive 

feedback tends to atnplify change a\.vay fro1n equilibriu1n (a state of physical balance). The benefit of 

this positive feedback 111echanism is that it ensures that fruit ripening is rapid and synchronized. 

Ethylene 1s Nearby frui1 The nearby Ripe frui1 Overall ethylene More fruit produced ... detect ... fruit begins ... releases ... production ,+ 
ripens in one frui1 ethylene gas to ripen ethylene increases 

' 

■ Figure C3.1.23 Positive feedback in fruit ripening 

ATL C3.1H 

What are examples of branching (dendritic) 
and net-like (reticulate) patterns of 
organization? 

Review your knowledge of phytohormones and how they coordinate 
plant growt h, development and' response to the environment. Use this 
site to help you: 
www.sumanasinc.com/webcontent/animations/content/plantgrowth.html 

_ What are the consequences of positive 
feedback in biological systems? 

• 

Work w,th a partner to create a mind map summarizing all your 
knowledge on this topic. 
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♦ Pathogen: disease-. . 
causing organism. 

♦ Infection: the process 
of infect ing or the state 
of being infected by a 
pathogen. 

♦ Disease: any harmful 
deviation from the normal 
structural or functional 
stale of an organism, 
causing illness. 

' 

Guiding questions 
' 

• How do body systems recognize pathogens and fight infections? 

• What factors influence the incidence of disease in populations? 

This chapter covers the following syllabus content: 
► C3.2.1 Pathogens as the cause of infectious diseases 
► C3.2.2 Skin and mucous membranes as a primary defence 
► C3.2.3 Sealing of cuts in skin by blood clotting 
► C3.2.4 Differences between the innate immune system and the adaptive 

immune system 
► C3.2.5 Infection control by phagocytes 
► C3.2.6 Lymphocytes as cells in the adaptive immune system that cooperate to 

produce antibodies 
► C3.2.7 Antigens as recognition molecules that trigger antibody production 
► C3.2.8 Activation of B-lymphocytes by helper T-lymphocytes 
► C3.2.9 Multiplication of activated B-lymphocytes to form clones of antibody-secreting 

plasma cells 
► C3.2.10 Immunity as a consequence of retaining memory cells 
► C3.2.11 Transmission of HIV in body fluids 
► C3.2.12 Infection of lymphocytes by HIV with AIDS as a consequence 
► C3.2.13 Antibiotics as chemicals that block processes occurring in bacteria but not in 

eukaryotic cells 
► C3.2.14 Evolution of resistance to several antibiotics in strains of pathogenic bacteria 
► C3.2.15 Zoonoses as infectious diseases that can transfer from other species to humans 
► C3.2.16 Vaccines and immunization 
► C3.2.17 Herd immunity and the prevention of epidemics 
► C3.2.18 Evaluation of data related to the COVID-19 pandemic 

Note: There is no higher-level only content in C3.2. 

Pathogens as the cause of infectious diseases 
1·here are many disease-causing organisms that can infect humans. A disease-causing organisn1 is 
kno,vn as a pathogen, although typically the tern1 is reserved for viruses, bacteria (eubacteria), fungi 
and protists. Archaea (one of the t,vo domains of prokaryotic organisms - see page 127) are not 
kno,vn to cause any diseases in humans. Pathogens 1nay bring disease to healthy organisms through 
infection, leading to disease. Accordingly, there are cells in our blood circulation that have roles in 
defence against co1nmunicable (i.e. infectious) diseases. 

A disease is caused ,vhen another organism or virus particle invades the body and lives there 

parasitically. The pathogen is the invader and the infected organism - a human in this case - is 

kno\vn as the host. 
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♦ Infectious or 
communicable 
disease: d1sease capable 
of be1ng transmitted from 
one organism to another. 

1 State the 
differences in 
structure between 
a bacterial cell and 
a virus. 

I Ink 
The structure of 
viruses and how they 
invade host eel Is is 
described in Chapter 
A2.3, page 88. 

ATL C3.2A 

Why are there no known archaean pathogens? Is this because they have a special biochemistry 
that excludes them from causing disease, or is rt simply that they are a relatively recent ly known 
group (they were only d1scovered to be a separate domain about 40 years ago) and Lhal current ly 
there is not enough evidence for pathogenic species? 

Carry out your own research and write a short article titled 'Why do archaea not cause disease?', 
perhaps for a school or college publication. 

Pathogens may pass from diseased host to healthy organisn1s, so these diseases are known as 
infectious or communicable diseases. Generally, disease can be defined as an ·unhealthy 

condition of the body', and this rather broad definition includes son1e distinctly different fonns of 

ill-health. for example, ill-health tnay be caused by unfavourable environn1ental conditions. Diseases 

of this type are non-infectious or non-con1municable diseases, and they include conditions such as 
cardiovascular disease, n1alnuuition and cancer. Other diseases are genetic in origin, such as 

phenylketonuria (page 733) and Do\vn syi1dron1e (page 658). 

World Health Organization (WHO) 
Good health is more than the absence or harn,ful effects of a disease. This point is emphasized by 

the World Health Organization (\,VHO), v.1hich identifies health as a 'state of con,plete physical, 

mental and social \veil-being, and not merely the absence of disease or infi rn,ity'. 

The \.VllO \Vas founded in 1948 and is the United Nations agency responsible tor international 

pubuc health. One role of the W1 IO is to monitor and con1municate infonnacion on the spread and 
containmenc of infectious diseases, such as COVlD-19. 

■ Pathogens and disease 
The range of disease-causing organisms that infecc humans includes not only 1nicro-organis1ns such 
as certain bacte1ia and fungi, but also some protozoa (single-celled anin1als), certain invertebrate 

ani1nals in the phyla of flat\vom1s (and roundworms). and 1nany viruses. 

Not all bacteria or fungi are parasitic and pathogenic; in fact, only relatively re,.v species are. However, 

no virus can r unction outside a host organism, so ,.ve can say that all vi ruses are parasitic. Viruses, once 

introduced into a host cell, may take over the machinery or protein and nucleic acid synthesis, and force 

their host cells to n1anufacture more virus co111ponents from ,.vhich vtruses can self-assemble. 

~ re of science: Observa ior,s 

Careful observation can lead to important progress in treating diseases. For example, careful 
observations during nineteenth century epidemics of cholera in London and chlldbed fever (due to 
an infection after childbirth) in Vienna led to breakthroughs in the control of infectious disease. 

In August 1854, an outbreak of cholera in Soho, London, killed 616 people within a month. At that 
time, cholera was a major risk to human health in Britain. It was thought that 'bad air' from rotting 
organic matter caused the outbreak and two preceding ones. John Snow, a doctor, mapped the 
deaths from cholera and observed that the people who had died had mainly lived near to a water 
pump on Broad Street, a road in Soho. His observations convinced the local council to remove the 
handle from the water pump to prevent its use. As a result, the number of deaths from cholera 
reduced significantly. Later, it was discovered that the water from that pump had been polluted 
by sewage from a nearby pit used to dispose of human waste, including faeces, which had been 
contaminated with the cholera bacterium. 
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In the nineteenth century, many women died after childbirth from puerperal septicaemia, more 

commonly known as childbed fever. Ignaz Semmelweis, a Hungarian physician, was a medical 

student at the University of Vienna's School of Medicine and at its teaching hospital, the General 

Hospital. In 1840, the hospital's general maternity ward had two sections: the f irst ward where 

male medical students delivered the babies and the second ward w here female midwives performed 

the deliveries. Semmelweis, w hile working as an assistant obstetrician (a doctor specializing in 

pregnancy and childbirth) in the maternity ward, observed more deaths from puerperal septicaemia 

occurred in the first ward compared to t he second. He also observed that the medical students 

spent their mornings in the autopsy rooms, dissecting and examining the bodies of women w ho 

had died of childbed fever. They then moved into the maternity ward, often without washing their 

hands. The midw ives did not carry out autopsies. He found a clear correlation between deaths and 

autopsies. He believed that 'particles' were being t ransferred from the dead bodies to the mothers 

in the maternity wards, causing infection. In 1847, Semmelweis proposed that anyone delivering 

a baby should wash their hands beforehand, to prevent t ransmission. In many respects, his idea 

was close to the truth, and was accurate enough for him to devise a method of prevention. Today, 

it is known that childbed fever is caused by a bacterium, and so washing hands helps to prevent 

transmission of th is microbe. 

@firoK 

♦ Mucous membranes 
(mucosa): the inner 
lining of some organs 
and body cavities (e.g. 
the nose, mouth, lungs 
and intestines). Glands in 
the mucous me,nbrane 
make mucus. 

♦ Primary defence: the 
init ial barriers to prevent 
pathogens from causing 
infection. 

How is current knowledge shaped by its historical development? 

Germ theory is the theory that certain diseases are caused by infection of the body by 

micro-organisms. Prior to t he development of this theory, scientists thought that diseases such as 

cholera were caused by exposure to 'bad air'. The basis for germ theory was developed by Ignaz 

Semmelweis. Despite his conclusion that childbed fever could be prevented by hand washing, his 

observations conflicted w ith the established scientific and medical opinions of the time and so 

his ideas were rejected by the medical community, leading to further deaths. It was only when 

French microbiologist Louis Pasteur confirmed germ theory by proving that infection was caused by 

microbes, and Joseph Lister, acting on Pasteur's research, developed antiseptic methods for surgery, 

t hat hygienic methods were introduced into medical procedures. 

Skin and mucous membranes 
as a primary defence 
The skin and the mucous membranes (the internal linings o( the lungs, trachea and gut) are the 
primary defence against pathogens that cause infectious diseases. Not surprisingly, protective 
measures have evolved at these surfaces. 

■ The skin 
The skin aces as both a physical and chemical barrier to pathogens (Figure C3.2.l). The external skin 

is covered by keratinized protein of the dead cells of the epidermis. This is a tough and impervious 
layer, and an effective batTier to most organisms unless the surface is broken, cut or deeply scratched. 
Pe1ioclic shedding of the epidern1is removes n1icrobes. Hov,1ever, folds or creases in the skin that are 
permanently moist ,nay become the home of 1uicro-organisn1s that degrade this barrier and cause 
infection, such as athlete's foot. 

C3.2 Defence against disease 



(0 Tno tipl 

While the structure 
and function of 
the skin need to be 
appreciated, you do 
not have to be able to 
draw or label diagrams 
of the skin. 

♦ Mucus: a watery 
solution of glycoprotein 
with protective and 
lubrication functions. 
♦ Cilium (plural, 
cilia): motile, hair· 
like outgrowth from 
the surface of certain 
eukaryotic cells, which 
move rhythmically to 
propel objects such as 
mucus in the trachea and 
eggs in oviducts. 

2 Suggest how 
mucus secreted by 
the airways may 
protect lung tissue. 

(e Common 
mistake 

Do not use poor 
terminology to describe 
the reasons for 
clotting, such as 'stops 
diseases getting in'. 
The stronger answer 
is to say that 'clotting 
prevents the entrance 
of pathogens'. 

♦ Platelets: tiny cell 
fragments found in 
the blood that lack a 
nucleus; they are involved 
in the blood-clott,ng 
mechanism. 

• 

pathogens 
are kept out 

lipid-rich skin 
matrix cells 

I I 

Gaps between cells 
are filled with lipid 
so that they form a 
strong skin barrier. 

s:: ' 

■ Figure C3.2.1 The skin is a protective barrier 

The dead keratin cells 
(dead skin cells) located 
in the outermost skin are 
connected to each other. 

~ .:. - -""' .. - - - -- - -, .. ~ - - _- .. ..... - - -~ ----. ·- · -.. ,_ -•··•-. -

lysozyn1e is an enzyn1e secreted by the skin during perspiration (s,veating), ,vhich acts as a chemical 

defence breaking do\\'11 the cell ,valls of bacteria, thus acting as an antibiotic. 

Mucous membranes 
The internal surfaces of our breathing apparatus (the trachea, bronchi and bronchioles) and the gut 

are all lined by moist epithelial cells (mucous 1nembranes, also kno,vn as tn ucosa). These vulnerable 

internal ba1Tiers are prorectecl by the secretion of large quantities of mucus. 

Cilia are organelles that project from the surface of certain cells (Chapter A2.2, page 76'). Cilia 

occur in large numbers on the lining (epithelium) of the air tubes (bronchi) serving the lungs 

(Figure C3 2.2). 1-iere, they sweep the fluid mucus across che epithelial surface, a,vay from the 

delicate air sacs of the lungs. 

cilia layer of mucus 

mucu$ pathogens 

= ,,,_.. -
E' 

~ 

\ 
:::::: 

{ epithelial I 
•••••• • 

cells goblet cell 

■ Figure C3.2.2 Mucous membrane in t he t rachea 

to mouth 

• 
A 

•••••• 
cilated epithelial 

cell 

• 

• • 

Sealing of cuts in skin by blood clotting 
When a blood vessel is ruptured, the blood-clotting mechanism i,; activated. This leads to localized 

clotting of blood and further blood loss is prevented. A significant fall in blood pressure is also 

prevented, ,vhether at small haemorrhages or at larger breakages or ocher ,vounds. The cloL also 

reduces the chances of invasion by disease-causing organisms. After that, repair of the da1naged 

tissues can cake place. 

The formation of a blood clot is triggered by a 'cascade' of events at the site of a broken blood vessel 

(shov,11 in Figure CJ.2.3). The steps are as follows. 

• Firstly, platelets collect at the site. These components of the blood are formed in the bone 
1narro,v (along ,vith the red and ,vhite blood cells) and they are circulated throughout d1e body, 

suspended in the plasn1a. Platelets are actually cell fragments, disc-shaped and very sn1all (only 
2 µ111 in dian1ete.i) - too small to contain a nucleus. Each platelet consists of a sack of cytoplastn 

that is rich in vesicles containing enzymes, and is surrounded by a plasma membrane. Platelets 

stick to the clan1aged tissues and clump together there - at this point, they change shape fron1 

sacks to flattened discs with tiny projections that interlock. This action alone seals off the 

s1nallest breaks . 
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• Next the collecting platelets release a clotting factor (a protein called thron1boplastin that is a lso 

released by da1naged tissues at the site). This clotting factor, along with vitan1in Kand calciun1 

ions (ahvays present in the plasn1a), causes a soluble plas1na protein called prothron1bin to be 

converted to an active, proteolytic enzyn1e, thrombin. 

• The action of the enzyme thron1bin is to convert another soluble blood protein, fibrinogen, 
into insoluble fibrin fibres at the site of the cue. Within this n1ass of fibres, red blood cells 

(erythrocytes) are trapped, and the blood clot has formed. 

i damaged blood vessel 

• • • 
' exposed collagen fibres 

. 
• 

and damaged endothelium ~ 

platelets collect, platelet plug formed 
adhere and release • • • • • • • • • • ► _ sufficient to block 

minor breaks 

clotting factor 
(thromboplastm} 

release clotting factor 
(thromboplastin) from 
damaged tissue 

scanning electron micrograph of 
blood clot showing meshwork of 
fibrin fibres and trapped blood cells 

local acting 
hormones 
(prostaglandins} Ca2

+ and vitamin K 
from plasma 

(e Common 
mistake 

Do not mix up fibrin 
and fibrinogen. Make 
sure you know the 
function and properties 
of both. Learn the 
cascade events of 
clotting carefu lly. 

prothrombin -------♦ thrombin 
(soluble protein ♦• • (proteolytic enzyme) 
in plasma) • 

-♦ 
fibrinogen 
(plasma protein) 

insoluble 
fibrin f ibres 

t 
fibrin f ibres trapped blood cells 

• t 
constriction of damaged vessel blood clot 

+ 

stabilized plug 
• prevents further blood loss 
• prevents entry of bacteria 

■ Figure C3.2.3 Th e b lood-clott ing mechanism 

The blood-clotting mechanism depends on the interaction of several different 
components: release of clotting factors from platelets, the subsequent cascade pathway 
that results in rapid conversion of fibrinogen to fibrin by thrombin, the trapping of 
erythrocytes to form a clot. 

3 Identify the correct sequence of the following events during blood clott ing: fibrin 
formation; clot ting factor release; thrombin formation. 
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♦ Innate immune 
system: responds to 
broad categories of 
pathogens and does 
not change during an 
organism's hfe. 

♦ Phagocytes: white 
blood cells that engulf. 
absorb and digest 
pathogens, foreign 
particles and cell debris. 

♦ Adaptive immune 
system: responds 
in a specific way to 
particular pathogens and 
builds up a memory of 
pathogens encountered, 
so the immune response 
becomes more effective. 

♦ Lymphocytes: white 
blood cells in the adaptfve 
immune system that 
cooperate to produce 
.antibodies. 

♦ Plasma: the clear, 
yellowfsh, liquid part of 
the blood that carries 
blood cells. 

• 

Differences between the innate immune 
system and the adaptive immune system 
The in1mune response is our n1ain defence once invasion of the body by hannful micro-organisms or 
'foreign' n1aterials has occurred. The imn1une response begins \Vith a first response fron1 the innate 

immune system, carried out by phagocytes (a type of white blood cell) that can engulf and destroy 
(by phagocytosis) n1any different foreign organisms. 

At the same time, the primary phase o[ the adaptive immune system response begins, involving 
specialized white blood cells called lymphocytes. This is followed by the secondary phase of the 
adaptive immune system response, where specific white blood cells retain a memory of a specific 
parhogen so rhat a rapid immune response can be quickly coordinated if reinfection occurs. 

The innate immune system is different to the adaptive im1nune systetn: it responds to a broad range 
of pathogens and does not change over an organisn1's life. On the other hand, the adaptive system 

responds in a certain way to individual types of pathogen. lt builds up a n1emory of the pathogens 
that are encountered. This means the imn1une response becomes more effective. 

fo Top tipl 

White blood cells are called leucocytes. These cells are divided into two groups: phagocytes that 
engulf foreign organisms, and lymphocytes that are involved in the adaptive irnmune system. 
Both circulate in the blood and are contained in lymph nodes. 

Tool 1: Experimental techniques 

Drawing annotated diagrams from observation 

Examine the appearance of t he types of w hite blood cells observed in a blood s,near 
preparation. 

Draw and f ully annotate some of the blood cells you observe (e.g. phagocytes, 
lymphocytes and red blood cells), making clear t he differences between them. 

Infection control by phagocytes 
Certain white blood cells have the role o[ engulfing foreign material, including inv,1ding bacterial 
cells. S01ne of these wh ite blood cells are short-lived cells of the plasma. Others are the long-lived, 
rubbish-collecting cells found throughout the body tissues. Both rypes of cell take up material into 
their cytoplasm, much as the protozoan A,noeba is observed to feed , by phagocytosis (Figure O 2.4). 
A1noeboid move1nent (cravvling-like 1novement using protrusions of cytoplasm) allows phagocytes to 
move froin blood to sites oE infection, \vhere they recognize pathogens, engulf them by endocytosis 
and digest them in a controlled way using enzymes from lysoso1ues (page 71) . 
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♦ B•lymphocytes 
(B- cells): lymphocytes 
that produce antibodies 
and are responsible for 
presenting antigens to 
T-cells. Once activated, 
they can mature into 
plasma cells or memory 
8-lymphocytes. 

♦ T-lymphocytes 
(T-cells): white blood 
cells processed by 
the thymus that are 
responsible for cell
mediated immunity 

Lir k 
The lymphatic system 
is discussed in more 
detail in Chapter B3 .2, 
page 312. 

phagocytic leucocyte 
detects presence of 
bacterium 

0 

'rubbish-collecting' leucocytes are 
distributed widely in the body 
- they engulf larger debris and 
damaged cells. and dispose of them 

bacterium becomes attached to 
receptor molecules on the 
plasma membrane of leucocyte 

. . . 

bacterium is broken up into its 
constituent molecules, and these 
are dispersed into the cytoplasm 

■ Figure C3.2.4 Phagocytosis of a bacterium 

trapped bacterium engulfed 
into a food vacuole in the 
cytoplasm of leucocyte 

. . 

. . . . . 

a 

lysosomes in t he cytoplasm 
fuse with the vacuole and 
discharge hydrolytic enzymes 

Lymphocytes - the adaptive immune system 
Lyn1phocytes are responsible fot our specific immune response. These cells make up 20% of the 
,vhite blood cells circulating in the blood plasma (or in the tissue fluid- phagocytes can move freely 
through the \valls of blood vessels). Lymphocytes circulate in the blood and are contained in lyn1ph 
nodes, ,vhich are part or rhe lymphatic system. 

Lymphocytes can detect any foreign matter that enters fro1n outside the body (111acro111olecules, as 

\.vell as micro-organisms) as different from our 0\1/11 cells and proteins (see be!o,~~-

There are t\.VO types of lymphocyte at ,vork in our in1mune system: the B-lymphocytes CB-cells) 

and T-lymphocytes (I-cells). Both cell types originate in the bone 1narrow, where they are forn1ed 

from stem cells (page 257). As they mature, these cells undergo different developn1ent processes in 

preparation for their d1stincnve roles (Figure C3.2.5). 

cell division @ ----------~--+ @ 
B-lymphocytes are activated by T-lymphocytes 

, ~,- (mitosis) ',._ /"--·__,....__ 

stem cell of 
bone marrow 

T-cell migration -----------
---;~ cell matures ,, during maturation ---,, 

into lymphocyte -~ ' 
----------------- ____________________ ,- thymus gland where\, 

T-lymphocytes that ◄ 
.,,,,,, .... ~---

/ , 
I 
\ 
' . ------- B-cell rnatures 1n --- ' 

mature lymphocytes 
circulate 1n the blood 
system, escape into 

bone rnarrow -- the tissue fluid _ 

B-lymphocyte awaits chance 
encounter with an antigen 

■ Figure C3.2.5 T- and B-lymphocytes 
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surrounding body cells, 
and collec1 in the lymph 
system; many are stored 
in lymph nodes 

I 

react to body's own 1 
I 

cells are destroyed 1 
I 

I , 
~--- ,,.✓ ..... ._ _________ _ 

lymph nodes occur 
all over the body but 
are concentrated in 
the neck, arm pits 
and groin 

T-lymphocyte awaits chance 
encounter with an antigen 



♦ Thymus gland: a small 
organ that lies in the upper 
chest under the breastbone 
in which T-lymphocytes 
grow, multiply and mature; 
it is part of the lymphatic 
system. 

♦ Plasma cells: type of 
immune cell that makes 
large amounts of a 
specific antibody. Plasma 
cells develop from 8-cells 
that have been activated. 

♦ Memory cells: a 
long-lived lymphocyte 
capable of responding 
to a particular antigen 
on its reintroduction, 
long after the exposure 
lhat stimulated its initial 
production. 

♦ lmmunoglobulin: 
a protein made by 
8-lymphocytes and 
plasma cel ls that helps the 
body fight infection. 

■ T-lymphocytes 
T-lymphocytes leave the bone marrO\V soon after they have been formed and migrate to the thymus 

gland. The thyn1us gland is found in the chest, just belov.r the breastbone (sternum). It is acdve and 
enlarged during the early stages of our growth and developn1ent. \Vhile the T-ceUs are present in the 
thymus gland, all of those that would react to the body's O\vn cells are removed and destToyed. 
The surviving I-cells are released and circulate in the blood plasn1a. Many are stored in lyn1ph 
nodes. The thymus gland shrinks i1 1 size by the time puberty is reached, its task completed. 

Top tip! 

Remember that antibodies are proteins that are produced by 8-lymphocytes to attach to foreign, 
non-self material and allow the immune system to remove it Antigens are substances (usually 
glycoproteins or other protein) capable of binding specifically to an antibody, 

■ B-lymphocytes 
B-lymphocytes complete their maturation in the bone n,arro,v, prior to circulating in rhe blood. 
Many of these lymphocytes are also stored in lymph nodes. The role of the majority o( B-cells, after 
activation byT-cells, is co fonn clones of plasma cells that then secrete antibodies into the blood 
sysLem. In addition, memory cells are fonned - see page 529. 

A 11 individual has a veiy large number of B-ly111phocytes that each make a specific type of antibody. 

4 Explain the significance of the role of the thymus gland in destroying T-cells that would 
otherwise react to 'self' body proteins. 

■ Antibodies 
An antibody is a globular protein called an immunoglobulin. It is 1nade of rour polypeptide chains 
held together by disulflde bridges (-S-S-) and !arming a Y-shaped 111olecule (see Figure C3 2.6). 
The top of each 'arm' contains an antigen binding site. 

antigen binding site antigen 
of specific amino acid residues in a unique 
sequence to which an antigen may fit 

polypeptides 

light chain ~ 2 

heavy chain x 2 

/ 

disul fide 
bridges (-5-S-l 

simplified form 

antigen 

I 
antibodies occur 
attached to cell 
surface membrane 
of 8-lymphocytes 

and 

>--
\ \ 

'r 

may be secreted by exocytosis as 
free-standing molecules 

>--
_.( 

\ 
\ 
~ 

■ Figure C3.2 .6 The structure of an antibody 

Millions of different types of an,ibodies ,nay be produced by our bodies, each by a different type or 
ly,nphocyte - there are as many ancibodies as there are types of foreign matter (antigens) invading 
the body. The an1ino acid sequence of the antigen binding site in the 'fork' region differs according to 
the che1nisr:ry of the antibody it binds ,vith and is unique co that anctbody. le ts the antigen binding 
site that gives each antibody its specificity. 
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The definition of 
antigen is discussed in 
cell- eel I recognition 
in Chapter 81.1, 
page 195. 

Linlt 
Blood groups and 
immune reactions 
are examined 
in Chapter 81 .1, 
page 195. 

1 lnl 
Glycoproteins and 
glycolipids in the 
plasma membrane are 
covered in Chapter 
82.1, page 234. 

♦ Major 
h istocompatibility 
complex (MHC)'. 
group of genes that 
code for proteins found 
on the surfaces of cells 
that help the immune 
system recognize foreign 
subs lances. 

5 Identify where 
antigens and 
antibodies may be 
found in the body. 

6 Deduce which 
synthetic 
machinery in 
the lymphocytes 
is active in the 
product ion of the 
components of 
their antibodies. 

Antibod ies initially occw· attached to the cell surface me1nbrane o [ B-cells, but later are rnass

produced and secreted by cells derived from the B-cell. This occurs after that B-cell has undergone 
an activation step (see page 526). A huge range of different antibody-secreting lymphocytes exists, 

each type recognizing one specific antigen. The more antigens we encoun1er, rhe more antibodies we 

are able to lorn1, should they be required. 

Antibodies destroy antigens in different ,vays (Table C3.2.l). Toxins 111ay be inactivated by reaction ,vith 

the antibody, and bacterial cells may be clumped together so rhat they 'precipitate' and can be engulfed 

by phagocytic cells. Antibodies also auach to foreign mauer, ensuring its recognition by phagocycic 
cells. Alte111atively, antibodies can ace by destroying bacterial cell ,valls, causing lysis of rhe bacterium. 

■ Table C3.2.1 How antibodies aid the destruction of pathogens 

Agglutination antibodies attach to pathogens, causing them to stick together - clumped in this way, they 
are more easfly ingested by phagocytic cells 

Complement complement proteins in the plasma cause cell lysis by destroying the plasma membrane of 
activation pathogen cells, after antibodies have identified them by binding 

Toxin antibodies bind to toxins in the plasma, preventing them from affecting susceptible cells 
neutralization 

Opsonization antibodies make pathogens instantly recognizable by binding to them, and then linking 
them to phagocytic cells 

Antigens 
The imn1une system can recognize 'self' - our body's cells and proteins - and tell then1 apart from 

foreign or 'non-self' substances, such as those on or fro1n an invading organism. Any n1olecule 

that the body recognizes as foreign or 'non-self' is kno.vn as an antigen. Most antigens are 

glycoproteins or other proteins, and they are usually located on the outer surfaces of pathogens. 

It is the lymphocytes that can recognize antigens and take steps to overcome then1. The specificity 

of antigens allo\VS for responses that are custon1ized to specific pathogens. 

Each type of lymphocyte in our body recognizes only one specific antigen. In tl1e presence of that 

antigen (and only that antigen), che lymphocyte divides rapidly, producing 1nany cells kno,vn as 

clones. These cloned lymphocytes then secrete an antibody specific co that antigen (see belo,.v). 

Antigens on the surface of reel blood cells (erythrocytes) may stLmulate antibody production if 
transfused LnLo a person with a clifferenL blood group. 

How are 'self' and 'non-self' recognized? 
Every organisn1 has unique n1olecules on the surface of their cells. Cells are identified by these 
specific 1nolecules (n1arkers) that are lodged in the outer surface of the plasma membrane. These 

molecules include the highly variable glycoproteii1s on the cell surlace membrane. Remember, 

carbohydrates occur attached to proteins here. 

The glycoproteins that identify cells are kno,vn as the major histocompatibility complex (MHC) 

antigens. In hu1nans, the genes for MHC antigens are on chromosome 6. The iv!HC antigens of 

individuals are genetically determined - they are a feature we inherit. In inherited characteristics that 

are produces of sexual reproduction, variations occur, so each o[ us has distinctive MHC antigens 

present on our cell surface membranes. Unless you have an identical t1vin, your MHC antigens 

are unique. 

Lymphocytes of our Lmmune system have antigen receptors thaL recognize our O\VTl MHC anLigens 

and can tetl Lhem apart from any foreign antigens detected in the body. lt is c1icically i1nportanc tha1 

our o,vn cetls are not attacked by our im.mune system. This is the basis of the 'self' and 'non-self" 

recogniLion 1nechanism. 
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♦ Antigen-specific 
B-ce II: lymphocytes that 
form either antibody
secreting cells or memory 
B-cells after infection 
or vaccination. 

♦ Macrophage: type of 
phagocytic white blood 
cell that surrounds and 
kills pathogens, removes 
dead cells and stimulates 
the action of other 
immune system cells. 

♦ Antigen 

presentation: process 
where an antigen is taken 
into a white blood cell 
by receptor-mediated 
endocytosis, digested, 
complexed with MHC 
II molecules and then 
presented on the cell 
surface membrane for 
interaction with T-cells. 

♦ Helper T-cell: 
lymphocyte that 
recognizes a foreign 
antigen and then 
activates T-cell and B-cell 
production. 

♦ Activated B-cell: 
B-cells absorb an antigen 
and present pieces of it on 
their surface via a major 
histocompatibility complex 
(MHC); helper T-cells then 
recognize the antigens 
via the MHC and activate 
the B-cells, result ing in 
B-cell differentiation 
into memory B-cells or 
plasma cells. 

Steps to the immune response 
When an lnfecrion occurs, rhe vvhite blood cell population immediately increases and many of these 

cells collect at the site of the invasion. The complex response to infection has begun. 

The roles of T- and B-ce1Js in th.is response are as listed here (see also Figure C3.2 7). 

■ Activation of 8-lymphocytes by helper T-lymphocytes 

ro Ton tinl 

T- and B-cells have molecules on the outer surface of their cell surface membrane that enable 
them to recognize antigens, but each B- and T-lyrnphocyte has only one type of surface receptor. 
Consequently, each lymphocyte can recognize only one type of antigen, 

• • I 

There are coordinated interactions between helper T-cells and B-cells that occur durtng 
the initiation and refinement of antibody production. 

1 When a specific antigen enters the body, B-cell.s 'A'ith surface receptors (antibodies) that 
recognize the antigen bind to it. 

2 On binding to the B-cell, the antigen is taken into the cytoplasm by endocytosis. Then it is 
expressed and displayed on the cell surface metnbrane of the B-cell (this is kno,vn as an 

antigen-specific B-cell) . 

3 Meanwhile phagocytic cells, the macrophages, engulf any antigens they encounter. 
(Macrophages occur in the plasma, lymph or tissue [Juid, liver, spleen and alveoli.) Macrophages 
(and I -cells) secrete cytokines, small signalling molecules (usually a protein or glycoprotein) 

that act on neighbouring cells to alter their behaviour. This assists ,vith the im1nune response 

(Chapter C2.l , page 454). Once antigens have been taken up, they are presented externally, 

attached to the HlvlC antigens, on the surface of the n1acrophages. T-cclls respond to antigens 
rhat are presented on rhe surface of or her cells, as on rhe macrophages. This is called antigen 

presentation by a macrophage. 

4 As I-cells encounter these macrophages and brielly bind to chem, they are immediately activated. 
They are now called 'armed' or activated helper T-cells. 

5 Activated helper T-cells bind to antigen-specific 13-ceUs with the sa1ne antigen e,-xpressed on their 

cell surface 1nen1brane. As a result, the B-cell is activated. It is no,v an 'armed ' or activated B-cell. 

(e Common mistake 

Do not confuse the role of T- and B-cells. The role of B-cells is to secrete antibodies. The role of 
helper T-cells is not to secrete antibodies but to further activate B-cel ls after 'activation' by contact 
with antigens of a particular pathogen or other foreign matter. 

fO Too tio! 

8-cells become memory cel ls only when they have been activated. Activation requires both direct 
interaction with the specific antigen and contact with a helper T-cel l that has also become activated 
by the same type of antigen. 
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Interactions between B- and T-cells coordinate the immune response and facilitate 
antibody production for a specific pathogen. 

(n Ton ti ! (e Common mistake 
Phagocytes, such as 
macrophages, have 
the capacity to leave 
blood vessels. 

Do not confuse the functions of macrophages, 8-cells, T-cells and memory cells. Use Figure C3.2.7 
to help you learn the role of each different type of cell and the processes involved in the 
immune response. 

B-cells 
◊ 

antigen enters body (the required trigger 
________ , to initiate specific antibody production) __ ... ... - ----- ' , -- ' -- ' ~ --- ',,, macrophage 

T-cells 
T-cel Is respond to antigens 
on the surface of other cells 

1 antigen binds to antibody 
on B-cell plasma membrane 

MHC protein _ _,, 

MHC = major histoco,npatibility 
complex 
All cells have MHC proteins unique to 
cells of the organism. 

5 activated helper 

2 antigen taken up by endocytosis 
and is then expressed on the 
plasma membrane at the MHC 
protein 

T-cell now binds to 
B-cell with same antigen 
expressed- immediately 
the 8-cell is activa ted 
= activated B-cell -----,, activation 

• ◄- ---0 ----

6 activated 8-cell 
divides rapidly, 
forming a clone 
of plasma cells 

' Jt 
I 
I 
I 
I 
\ 

' 

...... ... ... , 
,, 
', 

' ' 

, ... 

activati;~',,, ~ 
' 

_ ___.I 

each plasma cell packed with ER now 
mass-produces antibody molecules and secretes 
them by exocytosis 

antibodies overcome antigen 
e.g. by neutralizing it, by causing clumping together of 

~ cells to aid engulfing by other macrophages, or by 
precipitation of soluble antigens 

■ Figure C3.2.7 Stages in antibody production 
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T-celJ 

3 macrophages engulf antigens 
by endocytosis, and then express 
this antigen on their MHC proteins 
on the plasma membrane 
= antigen presentation 

4 T-cell binds (briefly) to macrophage that 
presents an antigen and is activated - it is 

......___ now called an activated helper T-cell 

7 some activated B-cells and T-cells 
survive in the body as memory cells, 
and are able to initiate a more speedy 
response in the event of reinfections 



(o Too tio! 

There are relatively 
small numbers of 
B-cells that respond 
to a specific antigen. 
To produce suf ficient 
quantities of antibody, 
activated B-cells fi rst 
divide by mitosis to 
produce large numbers 
of plasma 8-cells 
that are capable of 
producing the same 
type of antibody. 

,. 

■ Multiplication of activated B-lymphocytes to form clones of 
antibody-secreting plasma cells 

6 After B-cells are activated (step 5), they divide rapidly by mitosis, forming clones of plasn1a 
cells. An electron 111icrograph of plasn1a cells sho,vs each one is packed ,vith rough endoplasn1ic 
reticulun1 (RER, Figure C3.2.8). lt is in the RER that the antibody is 111ass-produced and 

exported from the B-cell by e,'Xocytosis. The generation of a large nu111ber of plasma cells that 
produce one specific antibody type is kno,vn as clonal selection. 

The antibodies are normally produced in such numbers that the antigen is overcome. 
The action of antibodies is co bind to antigens, neutralizing them or making them clear targets 
for phagocytic cells. 

We have noted that the T- and B-cells have molecules on the outer surface of their cell surface 

membrane that enable the1n to recognize antigens, but each B- and T-lyn1phocyte has only one 
type of surface receptor. Consequently, each lymphocyte can recognize only one type of antigen. 

7 After antibodies have attacked the foreign matter and the disease threat is overcome, the special 
proteins disappear from the blood and tissue fluid. So, too, do the bulk of the specific B-cells and 
T-cells that ,vere responsible for their formation. 

~ --- Note the cell cytoplasm 
' is packed with RER 

2µm 

red bone marrow 
- site of actively 

dividing stem cells 

thymus 
gland 

blood circulation, t issue fluid 
and lymph nodes 

B-cells T-cells 

; ., 
,, in the presence of a specific antigen, 

,, " e.g. an invading pathogenic bacterium \ 

... ... 
memory cells • 

■ Figure C3.2.8 Colourized electron 
m icrograph of a plasma cell 

,, " ,, ,, ,- antigen 

" 8-cell now engulfed 

1 t 
7 Calculate the 

magnification of 
the plasma cell in 
Figure C3.2.8. 

8 Outline the steps 
of an immune 
reaction response 
to an infection, 
and explain how 
and why antibodies 
are produced. 

carrying 
, antigen 
I activated 

macrophage 

I 

1 

It is no,v helpful to 

sun1marize the complex 
roles of B- and T-cells in 

the immune system 
(Figure C3 2.9) memory cells 

activated ___ _ 

T-cell 

■ Figure C3.2.9 The ro les of 
B- and T-cells in the immune 
system - a summary 

• 1 
1 
I >-----------armed T-cell 

becomes 
1 activated helper T-cell 

I - - - - - - B-cell 

t 
cell division to 
form a clone of 
plasma cells 

t 
antibody secreted. 
antigen overcome 

armed T-cell becomes 
cytotoxic cell - destroys 
cells infected by a virus 
or other cells carrying 
antigens, e.g. tumour-

associated antigens (TAA) 
of cancer cells 
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♦ Immunity: resistance 
to the onset of a disease 
after infection by the 
causative agent. 

9 For Figure C3.2.10, 
compare and 

contrast the 
. 

primary response 
following initial 
infection with 
the secondary 
response. 

10 Identify the steps 
of plasrna cell 
format ion that are 
avoided in cases 
of reinfection, due 
to the existence of 
memory cells. 

11 State what is 
meant by the term 
immunity. 

♦ HIV(human 
immunodeficiency 
virus): virus that attacks 
the body's immune system. 
If HIV is not treated, it can 
lead to AIDS. 

♦ AIDS (acquired 
immune deficiency 
syndrome): the name 
used to describe a 
number of potentially 
life-threatening infections 
and illnesses that happen 
when the immune 
system has been severely 
damaged by the HIV virus. 

■ Figure C3.2.11 
Electron micrograph 
of white blood cell 
(blue), from which HIV 
(yel low) is budding off 

■ Immunity as a consequence of retaining memory cells 
Immunity is the ability to eliminate an infectious disease fro111 the body and to resist an infection by 

a pathogen. Long-lived and specific immunity is the result of the long-tern1 survival of lymphocytes 

that are capable of making the specific antibodies needed to fight the infection. These are memory 

cells, retained after a previous infection by that pathogen. Memory cells are specifically activated 
B-cells. They are long-lived cells, in conn·ast to plasma cells and ocher activated B-cells. Me1nory cells 

make possible an early and effective response in the event of a reinfection of the body by the sa111e 
antigen (Figure CJ.2.10). This is the basis of natural im1nunity (see below) . 

Memory cells are 
retained in lymph nodes. 
They allow a quick and 
specific response if t he 
same antigen reappears. 

t 
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pnmary response 
to init ial infect ion 
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short-lived 

I 

' I 
' I 
' ' 'f 

secondary response if same 
infection (antigen) returns 

response due to memory 
cells, i.e. person has 

immunity 
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■ Figure C3.2.10 Profile of antibody product ion in infection and reinfection 

(e Common mistake 

Explanations of what happens upon second exposure to an antigen are o~en lacking detail. 

It should be noted that antibodies are produced more rapidly and to a higher level. 

HIV 
Human immunodeficiency virus (HIV) was first identified in 1983 as the cause of a disease of the 

human immune system kno,vn as acquired immune deficiency syndrome (AIDS}. 

HlV is a tiny virus, less than 0.1 µn1 in diameter (Figure C3.2.ll). lt consists of two single strands of 

RNA \Vhich, together vVith enzyines, are enclosed by a protein capsid. A n1e1nbrane, derived from the 

hun1an host cell in vvhich the virus ,vas formed, encapsulates each ne,v virus particle (virion) leaving 

the host cell. 

. . ~. 
_...' '•...,.... ~jl 
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♦ Retrovirus: a virus 
that has RNA as its nucleic 
acid and uses the enzyme 
reverse transcriptase to 
copy its genome into the 
DNA of the host ceWs 
chromosomes. 

Link 
Retroviruses are 
covered in Chapter 
A2.3, page 99. 

(e Common 
mistake 

It is incorrect to 
say that AIDS is 
transmitted. HIV is 
transmitted, not AIDS. 
HIV is the virus and 
AIDS is the disease 
it causes. 

HIV 1s a retrovirus, A retrovirus reverses the nont1al Do\v of genetic infonnation fro1n the DNA of 
genes co messenger RNA in the cytoplasm (page 99). The idea thac information always f\o\vs in this 
direction in cells was called the central dogma of cell biology (in1plying it \vas always the case). 
Ho,vever, in retroviruses, the infonnation in RNA in the cytoplasm is translated into DNA \Vithin a 
host cell, which then becomes integrated ,vithin the DNA of a chro1noso1ne in the host's nucleus. 

ATL CJ.28 

Explore the life cycle of HIV using this animation: 
www.sumanasi nc to m/webcontentlan imations/c ont ent/lifecycleh iv. htm I 

How does application of your knowledge of cell structure (Chapter A2.2 Cell structure) help ,n 
understanding how HIV particles are assembled? Make a list of the relevant parts of the syllabus 
that you need to know about to understand the life cycle of HIV and its effects on the body. 

Transmission of HIV in body fluids 
Infection vvith HlV is possible t.hrough conLact vvith the blood or body fluids of infected people. such 
as ma>' occur during sexual intercourse. sharing of hypodermic needles by intravenous drug users or 
breastfeeding of a newborn baby. Blood transfusions and organ transplants can also transmit HlV, 

buc donors are nO'A' screened for I-UV infection in mosL councries. 

HIV is not transferred by contact with sali.va on a drinking glass, or by sharing a io,vel, for exatuple. 
Fe1nale 1nosquitoes also do not transmit HfV ,vben feeding on human blood. 

Infection of lymphocytes by HIV with AIDS as a consequence 
HlV is an enveloped virus \vith embedded glycoproceins that act as antigens ,vhen the virus is 
present in the human bloodstrea,n. These glycoproteins attach the virus co protein receptors of the 
surface ofT-lymphocytes and the core of the virus penen·ates to the cytoplasn1 (Figure C.3.2.12) of 
these important regulatory cells of the iinmune systen1. l\1acrophages, another type of ,vhite blood 
cell, 1nay also be infected by HLV. 

HIV panicle --,,;.~~ 

T-lymphocyte 

1 

2 

■ Figure C3.2.12 HIV infection of host cell: CD4 T-helper cells 

binding protein 
on virus capsule 

binding leads 
to fusion of 

~ - capsule with 
cell surface 
membrane 

3 

virus core enters 
lymphocyte 

HIV antigens 
remain on 
surface ot 
infected cell 
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Nevvly synthesized HJV virions leave the host cell by lysis and \vill then invade and kill other 
ly,n phocytes (f igure CJ.2.13). 

viral proteins and RNA being synthesised and new HIV 'cores' 
assembled then budded off with part of the host cell surface 
membrane as the capsules 

the 'budding' process 

NN 

I 

cell surface ffi ---membrane _I 
becomes the 
virus capsule 

I 
1111 -

copy of 
viral RNA 

■ Figure C3.2.13 Act ivat ion of the HIV genome 
and production of newly replicated HIV vi rions 

RNA core 
formed 

viral 
proteins 
formed 

messenger 
RNA copy 
to ribosomes 

genes of 
HIV on host 
chromosome 

Wichouc treacmenc. chis process causes the body's reserve of 

lymphocytes to decrease very quickly Macrophages also form an 

important reservoir of I-IIV 

The reduction in the nun1ber of active lymphocytes means the body 

loses the ability to produce antibodies. Eventually, no infection, 
hov,ever nivial, can be resisted; death lollov.rs. This is ,vhy AlDS 

is known as an 'imn1unodeficiency syndrome'. Only certain types 

of lyn1phocyte are infected and killed, but a reduction in these 

lymphocytes limits the body's ability to produce antibodies and 

fight opportunistic inlections. leading to AlDS. 

Ideally, a vaccine against HIV ,vould be the best solu,ion - one 
designed to remove both infected ly1nphocytes and HIV particles 
in the patient's bloodstream. The \vork of several laboratories is 
dedicated to this solution. The problem is th,lt, in the latent state 
of the infect ion, the infected ly1nphocyte cells frequently ch2nge 
their mernbrane marker proteins because of the presence of the HlV 
genome ,vi thin the cell. Effectively, HIV can hide from the body's 
immune response by changing itS identity. 

12 Figure C3.2.14 shows changes 1n the number of helper 
T-cells and HIV RNA copies in blood samples of a 
person infected by HIV. Analyse the graph shown in 
Figure C3.2.14. 

opportunistic infection 
(e.g. pneumonia) 
takes over - patient's 
immune system now 
hopelessly compromised 

early 
$Ymptoms 

a Describe the t rend seen in the graph. 
b Explain the trend seen in the graph. 
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■ Figure C3.2.14 Profile of an AIDS infection 
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♦ Antibiotics: chemicals 
that block processes 
occurring in bacteria but 
not in eukaryotic cells. 

• 

Tool 1: Experimental techniques 

Physical modelling 

https://pd b 101.rcsb, org/learn/paper-models/hiv-capsid 

https://cdn.rcsb.org/pdb101/learn/resources/structural biology-of-hiv/index.html# 

The first URL provides a template and video for making an HIV capsid paper model 
and the second URL allows you to explore the structural biology of HIV (viral enzymes, 
accessory proteins and structural proteins). 

Antibiotics 
Antibiotics are substances that slovv down or kill n1icro-organisn1s. They are obtained from fu ngi or 
bacteria and are substances that these organisms manufacture in their natural habitats. An antibioric, 
when present in low concentrations, inh ibits the gro\-vth of other micro-organisms. Many bacterial 
diseases ofhu n1ans and other animals can be successfully treated \,vith then,. 

Before antibiotics becan1e available to treat bacterial infections, typical hospital wards ,vere filled wi1 h 
patients \\'ith pneumonia, typhoid fever, tuberculosis, meningitis, syphilis and rheumatic fever. These 
bacterial diseases claimed many lives, sometimes very quickly. Patients of all ages were affected. 

Today, these infections are not the ' killers' they once \Vere here. For exa1nple, in rhe 1930s about 40% 

of the patients \Vith bacterial pneumonia died of the disease. Today, about 5-10% n1ay die. Antibiouc 
drugs have brought about this improven1ent in survival rates. The viral fon115 of pneun1onia and 
meningitis are not overcome by antibiotics, ho,vever, since antibiotics do not affect viruses. 

■ The discovery of penicillin - the first antibiotic 
In 1929, Alexander Flemi ng (J 881- 1955), a Scottish bacteriologist \vorking at St Mary's Hospital. 
Paddington, London, \Vas studying the bacterium Staphylococcus, \vhich causes boils and sore 
throats. \.Vhen examining some older bacteriological plates, he can1e across one in \vhich a fu ngal 
colony had also becon,e established (Figure C3.2.l 5). He noticed that the bacteria ,vere killed in 
areas surrounding the 1nould. This he identified as Pe11icil/iu1n notatun1. He cultured this 1nould in 
broth and discovered that a substance from it - \vhich he named penicillin - was bactericidal. He 
also shovved that penicillin did not harm human blood cells. Fle1ning pubHshed these resul ts in a 
scientil1c paper. 

• Nature of science: Global impact of science 

Early test ing of the safet y of penicillin as a drug 

The leading f1gures in the development of penicillin were Austral ian pathologist Harold Florey 
(1898-1968) and German biochemist Ernst Chain (1 906-79). This team isolated penicillin in a stable 
form for therapeutic uses. 

Florey and Chain used mice to test penicill in on bacterial infections in an experiment that today 
would not be compliant with drug-testing protocols (Figure C3.2.15). Can you see why? Today, 
scientists have an obligation to assess the nsks associated with their work, and these same 
standards are recognized internationally . 
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Find out about 
how modern drugs 
are tested. 

Suggest possible 
reasons why Florey 
and Chain's tests on 
the safety of penicilHn 
would not be compliant 
with current protocols 
on drug testing, 

Since their original discovery, over 4000 different antibiotics have been isolated, but only about 
50 have proved to be safe to use as drugs. The antibiotics that are effective over a wide range of 
pathogenic organisms are called broad-spectrum antibiotics. Others are effective with just a 
few pathogens. Many antibiotics in use today are semi-synthetic (i.e. made by converting starting 
materials from natural sources into final products via chemical reactions), as they can act against 
bacteria that are resistant to the original compound, have a greater spectrum of activity or cause 
fewer side effects. 

A Petri dish with sterile nutrient agar, set up The Petri dish that Alexander Fleming 
noticed in his laboratory for culturing a micro-organism 

sterilized nu1rie11t 
agar prepared 

sterile inoculating loop 
is first dipped into a 
culture of micro-organisms 

with lid raised, the nutrient 
agar plate is streaked 

Staphylococcus colonies 
on sterilized culture 
medium 

area where bacterial 
colonies have been 
knled 

mould (Penicil/ium notaturn) 
accrdently infected the plate 

Florey and Chain's experiment to test penicillin on a bacterial infection in mice 

~---- 8 mrce were inJected ----~ 
, with a lethal suspension , 

of bacteria 

4 m,ce were given 
no furthe1 treatment 

4 m1ee were also 
given penicillin 

all 4 rn1ce died all 4 mice survived 

■ Figure C3.2.15 Early steps in the discovery and use of penicillin as an antibiotic 

■ How antibiotics work 
Most antibiotics disrupt the metabolism of prokaryotic cells - whole populations of bacteria n1ay be 
quickly suppressed. The division and gro,vth phases of bacteria are vulnerable to antibiotic action 
{Table C3 2.2). At the san1e tin1e, the cells of the human host organism (a eukaryote) are not affected. 

■ Table C3.2.2 The biochemical mechanisms of antibiotic action 

Mechanism targeted Effects 

Cell wall synthesis The antibiotic interferes with the synthesis of bacterial cell walls. Once the cel l wall 
is destroyed, the delicate plasma membrane of the bacterium is exposed to the 
destructive force generated by excessive uptake ot water by osmosis so that lysis 
(bursting) of the cell occurs. Several antib1ot1Cs, including penicillin, ampicil lin and 
bacitracin, bind to and inactivate specific wall-building enzymes - the bacterium's 
walls fall apart. (This is the most effective mechanism.) 

Protein synthesis The antibiotic inhibits protein synthesis by binding with ribosomal RNA. The 
ribosomes of prokaryotes are made of particular RNA subunits. The ribosomes 
of eukaryotic cells are larger and are built with different types of RNA molecules. 
Antibiotics such as streptomycin, chloramphenicol, the tetracyclines and 
erythromycin al l bind to the prokaryotK ribosomal RNA subunits that are unique to 
bacteria, terminating their protein synthesis. 
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11, k 
Evolution by natural 
selection is covered 
in Chapter A4.1, page 
140 and Chapter D4.1, 
page 779. 

Viruses, on the other hand, are non-living particles and have no 1uecabolisn1 of their own, so have no 
function that can be inhibited by antibiotics. Viruses reproduce using metabolic path,vays in their 
l1ost cell. Antibiotics cannot be used to prevent viral diseases. 

13 Explain why antibiotics are effective against bacteria but not viruses. 

( • Common mistake 

It is incorrect to say that antibiotics are not effective against viruses because these can 'hide inside 
the host cell'. Antibiotics are ineffective against viruses because they affect bacterial enzymes 
and cell wall synthesis, neither of which vi ruses have, so antibiotics should not be taken to treat 
viral infections. 

Antibiotics interact with prokaryotic cells by disrupting their metabolism, either by 
interfering with the synthesis of bacterial cell walls or by inhibiting protein synthesis by 
binding with ribosomal RNA. 

Evolution of antibiotic resistance 
Evolution by natural selection is the process by ~vhich genetic variation in organisms is selected for 
by their environn1enc, ulLimately leading co speciation. This theory helps to explain tl1e development 
of antibiotic resistance in bacteria. 

Patients ,vho are infected ,vith a bacterium are o·eaced ,vith an antibiotic i:o help then1 overcon1e the 
disease: antibiotics are very ,videly used. In a large population of that bacterium. some individual 

bacteria n1ay carry a gene for resistance to the antibiotic in question, typically on a plasmid. Such 
genes sometin1es arise by spontaneous 1nutation or may be acquired through conjugation bet\veen 
bacteria of different populations (see page 119). 

Most of a bacteria population is not adapted to an environ1nent that has changed (vvith the addition 
of an antibioric), but an unusual or mutant va1iety of the population is suited and, therefore, has 
a selective advantage. The resistant bacteria in the popL1lation have no selective advantage in the 
absence of the antibiotic and must compete for resources with non-resistant bacteria. But when 
the antibiotic is present, most bacteria 0£ the population ,vill be killed. The resistant bacteria are 
very likely to survive and ,vill be the basis of the future population. ln the ne\v population, all 
individuals 110,v carry the gene [or resistance to the antibiotic. The genome has changed abruptly 
(Figure C3.2. l6). The evolution of bacteria that are resistant to antibiotics means that carerul use ol' 
antibiotics is necessary to slo\v the emergence of n1ulti-resistanr bacteria. 
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14 Explain: 

a why doctors 
ask patients to 
complete the 
full course of 
antibiotics, even 
if they start to 
feel better. 

b why the 
medical 
profession tries 
to combat 
resistance by 
alternating 
the types of 
antibiotic used 
against an 
infection. 

pathogenic bacteria 
cell carries gene for resistance 
to an antibiotic (bacterium 
able to inactivate antibiot1C) 

pathogen invades and triggers disease 
in human (or in a pet or f arm animals) 

antibiotic-resistant gene acquired 
by mutation 
or 
by conjugation (a form of sexual 
reproduct ion) with a bacterial 
cell that carries the gene 
or 
w hen infected by a virus 
(phage) that has picked up 
the gene in another host 

~ treated with antibiotic, e.g . penicill in 

- - - ► most bacterial cells perish 
but 
antibiotic-resistant cell survives 

gives rise to a new population of 
antibiotic-resistant bacteria 
(non-resistant competitor 
bacteria have been killed, 

- , 
so there is no competition 

process is repeated in another 
antibiotic-treated host 
(following another infection 
and treatment with a different 
antibiotic, e.g. methicillin), 
causing multiple-antibiot1C
res1stant bacteria to evolve 

for resources) 

overuse and misuse of antibiotics create the 
perfect breeding ground for resistant bacteria 

In the long term, the drugs industry faces 
the challenge of producing new antibiotics 
faster than antibiotic-resistant bacteria evolve. 

% 
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development of multiple-resistant 
Staphylococcus aureus, 1992-2001 
(% of infected samples received in pathology labs) 

■ Figure C3.2 ,16 M ultiple antibiotic resistance in bacteria, where there is evolution 
of resistance t o several antibiotics in strains of pathogenic bact eria 

For example, a strain of Staphylococa1s aureus has acquired resiscance to a range of antibiocics 

induding m ethicillin, forming the so-called rnethicillin-resistant Staphylococcus aureus ~IRSA). 

MRSA presents che greatesc threat co patients ,vho have undergone surgery. With cases of lv!RSA, tbe 

intravenou s antibiotic ca lled vancomycin is prescribed, but recently there have been cases of par tial 

resistance to this drug, too. 

Sin1ilarly, a s tran.1 of the bacteriun1 Clost1idiun1 difficile is no,v resistant to all but t,vo antibiotics. 

This bacte1ium is a natural component of our gut 'microflora'. It is only ,vhen C. diffici/e's activities 

are no longer suppressed by the surrounding, hugely beneficial (' friendly') gut flora that it 1nay 

1n ultiply to life-threatening numbers, triggering toxic dan1age to the colon. Suppression of beneficial 

gut bacteria is a typical consequence of heavy doses of broad-spectrum an tibiotics, ad1ninis tered to 

overcon1e infections of other su perbugs. 

C3.2 Defence against disease 535 



Concluding 

"l~• !••• Nature of 5Cience• Science as a shared pnd,::a~vour •,~,, 
The development of new techniques can lead to new avenues of research. For example, the 
discovery of penicillin and its subsequent development as an antibiotic used to treat bacterial 
disease, has led to the development of a wide range of antibiotics that target speci fic bacteria. 
Modern techniques use computer programs (machine-learning a·lgorithms) to survey more than 
a hundred million chemical compounds to pick out potential antibiotics that kill bacteria using 
different mechanisms to those of existing drugs. International efforts have led to the development 
of chemical libraries that can be surveyed in the quest to find new antibiotics. In the face of 
increasing antibiotic resistance, this is also a global effort. Researchers hope to use computer models 
not only to design new antibiotics but also to optimize existing molecules by adding features that 
would make a particular antibiotic target only certain bacteria, prevenLing it from killing benefioal 
bacteria in a patient's digestive tract. 

ATL CJ.20 

Use this site to explore further the range of antibiotics available, and the mechanisms through which 
bacteria can gain resistance: https //cdn.rcsb.org/pdb101/learn/resources/superbugs/iodex.t,tml 

Create a poster that summarizes the range of antibiotics available, and how changes to bacterial 
populations can lead to antibiotics becoming ineffective, 

If bacteria become resistant to al l antibiotics, what alternatives are there to stop the development 
of disease? 

-- - - - --- - - - - -- - -- - - --

Inquiry 3: Concluding and evaluating 

Figure C3.2.1 7 shows the percentage of samples of 
Staphylococcus aureus that were rnethicillin resistant. 
Analyse the data shown in the graph. 

Interpret the trend seen in the data between 1992 and 
2001 ; justify your answer with valid reasons. 
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■ Rgure C3.2.17 The increasing incidence of MRSA 

15 Antibiotics are widely used in animal farming, partly to control animal disease, especially 
in intensive agriculture. Suggest what this means, why it happens, and what possible 
dangers could arise? 
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16 Deduce the 
challenges in 
developing new 
antibiotics today. 

♦ Zoonosis (plural, 
zoonoses): infectious 
disease that can transfer 
frorn other species to 
humans. 

One result of bacterial resistance to antibiotics is that the phanuaceutical ind~tstry faces tl1e 
challenge of producing ne,J\I antibiotics faster than bacteria develop resistance to then,. Ho-A1ever, 
this is proving increasingly difficult - the number of ne,v antibiotics being developed each year has 
[alien dramatically (Table C3.2.3). 

■ Table C3.2.3 The number of new antibiotics developed per 5-year period 

1980- 1985- 1990- 1995- 2000- 2005- 2010-
1984 1989 1994 1999 2004 2009 2012 

Number of new antibiotics 19 11 11 11 4 3 1 
approved (in USA) 

Zoonoses 
Pathogens are often specific in their choice of host. For exan,ple, humans are rhe only host for the 
pathogens that cause the diseases of syphilis, gonorrhoea, measles and polionlye.Dtis. 

On the or her hand, other pathogens can cross species barriers, infecting a range of hosts. Zoonoses 

are diseases of other animals that can be 1ransn1icred to humans. Generally, infectious diseases are 
111ost often 'shared' between species char are closely related and inhabit the same geographic area. 

Existing viruses can spread from one host to another. The SARS virus (75°/o genetic similarity to 
SARS-Co\1-2, COVID 19) originated in South East Asia in 2002. where people ,vere infected wub a 

coronavirus tbat originated in bars and spread to hu1nans either directly or indirectly through civet 
cats. The incidence of zoonoses increases ,vhen humans exist in close contact v,11.th animals and 

vvhen humans encounter animals in nevv geographical regions. 

l'he prevalence or zoonoses as infectious diseases in humans, and their varied modes of in fection, are 
illustrated in the follo,vi.ng examples. 

■ Tuberculosis 
Tuberculosis (TB) is caused by a rod-shaped bacr.eriutn , lv1ycoJ,acteiiu111 i11he1rulosis (see figure CJ.? .18). 

In Illinois, USA, three elephants died due to lvf. tuberculosis fro1n 1994 and 1996. In late 1996, a 
fourd1. living elephant tested positive for M. tuberculosis. Ani11.1.al handlers on the farm ,vere tested 

for TB and 11 out of 22 had positive tests, \Vitb one having active TB. A comparison of the DNA 
fingerprint from the four elephants and the handler with active TB shovvecl chat the TB was the sa1ne 
strain. This sho\ved chat transn1.ission of Jvl. tuberculosis between hu1nans and elephants was possible. 

Although n1ost cases of human TB are caused by /vi, lwerculosis, zoonotic TB in people is 
predominantly caused by a closely related species, Mycobacteri.u,n bovi.s \vhich causes bovine 
tuberculosis, (b.fB). The disease can be transtni tted directly by contact ,vith infected domestic and 
vv ild animals or indirectly by ingestion o[ contam inated n1aterial. Tbe usual route o[ infection ,vithin 
cattle herds is by inhalaci.on of infected aerosol, \vhich are expelled from the lungs by coughing. 
Hutnans can beco1ne infected by ingesting ra,v milk from infected CO\vS, or through contact with 

infected tissues a1 abattoirs or butchers. 
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■ Figure C3.2.18 a) A chest X-ray showing TB in the lungs 
- the white patches visible in the yellow square contain live 
Mycobacterium tuberculosis where lung structure and function 
are permanently destroyed; b) an electron micrograph of the 
bacterium that causes TB, Mycobacterium tuberculosis (x17 750) 

■ Figure C3.2.19 The rabies virus 

• 

In Europe, badgers are affected by bTB and can be infected 

by the same strains found in local cattle. The incidence o[ 

bTB in cattle has increased, and the epidem ic has spread 

geographically since the 1980s. bTB can spread frotn badgers 

to cattle, and from cattle to badgers, although nearly ten 

tin1es as n1uch infection is from badgers to cattle than the 

converse. There is even more transmission o[ infection \Vithin 

each species. 

M. tuberculosis and M. bovis are included in the Mycobacterium 
tuberculosis complex (lvtTBC), ,vhich also includes other species 

and variants. The lv!TBC species are so closely related that 

they are no,v considered a single species, M. tuberculosis, 
\Vith variants. 

Zoonotic transmission of /VJ. bovi.s fro1n cattle to hu1nans ,vas 

recognized n1ore than a centu1y ago, but transmission of 
MTBC fro111 humans to cattle is less often recognized. Within 

the last decade, ho,vever, there have been 1nany published 

reports from around the ,vorld that describe hun1an-to-cattle 

transmission of tv1TBC. 

■ Rabies 
Rabies is a viral disease that affects many carnivorous ani1nals, 

including dogs, cats, foxes, skunks, jackals and v.rolves, affecting 

both wild and domestic animals. ·rhe rabies virus is transmitted 

through direct contact (sucl1 as through broken skin or mucous 

111ernbranes in the eyes, nose o r mouth) \Vith saliva or nervous 

systen1 tissue from an infected ani1nal. Humans are usually 

infected \vith rabies from the bite of a rabid animal. 

Rabies causes progressive and fatal inflammation of the brain 

and spinal cord. Once symptoms of the disease appear, rabies 
is fatal. Ho,vever, the disease is avoidable due to vaccines, 

medicines and other intervention techniques that have 

long been available. Despite these precautions, rabies still 

kills approximately 59000 humans each year in over 150 

countries, according to the Centers for Disease Control and 
Prevention (USA), ,vith 95°,6 of cases occurring in Africa and 

Asia. The WHO states that the bite of an infected clog causes 

approximately 9996 of rabies transmission to humans. 
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■ Japanese encephalitis 
Japanese encephalitis OE) is an infectious disease of the central nervous system caused by the 
Japanese encephalitis virus QEV), a zoonotic virus. JEV is prevalent in n1uch of Asia and the \hlesten1 

Pacific. It is transmitted to humans through the bite of infected tnosquitoes (Figure C3 2.20), 

particularly Cu)ex tritaeniorhyncl1us. 

'Encephalitis' is inOamn1ation of the tissues of the brain caused by an infection. ·rhe in Oammation 

causes che brain to s.vell, .vhich can lead to headache, stiff neck, sensitivity to light, 1nental 

confusion and seizures. 

JE\' causes disease in horses, donkeys and pigs. Pigs and 

,vading birds are the main carriers of the.JEV Other animals 

can be infected but do nor usually show signs of illness, 

including 11/ild mammals, reptiles, amphibians and birds, as 
,veil as domesticated animals such as cattle, sheep, goats and 

pets (dogs and cats). 

There is no cure for the disease. Treatment is focused on 

relieving severe clinical signs and supporting the patient 
to overco1ne the infection. Safe and effective vaccines 

are available to preventJE. Despite its nan1e,Japanese 

encephalitis is now relatively rare in Japan as a result of mass 

■ Figure C3.2.20 Japanese encephalitis is carried by mosquitoes 
. . . 
unmunizanon programn1es. 

♦ Virulent: the ability 
of a virus (or bacterium) 
to cause rapid and severe 
disease. 

♦ Novel virus: a virus 
that has not previously 
been recorded. 

AIDS 
AIDS is also caused by two closely related zoonotic viruses: HlV-1 and HlV-2. HlV-1 is the strain 

.vith 1nore virulence: it is more easily transmitted and is the cause of most HIV infections. Both 

HIVs are the result of cross-species transn1ission of simian immunodeOciency viruses (SIVs) naturally 

infecting African primates. 

AIDS caused by 1-l.IV 1,venr unidentilied (until 1983) and virtually unnoticed tor decades before it 

began to spread around the world in the 1980s. This \Vas due ro technological -and social factors, 
such as affordable international air travel, blood transfusions (with no screening for HI\!), sexual 

promiscuity, and the abuse of intravenous drugs. 

■ COVID-19 
CQ\TID-19 is a disease that recently transferred fro1n another species, 1,vith profound consequences for 

humans. It is one of three novel and infectious respiratory coronaviruses that have e1nerged: SARS 
(severe acute respiraro1y syndrome), MERS (Middle East respiraro1y syndrome) and COVID-19. 

SARS-CoV-2 is the coronavirus responsible for COV lD-19, na1ned because it is a COrona Virus 

Disease, and was first reported in Wuhan, China, in 2019. lt is related to the SARS virus and 

research suggests it ca111e from a bat coronavirus, although the origin that caused the pande1nic has 

not been identified. 

ATL C3.2E 

How does COVID-19 affect the nervous system? Revise what you know about the brain and 
nervous system (Chapters C2.2 and C3.1). Now watch this presentation: 
https://neuroscientificallychallenged.com/posts/2-minute-neuroscience-covid-19-brain 

How has your understanding of neural signalling and coordination in the body helped you to 
understand the complex biological concepts presented here? 

C3.2 Defence against disease 539 



♦ Vaccination 
conferring immunity 
from a disease by 
injecting an antigen of 
attenuated (weakened) 
micro-organisms, an 
inactivated component 
or a nucleic acid (mRNA), 
so that the body acquires 
antibodles prior to 
potential infect ion. 

• 

The COVI D-19 global panden1ic changed 1nost people's way of life, resulting in n1any countries 

closing their borders, res trictions on international travel, lockdo\vns in n1any countries, and schools 

closing. COV!D-19 has had a tnassive impact on life and continues to have effects around the globe. 

Nature of science: Science as a shared endeavour 

Scientific collaboration in vaccine creation 

Vaccines traditionally take many years to develop and bring into general use, typically 10- 15 years. 
This is because of the complexity of vaccine development. Following development of a vaccine, 
which itself takes time and financial support, clinical testing must take place to see whether there 
are any serious side-effects or complications that may arise from receiving the vaccine. 

During the COVID-19 pandemic, many scientists came together from around the world to create 
COVID-19 vaccines in q very short space of time. The first COVID-19 vaccine was given in the UK 
on 8 December 2020 - within the same year that the pandemic was declared. This was achieved 
through international collaboration: information about the disease was shared with different 
groups working on specific types of vaccine, governments provided extensive financial support and 
several different stages of clinical trials were carried out simultaneously rather than consecutively. 
The combination of the global col laboration of scientists and the development of mRNA vaccines 
has been compared to the breakthrough that happened when humans first landed on the Moon. 
The techniques and collaborations developed during the pandemic have shown that, when a 
global medical crisis emerges, science has the capability to adapt and come up with solutions 
that are successful and can be implemented quickly. The pandemic created a blueprint for future 
vaccine development. 

' 

ATL C3.2F 

How is knowledge of biological macromolecules driving research and discovery related to SARS
CoV-2? Use this site to find out more: 
ht t ps://pdb 101.rcsb.org /learn/resources-to-fig ht-the-covi d • 19-pandernic 

Write an article about how knowledge of the atomic structures of viral proteins and nucleic acid& 
can lead to the discovery of new therapies and the development of vaccines for SARS-CoV-2. 

Vaccines and immunization 
Vaccines contain an1igens, or nucleic acids (DNA or messenger RNA) with sequences that code ror 

anr.igens. These antigens Lrigger the development or immunity to a specific pathogen \Vithout causing 

the disease. Vaccination is rhe deliberate administration of antigens that have been 1nade hannless 

(after they are obtained fro1n disease-causing organisms) or nucleic acids, in order 1.0 give future 

immunity. The practice of vaccination has made important contribu1ions to public health, ror 

example, in the case of measles (page 543), s1nallpox (page 543) and 1nany or.her diseases. 

\Taccines are administered either by injection, nasal spray or by n1outh. Briefly and without causing 
infection, they cause the body's iinmune system to make antibodies against the disease, and then 

retain the appropriate men1ory cells. Active arri ficial im1nunity (see page 529) is established in 

this way. The profile of the body's response in tern1s o( antibody production, if it is re-exposed 

to the antigen, is norn1ally exactly the san1e as if the immunity \Vas acquired by overcoming an 

earlier infection . 
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Vaccines are made from: 

• dead or attenuated (vveakened) bacteria 

• purified polysaccharides fro1n bacte1ial ,valls 

• inactivated viruses 

• toxoids (inactivated toxins) 

• recombinant DNA producec.l by genetic engineering 

• messenger RNA (1nRNI\) 

Vaccines are often produced using che immune system responses of other animals, coo. 

ln communities and countries where vaccines are ,\Tidely available and have been taken up by 85-

90% of the relevant population, vaccinarion has reduced son1e previously con11non and dangerous 
diseases to rare occurrences. As a result, in chese places, the public sometimes becomes casual in its 

regard for the threat suc.h diseases still represent. 

(e Common mistake 

It is incorrect to say that all vaccines are given by injection. Some vaccines can be given orally (such 

as the polio vaccine, which is easier to administer in this way and more economical) or by nasal 

spray, such as nasal spray flu vaccines which are given to chi ldren. 

■ Types of immunity 
The imn1une system provides protection to the body fro1n the worse elTects of many of the pathogens 

chat may invade. Immunity may be acquired acuvely or passively, naturally or artificially: 

• actively- naturally, as ,vhen our body responds to invasion by a pathogen, or artifi.cially, after 
injection of killed or ,veakened anrigens in a vaccine or nucleic acids chat code for antigens, which 

sri111ulace the developn1ent of hnmunity to a specific pachogen - causing men1ory cells to be n1ade. 

• passively- naturally, as ,vhen n1acernal antibodies enter the foetus through the placenta, or 

a1i!ficially, such as when ready-made annbodies are injected into the body. 

■ Viral vaccines 
Viral vaccines were traditionally ,vhole-virus vaccines that \Vere of two tyiJes. Live arcenuated 

vaccines use a weakened form of rbe virus, \>vhich can still replicate. but does not cause illness. 

inactivated vaccines contain viruses v11hose genon1e has been destroyed so they cannot infect cells 

and replicate, but can still generate an imn1une response. 

Vaccines cause the body's immune system to brieny make antibodies againsr rhe virus and memory 

cells. Active arcificial immunity is established in this v.,1ay. Ne,v vaccines may have 10 be clevelopecl if 
the virus is not sLable ancl undergoes rapid generic change. 

Son1e vaccines used against CO\TID-19 are 1nRNA based and injected into the bloodsrrean1. 

The mRNA is carried by lipid micro-vesicles (liposon1es). The target antigen coded by the 1nRNA 

is either intact spike proteins, or frag1nents of spike protein. A spike protein is a glycoprotein chat 
sticks out from the envelope of son1e viruses (such as a coronav1rus) and facilitates enn-y of the virion 

into rhe host cel l. These proteins can be identified as foreign by the im1nune syscen1. 
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17 Distinguish 
between antibiotics 
and antivirals. 

Suggest a disease 
for which eacb 
could be used. 

♦ Epidemiology; the 
study of the occurrence, 
d1stribut1on and control of 
infectious diseases. 

Once mRN1\ is inside the cell, it starts pro<lucing spike protein antigens that are then displayed on 

its surface. The antigens can be detected by the imn1une system, triggering a response involving 

killer T-cells, ,vhich desu·oy infected cells, as ,vell as antibody-producing B-cells and helper T-cells 

that support antibody production. Metnory cells are 1nade, ,vhich retain the ability to produce the 

specific antibodies to respond quickly to an infection by the pathogen. 

■ Antivirals 
Most antiviral drugs resemble nucleosides and interfere with viral nucleic acid synthesis. 

Some antivirals have been developed against SARS-CoV-2 to target the viral replication process, 

which is less tolerant to 1nutations than the spike protein. 

Azidochymidine (AZT) inhibics HlV reproduction by interfering wich the synchesis of DNA by 

reverse transcriptase. Currently, n1ulti-clrug creacmencs, kno\VTI as 'drug cockcails', have been found 

to be most effective against HIV Such an approach con1monly includes a combination of t,vo 

nucleoside n1in1ics and a protease inhibitor, which interferes with an enzyine required for assembly 
of virus particles. It is also less likely that any ne,v mutant lilV strain will overcon1e all of the 

inhibitory effects. 

■ The effectiveness of vaccination programmes -
epidemiological data 

Epidemiology is the study or the occurrence, disrribution and control or diseases. A srudy or 

community disease patterns or this sort n1ay be a reliable source of evidence. Ho,,vever, when the 

communiry-"vide adm inistration or a vaccine is closely rollo,ved by a decrease in the cargered disease, 

a causal relationship has not been proven. 'vVe cannot be certain it was the vaccine that prevented the 

infections because there are so n,any uncontrolled variables affecting a co1nrnunity and its health. 

TB is a major ,vorldwide public health problem of long sranding. There is evidence char Tl3 ,vas 

present in some of the earliest human com1nunities and it has persisted as a major threat 10 health 

,..,here people live in crowded conditions. This disease is relatively rare in most econon1ically 

developed coun[ries, but globally aln1ost 14 million people have active Tl3. In economically 

developing countries with a high incidence of this disease, it primarily affects young adults. 

Tn econon1ically developed countries \\1here Tl3, until very recently, ceased to be a 1najor health 

threat, 1.he rising incidence is largely among people ,1/ith 1-IIV/AIDS who are immunoco1npromised 

(page 529), and also among people arriving from other countries. 

A vaccine against tuberculosis, the Bacillus Calmette-Guerin (BCG) vaccine, is prepared fro1n a strain 

of attenuated (weakened) live bovine tuberculosis bacillus. le is 1110s c o[ren used co prevent the spread 

of TB among children. 
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Inquiry 3: Concluding and evaluating 

Concluding 

Look at the pattern of deaths f rom 
TB in a developed country, 1900-
2000, shown in Figure C3.2.21a. 
Examine the graph carefully and 
then answer question 1. 

In the prevention and control of 
measles, the first measles vaccines 
became available in 1963. It was 
then replaced by a superior version 
in 1968. Epidemiological evidence 
of the effect of the widespread 
use of these vaccines in one 
developed country is shown in 
Figure C3.2.21 b. Examine these 
data carefully and then answer 
question 2. 
1 Using the epidemiological 

evidence in Figure C3.2.21a, 
suggest the actions needed to 
combat the spread of TB in a 
community in order of priority, 
paying particular attention to the 
importance to be placed on a 
vaccination programme. 

2 Analyse the extent to which 
the epidemiological data in 
Figure C3.2.21b support the idea 
of vaccination against measles 
as an effective procedure for 
maintaining community health . 

a Deaths from TB in England & Wales, 1900-2000 
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■ Figure C3.2.21 The effectiveness of vaccination programmes - epidemiological data 

~·~· \!1~ Smallpox - an infectious disease eradicated by vaccination 

Link 

Smallpox and the 
development of 
the first vaccines is 
discussed in Chapter 
A2.3, page 89. 

Sn1allpox, a highly contagious disease, 1vas once regularly found throughout the world. It killed or 

disfigured all those who contracted it. Smallpox is caused by a DNA variola virus. 

Eventually, a s uitable vaccine was identified by Edward Jenner (1749- 1823), made from a harmless 

but related virus, vaccinia. This was used in a 'live' s tate and could be freeze-dried Ior transport 

and s torage. Consequently. the vaccine ,vas relatively easy to handle and s table for long periods in 

tropical climates. 
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How eradication came about 

Sn1aUpox has been eradicated (the last case occun·ed in Somalia in 1977). The development of a 

vaccine played an in1portant part in this achieven1ent , ,vhich ,vas the outcon1e of a determined vVHO 

programn1e that began in 1956. This involved careful surveillance of cases in isolated co1n1nunities 

and ,vithin countries son1etin1es scarred by wars - altogether a ren1arkable achievement. The reasons 

,vhy smallpox was eradicated when so 1nany o ther diseases continue are listed in Table C3.2.4. 

■ Table C3.2.4 Why smallpox was eradicated 

Patients with the disease were easily identified; they had obvious clinical features. 

Transmission was by direct contact only. 

On diagnosis, patients were isolated and all their contacts traced. All were vaccinated. 

It had a short period of infectivity of about 3- 4 weeks. 

Patients who recovered did not retain any virus in the body, so 'carriers' did not exist. 

There were no animals that acted as a vectors or 'reservoirs' of the infection (which, otherwise, would have 
been able to pass on the virus to other humans). 

The virus had slow mutation rate. Minor changes in antigens (antigenic shift) may cause memory cells to fail 
to recognize a pathogen. 

Last, but not least - the issue vvas tackled through international cooperation by the WHO. 

What is the role of inductive and deductive 
reasoning in scient ific inquiry, prediction 
and explanation? 

Medical science also uses inductive reasoning. which starts 
with specif ic observations that lead to a hypothesis that 
is then generalized. The discovery of the smallpox vaccine 
is a good example of a medical discovery made through 
inductive reasoning. Medical science often uses deductive reasoning, which starts 

with general principles and uses them to predict specific future 
results. Deductive tests are often formulated as, 'if then' 
statements: if the hypothesis is true, then a specific prediction 
should be observed. 

A good example of the deductive method ,n medicine is the 
use of double-blind, randomized, controlled t rials that scientists 
use to test new drugs, e.g., remdesivir, a drug approved in 
the US for emergency use in severely ill, hospitalized COVID-
19 patients. Randomized clinical trials are implied when 
companies assert that a drug has been 'scientifically tested', 
and such trials remain the scientific 'gold standard'. 

Smallpox was caused by one of two virus variants, Variola major 
and Variola minor. The risk of death was 30%, with higher rates 
among babies; those who survived had extensive skin scarring 
and some were left blind. It was eradicated by 1980 with a 
global vaccination programme. The inventor of the smallpox 
vaccine, British medical doctor Edward Jenner, observed at the 
end of the eighteenth century that individuals who milked cows 
and were exposed to cowpox were immune to human smallpox 
infection. He correctly reasoned from this observation that a 
vaccine (from the Latin vacca, for 'cow') made from covvpox 
lesions could be protective. 

Herd immunity and the prevention of epidemics 

♦ Herd immunity. 
indirect protection from 
an infectious disease 
that happens when the 
majority of a population 
is immune either through 
vaccination or immunity 
developed through 
previous infection. 

• 

To control a contagious disease, it is not essential for the ,vhole population to be in1munized against 

it. The herd immunity theory proposes that the more people in a population who are in1mune to a 

disease, the lo,ver the risk of someone 1,vho is susceptible becoming infected, as the transn1ission or 

the disease is greatly impeded. For herd imn1unity to succeed, ,nembers or a population are 

dependent on each ocher. To ral<e an extreme example, if all but one person in a country is in1mune 

to a contagious disease, the chance or the one susceptible person being exposed to the pathogen 

,vithin that country is altnost zero. So1ne people cannot have vaccines so, ,vith the majority of the 

population vaccinated, those who can nor have vaccines are srill protected . 
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No herd immunity Herd immunity achieved 

susceptible • infected immune disease transmission 

■ figure C3.2.22 Herd immunity 

\1-ihat proportion of a population could be not vaccinated but snll be protected by the majority who 

have been vaccmated? This depends on the nature of the disease-causing organism and its mecl1od of 

transmission. Table C3.2.5 provides information about some contagious diseases. 

■ Table C3.2.5 The threshold percentage of the population needed to achieve herd immunity 

Disease Transmission route Percentage threshold to achieve herd immunity 

diphtheria via saliva 85% 

measles airborne 83-95% 

mumps droplet 75- 86% 

rubella droplet 83-85% 

Based on the data in Table 0 .2.5, son1e n1ight think it is safe to avoid in11nunization. Ho,.vever, iliis 

is a matl1en1atical n1oclel concerned ,vitb reducing tl1e likelihood of infection. It is best to resnict 

failure to im1nunize or vaccinate to those ,vho 1nighr be harmed by it, such as people wiili weakened 

or compromised im1nune syste1ns. 

Given the success of vaccination progra1nmes in eradicating contagious diseases, the public has 

son1etimes become casual about tl1e threat tl1at such diseases still pose. During your middle school 

science courses, you n1ay have studied the effects of a newspaper article from 1998 that suggested a 

link bet,veen a vaccine to protect against 111easles, n1umps and rubella (the co1nbined MMR vaccine) 

and autism. Based on this article, so many parents declined rl1e invitation to have their children 

vaccinated that the proportion of vaccinated children fell below the herd i1nmunity threshold in 

son1e con1munities. The doctor \vho proposed tl1is li nk to aurism \vas subsequently discred ited 

In 2016, the WHO declared che Ul( free of measles, but che UK lose this scatus three years lacer. 

There ,vere 991 confirmed cases in England and Wales in 2018. The majorii:y of chese cases \Vere 

among older ceenagers and people in their early 20s who did not receive the MMR vaccination when 

they \Vere younger. 
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♦ Percentage 
difference: the 
difference between 
two values divided by 
the average of the two 
values, shown as a 
percentage. 

♦ Percentage change: 
the change in a variable 
over time; i.e. the 
percent change in a 
value compared to its 
initial value. 

ro Nat11rP nf science• Science as a shared Pi,deavour 

Scientists publish their research so that other scientists can evaluate it. This 'peer review' of scientists 
reviewing and commenting on the work of others ensures that research published in journals is 
accurate and valid. The media often report on the research while evaluation is still happening, and 
the public need to be aware of this. Vaccines are tested rigorously and the risks of side effects are 
minimal, but not nil. The distinction between pragmatic truths and certainty is poorly understood. 
In science, if something has utility then it is useful. The term 'pragmatism' refers to a way of dealing 
with problems or situations that focuses on practical approaches and solutions. Pragmatism can be 
seen as truth established through a majority consensus within a scientific community. The COVID-
19 vaccine had been fully tested and, although side effects were known about, it was a pragmatic 
solution to the pandemic. Vaccine hesitancy was, in part, the result of some members of the public 
not appreciating the difference between pragmatism and certainty. 

Science is not about absolute certainty. It aims to generate a theory that matches observations 
and to produce repeatable experiments, and is therefore pragmatic. However, theories can be 
overturned by data and replaced with new theories. 

(eroK 
How might t he context in which know ledge is presented influence 
whether it is accepted or rejected? 

The COVID-19 pandemic and public attitudes towards vaccination programmes highlight interesting 
TOK dynamics between the scientific community and non-scientists. Many cases of vaccination 
reluctance depended on a poor understanding either of how vaccinations work or the statistical 
data showing how effective vaccinations actually are. Some people held political, social, cultural 
or religious beliefs about the role of government in encouraging vaccinations. An interesting TOK 
analysis might also explore the role that social media plays in the dissemination of flawed information 
about vaccinations. 

Evaluation of data related to the 
COVID-19 pandemic 

Tool 3: Mathematics 

Calculating and interpreting percentage 
change and percentage difference 

If your answer is a negative number, then this is a 
percentage decrease. 

Percentage change measures the change in a variable 
over time, whereas percentage difference calculates the 
difference between two averages. To calculate the 
percentage change: 
1 Calculate the difference (increase or decrease) 

between the two numbers you are comparing. 

increase = new nun,ber - original nun,ber 

2 Divide the increase by the original number and 
multiply the answer by 100. 

change 
% change = ------ x 100 

original nu1nber 

To calculate percentage difference: 
1 Calculate the difference between the two values by 

subtracting one value from another. 
2 The average is the value halfway between the 

two numbers: 

first value + second value 
average= 

2 
3 Express the difference as a percentage of the average: 

(
difference) 

X 100 
average 
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fo Top tic! 
Make sure you 
can calculate both 
percentage difference 
and percentage 
change. Here we will 
practise using data 
relating to the COVID-
19 pandemic. 

■ Vaccine efficacy 
Vaccine efficacy refers to the effectiveness o [ a vaccine in reducing the incidence o[ a disease. It is a 

measure of the percentage change in nun1bers of people wich the disease follo\.ving vaccinanon. 

A study was carried out to investigate the efficacy of an mRNA vaccine, mRNA-1273, on the 

incidence of COVID-19 disease. The rrial en rolled 30 420 volunteers \.vho \.vere randomly assigned 

to receive either the vaccine or a placebo (an injection that d id nor contain the vaccine). There \.Vere 

15 210 participanrs in each group. Sy1nptomatic COVID-19 illness \.vas later confirmed in 

185 participants in the placebo group and in 11 participancs in the rnRNA-1273 group. 

The percentage change in the incidence of COVID-19 \.Vas: 

(185 - 11) 
(change~ original number) x 100 : ---- x 100 

~ ~ 185 

Vaccine efficacy ,vas therefore 94.1% 

Comparing the incidence of COVID-19 in different countries 
The daily incidence of CO\TID-19 in one counu·y ,vas 40 and in another counrry ic \Vas 20. 

The percentage difference between cbe two counu·ies is: 

djfference bet,veen the h,vo values = 40 - 20 = 20 

(40 -1 20) 
avera0 e value=---=30 

0 2 

(
difference) (20) percentage difference = ---- x I 00 = - x I 00 = 66.7% 

average 30 

ATL C3.2G 

Full data for the COVID-19 pandemic for every country can be found on the WHO website: 
https://covid19 who int 

Locate your own country on this website. 
1 Select 'Table view'. 
2 Click on your country'. graphs showing changes ,n the incidence of cases will be shown. 
3 Move the cursor over the graph: figures for the number of cases for a specific day will be shown. 

Slide from left to right to show changes in incidence. 
4 Select a one-month period and take values for the number of cases at the start and end of 

this period. 
s Calculate the percentage change ,n coronavirus infections over this period. 

Now select a second country. Find the value for coronavirus infections at the end of the same 
period you used in the fi rst exercise. Calculate the percentage difference between the two values. 
How much higher or lower were fnfections in the second country? Why do you think this was? 

Further data about the pandemic can be found on this site: 

https://worldhealthorg.sh1nyapps.10/cc,vid 

How do animals protect themselves from threats? 
How can fa lse-positive and false-negative results be avoided in diagnostic tests? 
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Link 
Reproductive isolat ion 
is covered in Chapter 
A4.1, page 149. 

Guiding questions 

• How do interactions between organisms regulate sizes of component populations in 
a community? 

• What interactions within a community make its populations interdependent? 

This chapter covers the following syllabus content: 
► C4.1.1 Populations as interacting groups of organisms of the same species living in 

an area 
► C4.1.2 Estimation of population size by random sampling 
► C4.1.3 Random quadrat sampling to estimate population size for sessile organisms 
► C4.1.4 Capture- mark- release- recapture and the Lincoln index to estimate population 

size for motile organisms 
► C4.1.5 Carrying capacity and competition for limited resources 
► C4.1.6 Negative feedback control of population size by density-dependent factors 
► C4.1.7 Population growth curves 
► C4.1.8 Modelli ng of the sigmoid population growth curve 
► C4.1.9 A community as all of the interacting organisms in an ecosystem 
► C4.1.10 Competition versus cooperation in intraspecific relationships 
► C4.1.11 Herbivory, predation, interspecific competition, mutualism, parasitism and 

pathogenicity as categories of interspecific relationship within communities 
► C4.1.12 Mutualism as an interspecific relationship that benefits both species 
► C4.1.13 Resource competition between endemic and invasive species 
► C4.1.14 Tests for interspecific competition 
► C4.1.15 Use of the chi-squared test for association between two species 
► C4.1.16 Predator- prey relationships as an example of density-dependent control of 

animal populations 
► C4.1.17 Top-down and bottom-up control of populations in communities 
► C4.1.18 Allelopathy and secretion of antibiotics 

Note: There is no higher-level only content in C4.1. 

Populations 
Members of a species may be reproductively isolated in separate 
populations. A population consists of all the individuals of the 
same species in a habitat at any one time. The members of a 
population have the chance to interbreed, assuming the species 
concerned reproduces sexually. Reproductive isolation is used 
to dist inguish one population of a species from another. 

♦ Population: interacting groups of organisms of the same 
species living in an area. 

■ Figure C4.1.1 A population of zebra 
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♦ Sample: a subset of 
a whole population or 
habitat used to e$ti mate 
the values that might 
have been obtained 
if every individual or 
response was measured. 
♦ Random sampling: 
a method of choosing a 
sample from a population 
without any bias. 
♦ Sampling error: 
statistical errors that 
arise when a sample 
does not represent the 
whole population, i.e. it 
is the difference between 
the real values of the 
population and the values 
derived by using samples 
from the population. 

(o Ton tac! 

Systematic errors 
lead to inaccurate 
measurements of 
the true value. The 
best way to check for 
systematic errors is to 
use different methods 
to perform the same 
measurement. Random 
uncertainty is always 
present and cannot 
be corrected; it is 
connected with the 
preosion of repeated 
measurements. 

Estimation of population size 
by random sampling 
To study populations, an ecologist must be able to san1ple them. Specific 1nethods are used to 
estin1ate population size in non-1nobile species, for exan1ple plants and sessile animals such as 
barnacles (see page 327), and mobile animal species in the ,vild. Population gro,vth is affected by 
alJiotic and biotic factors, and the increase in a population follov,rs a pattern that can be 1nodelled. 

In ecological invescigations, the size and complexity of study sites means thac not every organism can 
be exa1nined, nor every part of the site looked at. Samples are caken that form a represenr.ation of 
the full site. Populations are estimated by caking samples from the study site. Rando1nness is needed 
\.Vhen sampling to avoid bias (see belo~v). Random sampling is needed r.o avoid areas being selected 
that do nor reflect the whole study site - there v,rould be a temptation, for example, to choose areas 
that have a high biodiversity but which are not necessarily representative of rhe \.vhole area. 

The distribution of two or more species in a habitat may be entirely random. Alternatively, factors 
such as specific abiotic conditions may bring about close association of son1e species - plant A may 
tend to gro,v close to plant B. For example, soils rich in calcium ions typically support distinctively 
different populations from those found on dry acidic soils. If ,ve •Nant to discover \vhether there is a 

particular association between t\vo species in a habitat, we need reliable data on their distribution; 
such data are obtained by random sampling. 

(o Top tio! 
Random sampling ensures that every individual in the community has an equal chance of being 
selected, ensuring a representative sample, It is appropriate if the study area is homogeneous (the 
same throughout), but not if sampling along a transect (page 349) where there is an environmental 
gradient and change in species composition. 

(o Nature of science• MeasurE!ment 

Random sampling, instead of measuring an entire population, inevitably results in sampling errors. 
In this case, the difference between the estimate of population size and the true size of the whole 
population is the sampling error. If the sample does not adequately represent the entire population, 
any analysis of the sample might not apply to the enti re population. 

Random errors in measurement, due to unknown or unpredictable differences, lead to imprecision 
and uncertainty, whereas systematic errors lead to inaccuracy. Repeating and then averaging 
measurements can reduce random error. Systematic errors result from faults or flaws in the 
investigation design or procedure that shift all measurements in a systematic way so that, in the 
course of repeated samples, the measurement value is constantly displaced in the same way. 
Systematic errors can be reduced or eliminated with careful experimental design and techniques. 
Soentists can also share their experimental data and design with other scientists, giving others the 
chance to evaluate the design in a process called peer review, which further guards against 
systematic errors. 
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♦ Stratified sampling: 
used in areas that 
contain two or more 
different habitat types; 
the technique takes into 
account the proportional 
area of different habitat 
types and samples each 
one accordingly. 

♦ Systematic 
sampling: used where 
the study area includes an 
environmental gradient. A 
transect is used to sample 
systematically along the 
environmental gradient. 

Inquiry 1: Exploring and designing 

Controlling variables 

It is important to record a representative sample from the area being studied when 
sampling populations in the wild. Random sampling is used if the same habitat is 
found throughout the area. Stratified sampling is used in two areas of different 
habitat quality. 

When sampling along an environmental gradient (see Chapter B4.1, page 349), the 
positions of transects are located at random, but sampling along the transect is done 
in a systematic (non-random) way to ensure that the whole gradient is sampled, called 
systematic sampling. To do this, sample points are taken at fixed distances along the 
transect (for example, every 5 m). 
1 Design an experiment to sample a local habitat using the quadrat method. You 

can either select a sessile species to quantify (the organism should be sufficiently 
abundant to measure in repeated samples) or the whole plant community. 

Samples must be located at random so that accurate representative data can be 
acquired . A random number generator, found on most modern calculators, helps to 
ensure population sampling is free from bias. Random number generators can also 
be found online (for example www.random.org) and as smartphone apps (sometimes 
advertised as 'integer generators'). Alternat ively, putting numbers from, say, 1 to 100 
into a bag and pulling numbers out one at a time to generate sample locations will do 
the same job! 

Estimating population size 
for sessile organisms 

Random quadrat sampling 
Quadrats (Figure C4.1 .2) are con1monlyused to study populations 

and com1nunities. They are used tor estimating the abundance of 
plants and sessile animals. 

A quadrat is a square fran1e ,vhich outlines a known area for 

the purpose of sampling. The choice of size of quadrar varies 
depending on the size of the individuals of the population being 
analysed. For example, a 10cm2 quadrat is ideal for assessing 
epiphytic Pleurococcus, a single-celled alga com1nonly found 
growing on damp ,valls and tree trunks. Alternatively, a l 1112 

quadrat is far n1ore useful for analysing the size of r,-vo herbaceous 
plant populations observed in grassland, or of the earth,vorms and 
slugs that can be extracted fron1 bet,veen the plants or fron1 the 
soil below. Quadrats are placed according to random nu1nbers, 
after the area has been divided into a grid of nun1bered sampling 
squares (Figure C4.l.3). The presence or absence in each quadrat 
of the species under investigation is then recorded. 

■ Figure C4.1.2 A quadrat being used to estimate the species 
richness of plants in a water meadow at Slapton Ley, Devon 
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1 Outline how 

quadrats can be 
used to sample 
populations of 
sessile organisms. 

1 A map of the habitat (e.g. meadowland) is 
marked out with gridlines along two edges 
of the area to be analysed. 

2 Coordinates for placing quadrats are 
obtained as sequences of random numbers, 
using computer software, a calculator or 
published tables. 

3 Within each quadrat, the indivldual species 
are identified, and !hen the density, 
frequency, cover or abundance of each 
species is estimated. 

4 Density, frequency, cover or abundance 
estimates are then quantified by measuring 
the total area of the habitat (the area 
occupied by the population) in square metres. 
The mean density, frequency, cover or 
abundance can be calculated using the 
equation: 

1 
. . mean density (etc.) per quadrat x totc1I area 

popu ation size= ----ar~e_a_o_f -ea_c_h_q_u_a_d-ra_t ___ _ 

■ Figure C4.1.3 Random locating of quad rats 
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♦ Variation: a 
quantitative measure of 
the distribution (spread or 
clustering) of the values in 
a data set. 
♦ Range: the difference 
between the largest and 
smallest data values. 

♦ Standard deviation 
(SD): the spread of a set 
of normally distributed 
data from the mean 
of the sample; it is a 
measure of the variability 
of a population from a 
sample. A small standard 
deviation indicates that 
the data are more reliable. 

♦ Normal distribution: 
a data-set distribution 
that is symmetrical about 
the mean, forming a bell
shaped curve. 

feroK 
It is impossible for a scientist to see every event or every object in the world, yet it is their job to 
identify features and truths of the world that apply to the world as a whole. This raises a challenge 
when it comes to constructing general knowledge - how do we select the observations that we 
can then use to make general claims about the world? Therefore effective sampling is so important; 
the scientist must make choices and decisions regarding the sample to ensure that the knowledge 
gained is accurate when applied to the wider world. 

This element of selection and analysis introduces the possibility of bias, where the scientist, either 
consciously or not, makes decisions that shape the data in ways that may make it less accurate. 
Following the scientific method and thinking careful ly about how best to create samples, however, 
can mitigate these concerns. A fu ll TOK analysis of bias in the sciences would both identify the root 
of concern, but also then explore the conventions that the scientific community follows to mitigate 
these factors. An even fuller TOK analysis might evaluate the success of these conventions. 

■ Calculating standard deviation 
Variation is a quantitative measure of the distribution (spread or clusteting) of the values in a data 

set. Range and standard deviation are Gvo statistics used when su1n1narizing variability within a 

sample, but one is much more reliable than the other. The range is the difference bet,veen the largest 

and smallest data values. It is tneasured in the same units as the data. If there are outliers in the 

sample, the range '®I suggest a high degree of spread, though most data tnay be highly clustered. 

For this reason, as a descriptive statistic describing variability, range is an unreliable measure. Since 

it only depends on two of the 111easure1nents, range is 111ost useful in representing the dispersion of 

sn1all data sets. 

Standard deviation from the rnean measures ho,v spread out data are from the central tendency. It is 

a 1neasure of the variation fron1 the mean of a set of normally distributed values. 

• A sn1all standard deviation indicates that the data are clustered closely around the mean value. 

• A large standard deviation indicates a \vider spread around the mean. 

Once obtained, the value may be applied to the normal cl istribu1ion curve (Figure C4.l.4). Note that 

68% or the data occurs ,vichin one standard deviation or the mean, and more rhan 95% of the data 

occurs within t,vo standard deviations of the mean. So, a small standard deviation indicates that 

the observations (the values) differ very little fro1n the mean. Standard deviation is also a measure of 

reliability: a small standard deviar.ion indicates reliability. 

Arithmetical mean 

1 SD 1 SD 

2 SD 2 SD 

- ---68%----+I 

--------95 %--------+I 

■ Figure C4.1.4 The normal distribution and its standard deviation (SD) 
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I.in!' 
Calculating the mean 
(and mode and 
median) is covered 
in Chapter D3 .2, 
page 745. 

The mean is calculated 
by adding together all 
the values and dividing 
by the t otal number 
of values. The purpose 
of averaging data 
(provided it follows a 
norm a I distribution) is 
to reduce the effect of 
random errors. 

1-he standard deviation can be used to help to decide whether the di fference bet.veen two related 

1neans is significant or not. Jf the standard deviations are much larger than the difference betv.reen 

the means, this difference in the 1neans is highly unlikely to be significant. On the other hand, 

.vhen the standard deviations are n1uch s1naller than the difference bet.veen the means, then this 

difference is almost certainly signi ficant 

fO To io! 

Standard deviation is a calculation based on the mean value and the variation around it. It is more 
reliable than range. Standard deviation gives a value that represents the average distance of each 
point of data from the mean. You do not need to memorize the formula for standard deviation. 

Tool 3: Mathematics 

Applying measures of dispersion: standard deviation 

The standard deviation (SD) is calculated in five steps. 
1 First, calculate the mean, x 
2 Calculate the deviation of each value f rom the mean: x-x 
3 Square each deviation: (x- x)2 

4 Add the squared deviat ions: I(x-x)2 

s Finally, divide by the number of values (n). 

You could use a calculator or practise applying technology to process data by using an 
Excel spreadsheet to calculate the standard deviation (Tool 2: Technology, page 561). 

The formula for SD given here is for when the data set represents an entire population. 
This is known as the 'population standard deviation'. If the SD is calculated from a 
sample, the formula needs to be modified by dividing by n - 1 rather than n. This is 
called the 'sample standard deviation'. This is because when the sample standard 
deviation is calculated, the true variability in the population tends to be underestimated, 
and so the estimate of the true population standard deviation is biased: to correct this 
bias, the numerator is divided by n - 1. This has been shown to make the sample 
standard deviation an unbiased estimate of the population standard deviation. 

( • Common mistake 

A common misconception is that standard deviation decreases with increasing sample size. Standard 
deviation can either increase or decrease as sample size increases; it depends on the measurements 
in the sample. If there is a lot of variation in a population, the standard deviation will be large. 

(e Top ti I 

When the value of the standard deviation is low, most scores in the sample will be clustered and 
close to the mean. When the value of the standard deviation is high, the sample scores are more 
widely spread from the mean. 

C4.1 Populations and communities 



An ecologist investigated the reproductive capacity of two species of a common 
grassland flower, Ranuncu/us acris and Ranunculus repens. Using comparable sized plants 
growing under similar conditions in the same soil, the numbers of fruits formed in 100 
flowers of each species were counted and recorded. The results are given in Table C4.1.1. 

■ Table C4.1.1 Data on fru it production in two species of Ranunculus 

Frequency 

Number of fruits R. acris R. repens 

15 0 0 

16 0 1 

17 0 1 

18 1 1 

19 2 2 

20 1 4 

21 4 4 

22 8 8 

23 7 7 

24 9 9 

25 10 10 

26 16 16 

27 9 9 

28 10 10 

29 4 4 

30 5 5 

31 3 3 

32 1 1 

33 1 1 

34 2 2 

35 1 1 

36 1 1 

37 0 0 

38 0 0 

39 2 0 

a Calculate the mean and standard deviation for both species. 
b Deduce whether there is a difference in fruit production between the two species. 

(iTOK 
Mathematics is inherently formal and abstract - its scope is 
related to universal truths unrelated to whatever happens to 

be the case in the observable world. Science, on the other 

hand, aims to develop formal and abstract truths about 

t he observable world, but must do so building on certain 
observations. Scientists w il l t ranslate observations of the 

world into mathematical entities (for example by observing 

species in a sample and t ranslating that into a number). Using 

these quantitative data, scientists can conduct mathematical 

analyses of the types considered here to identify numerical 

trends and further data. These data then are applied back to 

the natural world. A good example of t his process is shown 

in Figure C4.1.3 (page 551). In step 3, the observations are 

quantified and, after the mathematical manipulations in step 4, 
the numbers are applied to the actual world in the f orm of a 

claim about the overall population size of the species. 

Try to ident ify where the choices of the investigating scientist 

have been made and why they made them, and evaluate 

their effectiveness. This overlap of the Areas of Knowledge 

of Natural Sciences and Mathematics helps make the sciences 

even more rel iable. 
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Estimating population size for motile organisms 

Capture-mark-release-recapture method 
lt is not possible to collect every individual of the population. A san1ple is taken ,vbich is 
representative of the population, from ,vhich an estin1ate of population size can be made. To do this, 
anin1als are captured, n1arked in son1e way, released, and then resan1pled. A calculation is n1ade that 
uses the relationship bet\veen t\vo ratios: the number of n1arked animals compared to the size of 
the resampled population, and the ratio of sa1npled population (captured and n1arked) compared to 
the total population. This is called the 'capture- mark- release- recapture n1ethod'. Marking varies 
according to the type of organism, for example, ,ving cases of insects can be n1arked vvith pen, snails 
vvith enamel paint, and fur clippings used for mam1nals. The markings 111ust be difficult to see as 
high visibility increases the predation 1isk to the organis1n . The nun1ber of individuals o[ a species 
are recorded at each stage. The steps of the capture- mark- release- recapture technique and ho,v to 
estin1ate the population size are outlined in Figure C4.l.5 

Calculating the Lincoln index 
The Lincoln index is a statistical measure used to estimate the population size for motile organisms. 
You need to be able to use it to estimate population size and understand rhe assumptions made 
,vhen using this method. 

' 
Tool 3: Mathematics 

Applying the Lincoln index 

The total population size is estimated using the fol lowing equation: 
(MxN) 

Population size= R 

M = number of animals captured (marked and released) 

N = number of animals recaptured 

R = number of marked animals recaptured 

Prior to experimenting on natural populat ions, the Lincoln index can be learned and 
understood by application to non-living models. This can be done using a paper activity. 

Cut out 100 identical small paper squares and place on a tray. Mark a known number, 
e.g. 20. Put the marked squares back in the tray and mix well. (This is the 'habitat'.) 
Pull out a random number of squares f rom the container and count the sample size and 
the number in the sample which are marked. Calculate an estimated population using 
the Lincoln index formula. 

Repeat the experiment at least five tirnes to obtain a range of estimates. Calculate a 
rnean estimate and the range of the values obtained. 

ATL C4.1A 

Before reading on, what are the assumptions made when using the Lincoln index? Find out about 
these usrng this site: www.countrysideinfo.eo.uk/linco1n.htm. Make a list of the assumptrons and 
comment on how these would af fect the way you collect data for the Lincoln index. 

C4.1 Populations and communities 



In 'capture, mark, release, 
recapture' the size of the 
animal population is 
estimated by the formula· 

MxN 
Population size = --

R 
where 
M = number of animals 

captured, marked 
and released 

N = number of animals 
recaptured 

R = number of marked 
animals recaptured 

Random sample captured 

Marked 

here: population size = 5 x 8 = 40 
1 

Sample mixed 
with population 

24 hours later a second 
random sample 1s caught 
,o the same location 

The number of marked 
animals 1s noted and the 
formula is used to estimate 
the population size 

■ Figure C4.1.S Estimating animal populations using capture, mark, release and recapture 

Inquiry 3: Evaluating and concluding 

Evaluating 

Evaluate the Lincoln index by discussing the advantages and pitfalls of the method. 

Lincoln index assumptions 

Assumptions made 1vhen using the Lincoln index on wild animal populations are that: 

• 111ixing is complete, so that the marked individuals have spread evenly throughout the population 
bet\veen capture and recapture 

• marks are not ren1oved and do not disappear bet,veen capture and recapture 
• marks are not harmful to the anhnal nor do they increase predation by making marked 

individuals more visible 
it is equally easy co catch each individual in the population 

there is no in1n1igration or en1igration (i.e. it is a closed population rather than one open to other 
areas), or births or deaths in the population bec,veen the times of sampling. 
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3 Discuss the use 
of capture-mark
release-recapture 

methods to 
estimate the 
population size of 

motile organisms. 

Link 
Limiting factors are 
covered in Chapter 
B4 .1, page 344. 

♦ Carrying capacity: 
the maximum number of 
individuals of a species 
that can be supported by 
a given environment. 

♦ Negative feedback: 
feedback that tends to 
counteract any deviation 
from equiHbrium and 
promotes stability. 
♦ Density-dependent: 
factors that lower 
the birth rate or raise 
the death rate as a 
population grows. 

-- ---- ----------- ------ - ---- ------- - --

Inquiry 2: Collecting and processing data 

Collecting data 

Carry out a capture- mark- release- recapture experiment to investigate and estimate 
the populat ion size for a motile organism using the Lincoln index. You will need to: 

• collect quantitative data (the number of species counted) 

• identify and record any relevant qualitative observations 

• identify and address issues that arise during your data collection. 

Repeat the investigation after a few weeks. Are your est imates similar? If not , what 
explanations can you think of for any discrepancies? 

Carrying capacity and competition 
for Ii m ited resources 
In rnost ecosyste1ns and for 1nany species, abiotic and biotic factors li1ni t rhe size of the population. 
Exponential gro,-vth cannot continue forever. Eventually resources run lo,v, competition occurs and 
other limiting factors take effect. Li1niting factors restrict the grovvth of a population or prevent it 
from increasing further. 

(• Too tin! 

Limiting factors in plants include light, nutnents in the soil, water, carbon dioxide and temperature. 

Limiting factors in animals include space, food, mates, nesting sites and water. 

For example, i£ rabbits ,vere introduced into a ne,v meado,v, after initial exponential gro,vth, the 
vegetation would eventually be used up faster than it could gro,v, because of the large numbers of 

rabbits. Further increases in population would stop: in this situation the food has become a lin1iting 
factor in the growth of the rabbit population. Eventually, the rabbits \vould reach the carrying 

capacity of their environn1enc. This is the maxi1nun1 nu1nber of a species, or the 'load', 'Nhich can be 

sustainably supported by a given environment. 

Negative feedback control of population 
size by density-dependent factors 
Negative feedback refers to the return of a syste1n to its 01iginal starting state. In tern1s of a 
population, this represents the retun1 of a population to its carrying capacity: The interaction 
between predators and their prey is an example of negative feedback (Figure C4.l.6). 

Negative feedback control of populations is determined by density-dependent factors. Density
dependent factors are limiting factors that are related to population density. 
They are biotic [actors (e.g. competition for resources) that limit population gro,vth: 
• internal density-dependent factors: might include fertility or size of breeding territory 
• external density-dependent factors: might include the increased risk of predation and the 

transfer of pathogens or pests in dense populacions. 

C4.1 Populat ions and communities 



Increase In 
snowshoe hare 

populatron 

l)ensity-independent factors \vill affect the populations of all species 
in the sarne ecosystem, regardless of population size (for example, 

"veather, clirnate and natural disasters), "vhereas density-dependent 
factors ,viii have varying effects on the populations of different species. 
Because density-independent factors are not reliant on the nutubers of 
individuals in a population they do not affect carrying capacity, whereas 
density-dependent factors, that do lirnit population size, define the 
upper limit to population gro"vth (the carrying capacity). The number 
of individuals in a population n1ay nuctuate due to density-independent 
factors, but density-dependent factors tend to push the population back 
towards tl1e carrying capacity, 

Lynx population 
decreases as 

less tood 

Increased lynx 
population 

as more food 

Snowshoe hare 
popula tion 

decreases as more 
predation 

■ Figure C4.1.6 An example of negative feedback: 
the predator-prey relationship between snowshoe 
hare and lynx in the boreal forests of North America 

I rnlic 
The density
dependent 
relationship bet ween 
the snowshoe hare 
and lynx in Figure 
C4.1.6 is an example of 
population control by 
negative feedback. 

S List factors 
that are: 
a affected by 

population 
density 

b unrelated to 
population 
density. 

time 

■ Figure C4.1.7 An 
exponent ial growth curve 

11 Define the term carrying capacity. 

• 
Density-dependent factors interact with organisms to cause population numbers to 
fluctuate, ultimately pushing populations back to carrying capacity. 

Population growth curves 

Exponential growth 
hnagine a situation in ,vhich a small number of rabbits are allo,ved to enter a meadow from ,vhich 
other rabbirs have been excluded. The rabbits inicially gee used co the ne,v territory and escablish 
burro,vs. There are fe\\1 reproduc..ing individuals, so initially population gro,vth is sn1all. Once 
established, rhe rabbirs benefit fro1n unrestricted access to rich food supplies and an absence o[ 

limiting factors - they begin to reproduce. Once numbers start co build up, there is a rapid increase 
in the popularion. Such rapid increase is called e.\.-ponential growth. 

Exponential growth is an increasing or accelerating rate of gro,vtb. The exponential growth pattern 
occurs in an ideal and unlimited environment. 

Exponential growth occurs when: 
• limiting factors are not restricting the gro"vth or the population 
• there are plentiful resources, such as light, space, food, and a lack of con1perition ,vith otber 

species 
there are favourable abiotic components, such as temperature and rainfall, and a lack of predators 
or disease. 

Gro\vth is initially slow but becorne.s increasingly rapid and does not slo,v down as the 
population increases (see Figure C4.1.7). 
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Sigmoid growth curve 
The canying capacity (see above) represents the population size at which environmental resistance 

li1nits further population growth. Exponential growth eventually succun1bs to environmental 
resistance, \Vhich can cause a decrease in natality, an increase in n1ortality, or both. V,/hen a graph 

of population growth for such species is plotted against tin1e, an 5-shaped population curve is 
produced. This is also kno,vn as a siginoid growth curve. An 5-shaped population curve sho,vs an 

initial rapid gro\vth (exponential growth) and then slo\vs down as the carrying capacity is reached. 

Figure C4.1,8 shows an S-population curve. The curve shO\VS the establishment or a popul,ttion 

rollo\-ving introduct ion into a ne,v environn,ent. There are three stages. 

l Exponential gro,vth stage, ,vhere lin1iting factors are not restricting the gro,vth of a population. 

With lo,v or reduced limning factors, the population expands exponentially into the habitat. 
Both the number of individuals and the rate of gro\.vth increases rapidly. 

2 Transition phase, ,vhere the increase in number begins to slo\v, as does the rate of gro,vth. The 

slowdown occurs because limiting factors begin to affect the population and restrict irs growth. 

In a larger population there ,vill be increased competition bet,veen the individuals of thar 

population for the sa1ne limiting factors, such as resources. An increase in predators, attracted 

by the large population, and an increase in the rate of disease and n,ortality due to increased 

numbers of individuals living in a small area, also cause a slo\lvdown in gro,vth. 

3 Plateau phase, \Vbere limiting factors restrict the population to its carrying capacky (see above). 

Changes in lirniting factors. predation, disease and abiotic factors cause populations to rluctuate 
(increase and decrease) around the canying capacity (K). 

Sign1oid gro,vth starts ,vith the exponential gro,vth phase, ,vhere the population is not controlled 

by limiting factors. Population growth slo,vs as a population reaches the carrying capacity of 

the environtnent. 

3 
carrying capaci1y I K) 

~ 
"' C 
0 

:, 
Q. 
0 
Q. 

- -----competition for limitinq 
factors increases 

1---------eiponent,al orowth 

/---------lo\'v or redL1ced limiting factors 

time 

■ Figure C4.1 .8 An $-shaped or sigmoid growth curve ■ Figure C4.1.9 Changing conditions along 
an $-shaped population growth curve 

The phases of the S-shape<l curve can be su111marized as equations using natality (N), 
i111D1igracion (0, emigration frJ and 111ortali ty (M). ,vhere: 

• natality - the rate at vvhich individuals are born (the birth rate) 

• 111ortality - the rate at ,vhich individuals die (the death rate) 

• irn1nigration - movement of ne\v individuals into a population from outside a given area 

• e1nigratiou - the departure of individuals from a population in a given area. 
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■ Table C4.1.2 The phases shown in the sigmoid curve can be explained by relative rates of natality, mortal ity, immigration 
and emigration 

Phase Equation 

exponentia I l+N>E+M 

transit ion l+N>E+M 

plateau l+N=:E+M 

■ Figure (4.1.10 
Comparing exponential 
and sigmoid 
growth curves 

a " . 
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Relative effects What is happening? 

initially, natality exceeds mortal ity; as population no limiting factors; abundant resources; low 
rapidly increases. mortality rates begin to increase competit ion; high reproduction 

natality rate approaches mortality rate resources are more scarce; competition increases 

fluctuation around a set point; where the curve slopes population stabilizes around the carrying capacity 
downwards. M > N, where it slopes upwards, N > M 
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Sigmoid population growth - case study 
A study carried out on Lady Musgrave Island. off the east coast of Australia, investigated the growth 

of corals following disturbance from tropical cyclones. The location of the island, and the data 

recorded, are shown in Figure C4.Lll. 
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■ Figure (4.1.11 Field data showing the percentage area covered by hard corals as a 
funct ion of time after external disturbance on Lady Musgrave Island 
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The data shov; a typical sigmoid gro,vth response after some disturbance (e.g. a tropical cyclone): 

exponential gro,vth for low coral cover is followed by a gradual reduction in net growth rare as the 

coral cover approaches its carrying capacity. 

Tool 2: Technology 

f• Natur~ of sr:ience· M els Using spreadsheets to manipulate data 

The population growth curve represents an idealized 
graphical model. It is unlikely that the population 
growth of an actual population will show such 
smooth, idealized curves. There will be fluctuations 
due to density-independent and density-dependent 
factors. Models are often simplifications of complex 
systems, and indicate overall patterns rather than 
the specific detail of individual examples. Models 
allow predictions of patterns that should occur given 
certain parameters. 

A sigmoid function is a mathematical funct ion that has an 
S-shaped curve when plotted. The logistic sigmoid funct ion, 
w hich is the most common example of a sigmoid function, is 
calculated as: 

I 
F(x) - -

(1 + e-"') 

To calculate the value of a sigmoid function for a given x 
value in Excel, use the following formula: =1/(l+EXP(-AJ)) 

(o Tnn tip' 

Quantities that 
represent ratios of 
two values, such as 
absorbance, do not 
have units. Both pH 
and absorbance are 
unit-less since they are 
a logarithmic function, 
and logarithms are 
always pure numbers 
that have no units. 

Logarithmic graphs 

Son1etimes during a biology investigation, the data collected are not easy to plot on a graph because 

of the very ,'Jide range of values measured. An example arises ,vhen measuring the populacion 

grovvth rate of yeast using a counting chamber known as a haemocytomerer. Rather than plotting the 

averaged ra\v data, it is preferable to calculate the base ten logarithm of the measurements. 

Son1e measurements, such as pH and absorbances, have no units. The pH sca le, for example, is 

logarithmic. A logarithn1ic scale co1npresses the range of values and gives more space to sn1aller values 
,vhile con1pressing the space available for the larger values. Each cycle on the scale increases by a po,ver 

of 10: for exa1nple, in the first cycle values ,vould be 1, 2, 3, 4, etc., ,vhereas in the second cycle they 

,vould be 10, 20, 30, 40 and so on, and in the third cycle 100, 200, 300, 400 and so on. 

' 

Tool 3: Mathematics 

Constructing and interpreting 
logarithmic graphs 

You need to be able to test the growth 
of a population against the model of 
exponential growth using a graph w ith a 
logarithmic scale for size of population on 
the vertical y-axis and a non-logarithmic 
scale for time on the horizontal x-axis. 

A logarithmic scale can be calculated 
using a calculator or Excel: the formula is 
'=LOG 1 O(cell reference)'. The logarithm of 
the number only increases relatively slowly 
and a straight line plot is generated. 
Alternatively, log-linear graph paper 
(Figure C4.1 .12) can be used. 
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■ Figure C4.1.12 A logarithmic scale on the 
y-axis w ith t hree cycles: 0.1 to 1.0, 1.0 to 10.0 
and 10.0 to 100.0. The x-axis has a linear scale. 
Numbers can be plott ed directly on to graph 
paper without calculating t he ir 10910 values 
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■ Figure C4.1.13 Duckweed of the genus 
Lemna covering the surface of a pond, 
and a diagram of duckweed thalli (a leaf 
unit that is over 1.5 mm in diameter) 

♦ Community: a group of different species living 
1n an area. 

■ Figure C4.1.14 A community of wild animals 
congregate around a waterhole in Etosha 
National Park, northern Namibia, Africa 

• 

Modelling of the sigmoid 
population growth curve 
You need to be able to collect data regarding population gro,vth. Yeast and 

duckweed are recommended, but there are other organisms that could be 

used that reproduce under expe1in1ental conditions. 

Modelling the growth curve using duckweed 
Pond surfaces are often covered by [ree-CToating aquatic planes. One such 

group is the duckweeds, in the genus Len1na. They are kno,vn as duck",1eed 

because they provide a staple diet for clucks and other aquatic birds. These 

rapidly gro,ving planes are used as a model system for studies in population 

ecology. This simple organism foUo,,vs the classic grovvth curve and can, 

therefore, be used effectively co model the changes in population size. 

Inquiry 2: Collecting and processing data 

Collecting data 

An experiment on population growth in Lemna can be carried 
out in the lab: 
1 A small number (e.g. 15) of duckweed thalli is put in a cup or 

beaker containing pond water (200-300 cm3). 

2 Replicates (at least five) of the experiment are set up. 
3 The number of thalli is counted twice a week, for at least 

six weeks. 
4 The mean number of thalli is calculated and plotted against time. 
s The graph should show the S-shaped/sigmoid population 

growth curve. Carrying capacity is reached when there is 
no room for further thalli, and competition for space limits 
further growth. 

The effect of different environmental conditions on growth rate 
can be studied, such as salinity, pH, concentration of nit rates 
and phosphate level. Of course, one environmental condition 
should be changed at a time. 

Communities in ecosystems 
A community consists of all the living things in an ecosysten1 - the total 

of all the populations of all species. So, for example, the co1nmunity of 

a well-stocked pond would include the populations of rooted, floating 

and submerged plants, the populations of bottom-living anitnals, the 
populations of fish and invertebrates of the open ,vater, and the populations 

of surface-living organisms - a very large nun1ber of organisms in total. 

The savannah grasslands and lakeland ecosysten1s of Africa, for e..'<ample, 
contain wildebeest, lions, hyenas, giraffes and elephants, as ,veil as zebras 

(Figure C4.l.14). Co1nn1unities include all the biotic parts of the ecosysten1, 

including plants, anitnals and fungi. 
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♦ lntraspecific 
competition: 
competition between 
individuals of the 

' same speoes. 

♦ lnterspecific 
competition; 
competition between 
individuals of different 
species. 

♦ Cooperation: the 
action or process of 
working together. 

Link 
lnterspecific 
competition is also 
discussed in Chapter 
84.2, page 378. 

(e Common mistake 

Do not confuse the terms 'population' and 'community'. In ecology, these terms have different 
meanings to how they are used in geography, for example. In ecology, a community is many species 
living together, whereas the term population refers to just one species. 

A community is made up of many interacting populations of different species within an 
ecosystem. These interactions maintain stability in the ecosystem. 

Competition versus cooperation 
in intraspecific relationships 
ln[erac[ions vvithin a species may be compe[itive or coopera[ive. Competition can be ,vithin the 

same species (intraspecific competition) or between different species (interspecific competition). 

lntraspecific competition can be [he srrongest cype of compe[ition because organisms all compete for 
[he same resources. 

l\1any anin1als have developed complex behaviours of cooperation to 1ninimize the potential in1pact 

of direct competition. For exa1nple, groups of anin1als maintain dominance hierarchies, "vhich 

reduces fighting and the risk of inju1y. 

Because individuals ,vithin the same species share the 

san,e niche, intraspeci fie competition can be more intense 

than interspeciJic cornpetition, where competing species 

have d irferent niches and therefore less overlap in shared 

resources. Within a species, there is competition for li1nited 

resources such as food, reproductive partners, terri tory (see 

Figure C4.l.15), "vater, space and any other resource required 

ror survival or reproducrion. 

■ Figure C4.1.15 lnt raspecific competition in blue 
wildebeest (Connochaetes taurinus): t wo males 
compet ing for territory, Kalahari Desert, South Africa 

Interactions \Vithin a population do not need to be 

competitive. Other interactions involve cooperation bet\veen 

men1bers of the population. Although all organisms compete 

for resources, cooperation is \videspread. Genes cooperate 

■ Figure C4.1.16 Hyena clan showing int raspecific 
cooperation on a hunt 

C4.1 Populations and communities 

in genomes; cells cooperate in tissues; individuals cooperate 

in societies. For example, hunting animals such as hyenas 
,vork in cooperative packs (Figure C4.l .16). 1-Iyena groups 

are called clans - a dominant female (or 'queen') controls the 

clan, but all individuals benefit from the ability to hunt more 

effectively and kill prey as a group rather than as an individual. 

Such dominance hierarchies and collective action emerge 

from cooperation among individuals, and represent a high 

order of social comple,xity. Such societies are found in insects, 

mammals and birds, and in unicellular organisms. 



Insects that \vork as a group are called social insects, and 
include bees, ,11asps, ants and termites. In these colonies, a 

single reproductive fen1ale is supported by large numbers of 
non-breeding"vorkers (Figure C4 l.17). Because the offspring 

are produced by one female , all offspring are genetically 
similar, and so the ~vhole colony can be seen as one 

'superorganism'. Seemingly altruistic behaviour, like 

protecting the colony at risk to self, or raising the offspring of 
others instead of trytng co reproduce, can be explained by the 

shared genetic inheritance shown by interacting individuals. 

■ Figure C4.1.17 The queen (marked wit h dot) of a bee 
colony (Apis mellifera) surrounded by sterile worker bees 

leafcutter ants are found in the rainforests of Central and 

South America. They build nests that can contain thousands 
of compartments (cells) and cover up to 0.5 km2, and a ma cure 

colony can contain more than 8 million individuals. The ants 
\,vork as a collective, cutting the leaves [ron1 plants and caking 

them back to the colony (Figure C4.l.18). They are extremely 

strong insects and can carry 20-50 times their body weight. 
The leaves are fed co the fungus Leucoagaricus gongylophorus, 
,11hich they grov; in their nests, cultivating the fungus as a 

farmer \vould their crop. The ants cannot digest the cellulose 

■ Figure C4.1 .18 Leafcutter ants (Atta sp.) 
carrying leaves back to a nest 

in the cell ,valls of plants, but the fungus can. The fungus acts 

as food for the ant larvae. By cooperation, a large nu1uber of 
leaf seg111encs can be collected (up co 17°,{, of the vegetation in a 
forest can be harvested by leafcutter ants) and sufficient fungus 

gro\vn to support the colony. 

♦ Altruism: behaviour 
of an animal that benefits 
another at its own 
expense. Biologists call a 
behaviour pattern altruistic 
if it increases the number 
of offspring produced by 
the recipient and decreases 
that of the altruist. 

Link 
Competitive exclusion 
is discussed in Chapter 
B4.2, page 378. 

Lin~ 
The definition of 
predation and more 
details are covered 
in Chapter B4.2, 
page 373. 

• 

Link 
lntraspecific competition is the driving force for evolution by natural selection and is 
discussed in Chapter D4.1, page 783. 

lnterspecific relationships within communities 
Wben resources are limiting in the environment, organisms musL compete for Lhem. Inr.erspecific 

con1petition may be so intense as to cause the exclusion of one species by another. Exan1ples of 
interspecific competition are species of Para1neciu1n competing for plankton or species of barnacle 

competing for space on the rocky shore. 

Herbivory, predation, mutualism, parasitism and pachogenicity are all categories of inr.erspecific 

relationships \\'ithin con11nu11ities. 

Herbivory 
Herbivory is when an organism feeds on a plant. The carrying capacity of herbivores is affected by 

the quantity of plants they feed on. An area abundant in plant resources ,vill have a higher carrying 
capacity for herbivores than an area that has less plant material. 

Predation 
Predation is when one ani1nal (or someti111es a plant) eats another animal. The nun1ber of prey is 

reduced by the predator, lo,vering the prey's carrying capacicy. The carrying capacity of the predator 
is affected by the prey because the number of predators is reduced ,vhen prey become fe,ver (see 

predator- prey relationships, page 574) . 

Theme C: Interaction and interdependence - Ecosystems 



Mutualism 
Mutualism (symbiosis) is an interaction in which both species 

derive benefit. Mutualism can increase the carrying capacity of 

both species in the relationship. An example of a mutualistic 
relationship is sho,vn in Figure C 4.1.19. 

Parasitism 

■ Figure C4.1.19 Mutualism - mushroom of fly agaric fungus 
(Amanita muscaria) takes sugars and amino acids from a tree's roots 
in return for essential ions, via its hyphae attached below ground 

Parasitism is a relationship in which the parasite organism 

benerits at the expense or the host organism from ~vhich it 

derives its rood. The parasite lowers the ca1Tying capacity or 

the host. 

Pathogenicity 
Diseases are caused by pathogens, ,vhich include bacteria, 

vin1ses, fungi and single-celled organisms (prorisrans). 

Pathogenicity is the capacity of a microbe to cause damage 

to a host resulting in disease. A pathogen may reduce the 

carrying capacity of the population it is infecting. Changes 

in the incidence of the pathogen, and therefore the disease, 

can also cause populations to increase and decrease around 

■ Figure (4.1.20 An evergreen robber frog in t he Atlanta 
Botanical Garden's amphibian conservation laboratory, USA 

the carrying capacity. The evergreen robber frog (Cra ugastor 

golhneri), see Figure C4.l.20, has suffered population declines 

across its habitat range in Costa Rica and Panama. The declines 

have been caused by the amphibian disease chytridion1ycosis, 

caused by the fungus Batrachoclrytriurn dendrobatidis. Over the 

last 30 years, the disease has caused the populations of over 

200 amphibian species to decline in numbers significantly, and 

in some cases the species have become extinct. 

Link 
The definition of 
herbivory and how 
plants resist it are 
covered in Chapter 
B4.2, page 372. 

♦ Mutual ism: an interaction in which both species derive benefit. This is a specific type of 
symbiotic relationship. 

♦ Parasitism: a relationship where one organism (the parasite) benefits at the expense of another (the 
host) from which it derives its food. 

♦ Pathogenicity: the capacity of a microbe to cause damage in a host resulting in disease. 

ATL C4.1B 

Consider your own environment. Think of local examples to illustrate the range of ways in which 
species can interact within a community. 

For example, if you live in Malaysia or Indonesia, an example of a parasite could be the Rafflesia 
plant. Raff/esia has the largest f lowers in the world, but no leaves. Without leaves, the plant 
cannot photosynthesize, so it grows close by South East Asian vines (Tetrastigma sp.) from which 
it draws the sugars it needs for growth. An example of mutualism would be coral reefs (see 
page 567). The clouded leopard (Neofe/is nebulosi) is a local predator that hunts small mammals. 
The Asian elephant feeds on vegetat ion within the rainforest and provides an example of 
herbivory. 

Find local examples of each type of ecological interaction, using at least one example for each type 
of interspeci fic competition. Explain to other students in your class why you have placed them in 
that category. 
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♦ Root nodule: small 
swelling on the root 
of plants that contain 
symbiotic nitrogen
fixing bacteria. 
♦ Symbiotic: a close 
and long-term biological 
interaction between two 
different species. 

■ Figure C4.1.21 Root 
nodules on the roots 
of clover. The nodules 
are created by the 
nitrogen-fixing bacteria 
Rhizobium trifolii. 
The bacteria convert 
atmospheric nitrogen 
into ammonium ions, 
which are t hen further 
converted by nitrifying 
bacteria into nitrate ions, 
something the clover 
cannot do itself. Nitrate 
can then be absorbed 
by plants and converted 
into a usable organic 
fo rm (amino acids) 

• 

Mutualism as an interspecific relationship 
that benefits both species 

In a mutualistic relationship, there is an interdependence between two species from 
which both benefit. 

Root nodules in Fabaceae (legume family) 
RhiZobiu111 is a bacteriun1 that lives in the root nodules of plants in the legun1e fan1ily (Fabaceae) such 
as clover plants (Figure C4.l.2l). Rhiz.obiurn associates ,vith roots in a symbiotic relationship. These 
bacteria \.vork in the follo,ving way: 

Rhizobiu111 fixes nitrogen gas to form an1n1onju1n ions, "vhich are then converted by other bacteria 
to njtrates. The plant benefits fron1 the nitrates. The plant supplies carbohydrates to the bacteria 
in the root nodule. This is very nutritionally expensive for the plant (they lose a source of glucose) 
but it does enable then1 to live in nitrate-deficient soils. Other plants ,vithout this symbiotic 
relationship are not able to survive in such poor soils, so the legu1ne plants are able to exploit a 
niche that other plants cannot. The bacteria need a ready supply of glucose for respiration, v.rhjch 
supplies the energy to split the triple-bonded nitrogen n1olecule. The relationship is, therefore, a 

111utualistic and symbiotic one. 
Rhizobiu,n is aerobic. Nitrogen fixation needs lots of energy, which requires large an1ounts of ATP 

that could not be produced in sufficient quantity through anaerobic path\.vays. 
Rhizobiu111 contains an enzyme, nitrogenase, \.vhich catalyses nitrogen fixation. This reaction is 
blocked by exposure to oxygen (by con1petitive inhibition) because nitrogen and oxygen are 

roughly the same size and shape. This n1eans that oxygen exclusion is necessary for nitrogen 
fixation. This problem is solved in Rhizobiurn in t\.VO ,vays: 

O Rhizobium has an exceptiorwlly fast and efficient aerobic metabolism, meaning very little 
oxygen builds up in the root nodules. 

O The root nodule has an oxygen-scavenging chemical called leghaemoglobin ,vhich, like 
haemoglobin in blood, has a high affiniry for O>-'Ygen. l eghaemoglobin removes oxygen from 
the nodule, allo,\1ing n itrogen fixation to occur catalysed by nitrogenase. 

ro Too tio! 

Farmers plant clover to increase the nitrate content of the soil and plough the crop inLo the ground 
rather than harvest iL Regular ploughing and good drainage keep conditions in the soil aerob,c for 
the Rhizobium. 
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♦ Mycorrhiza (plural, 
Mycorrhizae): a 
fungus that grows in 
association with the roots 
of a plant in a symbiot ic 
relationship. 

Mycorrhizae in Orchidaceae (orchid family) 
Mycorrhiza is a type of fungus that grows in mutualism with plant species. The hyphae of the 
fungus (Figure C4. l.22a) gro,v through the soil and can enter plant tissue. Orchids are a group of 

flowering plants in the family Orchidaceae. Mycorrhizae play a key role during orchid gern1ination. 
An orchid seed is very small, with limited food reserves, and so the gro,ving orchid obtains nutrients 
and ,vater from the fungal symbiont. In rum, the n1yco1Thizae gains photosynthetically-derived 

glucose fron1 the orchid. 

■ Figure C4.1.22 a) SEM of mycorrhizae f ungal hyphae, b) lady-slipper orchid (Cypripedium ca/ceolus) is a terrest rial 
orchid that l ives in t emperate and nort hern areas and has a symbiotic relationship with mycorrhizae 

Link 
The conditions 
required for coral reef 
formation are covered 
in Chapter 84.1, 
page 353 . 

One species of orchid, the lady-slipper orchid (Cypripediu1n calceolus), is a very rare species that is 
under threat (Fig1.1re C4.l.22b) To help conserve the species, it has been artificially grown using 
tissue culture techniques. Ho\~1ever, it is very diificuk to introduce ne,v seedlings from laboratory 
conditions back to the ,,vild clue to lack of specific symbiotic mycorrhizae for the slipper orchid 

ATL C4.1C 

What other examples of mutualist ic relationships are there between plants and mycorrhizae? Find 
an example from your local area or region. What is the interdependence between the plant and 
fungus? Wri te a summary of the information you find and keep this as a useful case study for 
answering questions. 

Corals and zooxanthellae 
Coral reefs are created by the symbiotic relationships between tvvo organis111s - an animal and an algae. 
The interaction in coral reefs is mutually beneficial; both organisms gain from the relationship. The 
animal that 111akes the coral reef is a cnidarian - a group that also includes sea anemones and jellyfish. 
Corals are colonial organisms (i.e. made of many individuals of the same species physically connected, 
interdependent on one another) made up of individual polyps, each 1-3 mm in diameter, \Vi th stinging 
tentacles arranged around a central 111outh (Figure C4 1.23). The polyps are connected to one another 
via a thin layer of tissue, \vhich enables nutrients to be shared benveen organisms. The polyps secrete 
a protective skeleton of calcium carbonate, which forms the foundation of the coral reef ecosystem. 
The algae (zooxanthellae) live \Vithin the cells of the coral's endodermis (the innermost lining of 
the animaD. 
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mouth 

anatomy of a coral polyp 

gastrovascular cavity 
(digestive sac) 

-zooxanthellae 
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linking polyps 

skeleton 

nematocyst 

■ Figure C4.1.23 The zooxanthellae living within the polyp 
animal photosynt hesize to produce g lucose for t hemselves 
and the coral polyp, and in return are protect ed 

limestone calice ___..--\-11 

plankton 

skeleton 

l h 11 
Further examples of 
alien and invasive 
species, and their 
impacts on the 
current biod iversity 
crisis, are discussed 
in Chapter A4.2, 
page 172. 

Sun 

sunlight 

HCOi 

ca2+ 

■ Figure C4.1.24 The symbiotic 
relationship between 
coral and zooxanthel lae 

The coral provides the algae with a protected environment and 
the carbon dioxide needed ior photosynthesis (a metabolic \Vaste 

product of respiration in the coral). In return, the algae produce 
oxygen, utilize the coral's \vaste carbon dioxide, and provide the 

coral ,vith a food source (the glucose produced by photosynthesis). 

As much as 90% of the organic material manufactured by the 

algae through photosynthesis is transferred to the host coral tissue 
(Figure C4 1 24). 

The zooxanthellae give coral its colour. Several million 

zooxanthellae live and produce pign1ents in just a fevv square 

centi1netres of coral. The pigments are visible through the 

clear body of the polyp. Zooxanthellae have a range of different 
photosynthetic pign1ents, v.rhich range in colour fro1u golden

yello\v to bro\vn, giving their hosts the sa1ne shade. 

Resource competition between 
endemic and invasive species 
Alien species are species that are introduced into an area by human activity. Invasive species are 

alien species that have increased rapidly in number, having a negative effect on Lhe environment and 

on native species. 

The success of the grey squirrel (Sciun,s carolinensis) at the expense of the red squirrel (Sciurus 

vulga,·i.s) (Figure C4. l.25) is a very good example of an alien species becoming an invasive one. 

The grey squirrel is native to eastern North America and ,~,as introduced to the UK in the 1800s. 

Red squirrels are no,v restricted to just two locations in the UK, having once been ,videspread 
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Link 
Niches and 
competitive exclusion 
are discussed in 
Chapter B4.2, 
page 363. 

over much of the country. The grey squirrel has spread rapidly, chiefly by being able to consume a 
.vide range of locally gro.ving nuts (including the very com1non woodland oak tree's acorn - this 
contains polyphenolic substances that the ne.v arrival can digest, but \vhich the red squirrel cannot). 
Although they have similar niches, .vith its vvider diet, the grey has outbred the red and 1nultiplied 
1nuch faster. This enlarged population has successfully co1npeted for hazelnuts and pine cones 
too (the li1nited diet of the red squirrel). The grey squirrel is an example of an alien species that 
has a similar niche to an endemic species: because the niches of the grey and red squirrel overlap, 
co1npetitive exclusion can take place ,vi th the result that the less-effective competitor declines in 
number or is ,viped out. 

■ Figure C4.1.25 The red squirrel (Sciurus vulgaris) and grey squirrel (Sciurus carolinensis) 

L.1nk 
Fundamental and 
realized niches are 
discussed in Chapter 
B4.2, page 377. 

6 Compare and 
contrast, using 
examples, species 
that are endemic 
and those that are 
. . 
1nvas1ve. 

A consequence of introducing an alien species may be that both the alien and native species end 
up occupying smaller realized niches due to interspecific competition. If the alien species lacks 
natural predators, it could outcompete the native species and become invasive. Understanding 
the fundamental niche o( invasive species can help predict their dispersal patterns and invasion 

success, providing the basis for better-informed conservation and management policies. 

ATL C4.1D 

Select an invasive species from your local area. Create a flow chart showing how the introduction 
of this species has affected populations of endemic species and the management issues that have 
resulted. You need to bring in the following concepts: competition, conservation, fundamental 
and realized niches, and ecosystem management. 

Tests for interspecific competition 
lnterspecific competition is indicated but not proven if one species is n1ore successful in the absence 
of another. There are a range of possible approaches to research of interspecinc competition laboratory 
experiments, field observations by random sampling and field manipulation by removal of one species. 

Investigating competitive exclusion 
American ecologist Joseph Connell examined cwo species of barnacle - a common animal on 
rocky shores - to investigate the diflerence bet\veen funda1nental and realized niche. His study in 
Scotland, UK, used two expe1i 1nents. Connell had observed that one or the species, Sen1ihalanus 
(Ba/anus) balanoides, \Vas most abundant on the lower intertidal area and that the other species, 

C4.1 Populations and communities 



■ Figure C4.1.26 Data 
from Joseph Connell's 
experiment showing the 
effect of Semibalanus 
removal from the upper 
shore (left) and middle/ 
lower shore (right}. 
The lef t -hand figure 
shows that in the upper 
intertidal zone, removing 
Semibalanus had little 
effect on the surviva l of 
Chthamalus; the right
hand figure shows that, 
in the middle/lower 
intertidal zone, a much 
higher percentage of 
Chthamalus survived 
once Semibalanus 
had been removed 

Chtham(l/us steL/atus, \vas 1nost com1Tion on the upper intertidal area o[ the shore. He kne\v chat the 
free-swimming larvae of each species could setcie anyvvhere on the rocky shoreline and grow into 
adult barnacles. He asked the question: 'Wby do Sen1ibalanus and Chtha1nalus not grow together?' 

Inquiry 1: Exploring and designing 

Designing 

How would you address Connell 's question regarding why Semibalanus and Chthamafus 
do not grow together? What experiments could you do to explain Connell's observations? 
Think about this now and write down your ideas. What would your variables be 
(including controlled variables}? How would you ensure reliability of your data? 

ln his first experiment (Figure C4.l.26), Connell removed Se1nibala11us from the upper area of 
shore. He found that, over tin1e, no Chtha111alus replaced it. His explanation vvas that Se111ibala11as 

could nor survive in an area chat regularly dried our and experienced desiccation clue co low rides. 
He concluded chat the realized niche of Se,nibulanus ,vas the same as its fundamental niche. 

In his second experiment (also sho\vn in Figure C4.l.26), Connell removed Seinibalanus from the 
n1idd1e area. He found that over til11e Chthe1mulus replaced it. His expla11ation ,vas that Se,nibalanus 

was a more successful compeciror in Lhe middle in1enidal zone and usually excluded Clilhainalus. 
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In the middle intertidal zone, 
a much higher number of 
Chthamalus survived once 
Semibalanus had been removed. 

middle intertidal zone 
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He concluded thar rhe fundamenr.al niche and realized niche for Chtha1nalus were not the same, and 
that the species' realized niche ,vas smaller due to interspecific competition (that is, competition 
be1ween the 1wo species) leading to competitive exclusion (\.vhen one species outcompetes and 
excludes anorher, when rheirniches overlap). 
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Semibalanus sp. (left-hand 
photo), easily crowded out 
from more exposed 
positions on the shore, and 
Chthamalus sp. (right-hand 
photo), able to withstand 
prolonged exposure and so 
can survive higher on rocky 
shorelines. 
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■ Figure C4.1.27 a) Two species of barnacle in the intertidal region along the Scottish coast show stratified distribution. 
Competition between t he two species explains the distinction between the fundamenta l niche and realized niche for each organism. 
b) The results of Connell's second experiment. When Semibalanus were removed from the middle zone of the rocky shore, the 
Chthamalus population moved into that area, indicating that the fundamental niche of Chthamalus covered both the upper and middle 
zones of shore. Competition between t he two species usually excluded the Chthamalus and restricted it to its observed realized niche 

(o Top t1p! 

Elimination of one of 
the competing species 
or the restriction of 
both to a pa rt of their 
fundamental niche are 
both possible outcomes 
of competition between 
two species. 

Tool 2: Technology 

Using computer model ling 

Read more about Connell's experiment using this site https://virtualbiologylab.org/ 
ModelsHTML5/BarnacleCompetition/BarnacleCompetitionModel.html 

Recreate the experiment using the simulation feature. Gather your own data 
and compare them with Connell's. Do you reach the same conclusion about the 
fundamental and realized niches of both species? 

Restriction of two species due to interspecific competition 

Connell 's experimencs 1vich barnacles show che elimination of a species chat has a similar 

fundamental niche to anocher species in che same area. ln or.her cases, competing species can 

coexist but 1vith resrrictions \Vith boch species. For example, in Africa, leopards and lions display 

in terspecific competicion , since boch species feed on the same prey When they coexist in the 

same area, they each negatively impact the presence of rhe ocher because b oth will have less food. 

The resuk is the restriction of both species as an outcome of competicion . 
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♦ Hypothesis: a 
provisional explanation of 
an observed phenomenon 
or event that can be 
investigated using the 
scientific method; when 
using a statistical test. 
the hypothesis states 
that there is a statistically 
significant difference 
between two variables. 

♦ Null hypothesis: 
there is no statistically 
significant difference 
between two variables, 

at re of science· Hvnotheses 

A hypothesis is a provisional explanation of an observed phenomenon or event that can be 
investigated using the scientific method. When making a hypothesis, the investigator proposes how 
an independent variable may affect a dependent variable. A hypothesis is a testable prediction 
(ideally quantitative) of how you think an independent variable and' a dependent variable are causally 
related. A hypothesis includes a scientific explanation (often involving a reference to a scientific 
model) of how the two variables are related. For example, you might be planning to investigate the 
relationship between temperature and the rate of fermentation of brewer's yeast. Your hypothesis 
might be that, as temperature increases, the rate of fermentation is expected to increase 
exponentially up to an optimum temperature and then decrease rapidly (in a curved manner) to zero. 

Hypotheses can be tested by both experiments and observations. An experiment changes one 
variable (the independent variable) and measures the effect on the dependent variable. All other 
variables are kept the same (they are controlled), unless this is not possible, for example in ecological 
investigations, In these cases, other variables that may affect the dependent variable are monitored. 
Observations are qualitative rather than quantitative, and also provide evidence for the hypothesis. 
An experiment with controlled variables is better support for a hypothesis than simple observations. 
For example, in Joseph Connell's investigation of the fundamental and realized niches of barnacles, 
he observed that one of the species was most abundant on the lower intertidal area and that the 
other was most common on the upper intertidal area of the shore However, it was only by removing 
each species of barnacle from their respective zones on the shore that he was able to demonstrate 
the fundamental niches of both species and how they compare to their realized niches. 

Using the chi-squared test for 
association between two species 
Quadrats can be used to record the presence or absence in each quadrat ot rwo species under 

investigation. The data are then subjected to a statistical test called the chi-squared (x2) rest. It is 
used to e.'Xamine data that fall into discrete categories (as in this case) It tests the significance of 

the deviations benveen numbers observed (0 ) in an investigation and the number expected (E). 

The 1neasure of deviation, kno\vn as chi-squared, is conver ted into a probability value using a chi

squared table. In this \vay, \Ve can decide vvhether the difterences observed between our sets of data 

are likely to be real or, alternatively, obtained just by chance. 

You need ro be able to apply chi-squared tests on the presence or absence of two species in several 

sampling sites, exploring the differences or si1nila1i ties in distribution. Thjs may provide evidence for 

interspecific con1 petition. 

Applying and interpreting appropriate tests of 
statistical significance 

All ecological statistical techniques involve hyporJ1esis resting. They rest a statement called the null 

hypothesis. Statistical analyses test 1.vhether data match the null hypothesis or significantly vary 

from it. Where daca are being compared, che null hypothesis staces that 'there is no difference 

between the sets of data' and, \vhen an association is being investigated, it states thac 'chere is no 

association'. The alternative l1ypo1hesis is che 'opposite' of the null hypothesis, i.e. chac there is a 

difference or assoctation sho\vn by the data. 
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Tool 3: Mathematics 

Applying the chi-squared t est to test for an 
association between two moorland species 

This example examines whether the moorland species 
bell heather (Erica cinerea) and common heather, also 
known as ling (Ca!luna vu/garis), tend to occur together. 
Moorlands are upland areas with acidic and low-nutrient 
soils, where heather plants dominate. Heathers have 
long woody stems and grow in dense clumps. They 
have colourful, bright flowers. Is there a statistically 
significant association between ling and bell heather on 
an area of moorland? As scientists, we would carry out 
a statistical test to work out the probability of getting 
results that indicate there is no association between 
the two species - indicating the null hypothesis is 
t rue. The null hypothesis in this example would be that 
there is no statistically significant association between 
bell heather and ling in an area of moorland; that is, 
their distributions are independent of each other. If our 
results do not support the null hypothesis, then there is 
an association. 

■ Figure C4.1.28 a) A moorland ecosyst em and 
two common plant s found there: b) ling (Ca//una 
vu/garis) and c) bell heather (Erica cinerea) 

C4.1 Populat ions and communities 

1 The measurements and results 

To sample the two species, the presence or absence 
of each species was recorded in each of 200 quadrats. 
The quad rats were located at random on a 100 m by 
100 m area of moorland (Table C4.1.3). 

■ Table C4.1.3 Observed results - the 
distribution of l ing and bel l heather 

Bell heather Bell heather 
present absent Total 

Ling present 89 45 134 

Ling absent 31 35 66 

120 80 200 

2 The calculations 

a) Expected results: assuming that the two species 
are randomly distributed with respect to each other, 
the probability of ling being present in a quadrat is: 

column total 134 
---------= - = 0.67 
total number of quadrats 200 

Similarly, the probability of bell heather being present 
in a quadrat is: 

120 
200 = 0.60 

The probability of both species occurring together, 
assuming random distribution between each species, 
is: 0.60 x 0.67 = 0.40. The number of quadrats in 
which both species can be expected is therefore 
0.40 X 200 = 80. 

Having calculated the number of expected quadrats 
where the species are found together, other expected 
values can be calculated by subtracting from the totals. 
For example, the expected number of quadrats with 
bell heather but no ling is 120 - 80 = 40. Expected 
values follow the assumption that totals for each row 
and column do not change, because the relationship 
shown by the data is assumed to represent the true 
relative frequency of each species (Table C4.1.4) 

■ Table C4.1.4 The full expected results 

Bell heather Bell heather 
present absent Total 

Ling present 80 54 134 

Ling absent 40 26 66 

120 80 200 

➔ 
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Calculated values can be checked by using the 
ratios represented in the table of observed results 
(Table C4.1 .3). 

For example, the expected number of quadrats where 
there is no ling and no bell heather can be calculated 
as follows: 

Probability of no ling in a quadrat = 66 ..,.. 200 = 0.33 

Probability of no bell heather in a quadrat = 
80 + 200 = 0.40 

Probability of neither species in a quadrat = 
0.33 X 0.40 = 0.13 

Number of expected quadrats with neither species 
present= 0.13 x 200 = 26 

(Note that this figure agrees with the estimated value in 
Table C4.1.4). 

b) Statistical test: the observed and expected results 
are recorded in Table C4.1.5. 

■ Table C4.1.5 Observed (0) and expected (E) 
distribution of ling and bell heather 

Bell heather Bell heather 
present absent 

Ling present 

0 89 45 

E 80 54 

Ling absent 

0 31 35 
E 40 26 

120 80 

Then, chi-squared is calculated from the formula: 

X2 = L(O - E)2 
E 

Total 

134 

66 

200 

So, chi-squared in this example: 
(89 - 80)2 (45 - 54)2 (31 - 40)2 (35 - 26)2 

=----+----+----+----
80 54 40 26 

= 1.01 + 1.50 + 2.03 + 3.11 

= 7.65 

To find whether this result is statistically significant 
or not, the value must be compared to a critical 
value (Table C4.1.6). To locate the critical value, the 
appropriate degrees of f reedom need to be calculated. 

Degrees of freedom = (number of columns - 1) x 
(number of rows - 1) 

In this case, degrees of freedom = (2 - 1) x (2 - 1) = 1 

■ Table C4.1.6 Critical values for the ;f test 

Degrees of freedom 0 .05 level of significance 

1 3.84 

2 5.99 

3 7.81 

4 9.49 

The chi-squared value of 7.65 is larger than the critical 
value of 3.84 for 1 degree of freedom at the probability 
level of p = 0.05 (the 5% probability level). The null 
hypothesis is therefore rejected; there is a statistically 
significant association between bell heather and ling 
in this area of moorland. So, the distributions of the 
two species are not independent of each other - the 
distribution of the two species is associated. 

c) The value of chi-squared may also be obtained 
using a programmed calculator or a computer program 
such as: www.socscistatistics.com/tests/chisquare/ 
Default2.aspx 

♦ Predator-prey 
relationship: the inter
relationship of population 
sizes due to predation of 
one species (the predator) 
on another (the prey). 

Predator-prey relationships 

• 

In Chapter B3.3, different reasons for loco1notion ,vere discussed, including escaping fron1 danger. 

Figure B3.3.18b, page 338, shows a sno,vshoe hare running &-om a lynx. In this interaction, the 

sno,vshoe hare is the prey and the lynx the predator. Such an interaction is kno,vn as a predator

prey relationship . 
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7 Describe the 
role of negative 
feedback 
mechanisms in a 
named example 
of predator-prey 
relationships. 

Link 

Trophic levels and 
food chains are 
covered in Chapt er 
C4.2, page 578. 

♦ Top-down control: 
changes to the food chain 
occur at the top trophic 
level and then impact on 
the trophic levels lower in 
the food chain, 

Key 
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■ Figure C4.1.29 The snowshoe hare and lynx: an example of a predator- prey relat ionship 

Predator-prey relationships are an exa1nple of density-dependent (see page 557) control or 
animal populations. 

These predator-prey interactions are often controlled by negative feedback mechanisn1s (see 
page 557) rhat control population densities (Figure C4. l .29). In the relative absence or rhe predatory 
lynx (due to a limited prey population), the population of sno,vshoe hare begins to increase in size. 

As the availability of prey increases, there is an increase in predator nun1bers, after a ti111e-lag. As the 

number of predators increases, the population size of the prey begins to decrease, again after a time

lag. \1Vitl1 fe\.ver prey, the nu111ber of predators decreases again. With fewer predators, the number of 
prey may begin ro increase again, and the cycle continues. 

Predation may actually be good for the prey: it removes old and sick individuals first as these 
organisms are easier to catch. Those remaining are healthier and form a superior breeding pool. 

(e Common mistake 

The term 'negative' does not mean that the feedback loop is detrimental to the environment. Quite 
the opposite - it usually counteracts deviation away from steady-state equilibrium. The term 'positive' 
does not mean that the feedback loop has a constructive effect on the environment. Positive feedback 
increases change in a system, leading to it moving further away from steady-state equilibrium. 

Top-down and bottom-up control 
of populations in communities 
A trophic level is a feeding level ,vithin a food chain (see Chapter C4.2, page 582). In top-down 

control, a higher trophic: level influences the con1111unity structure of a lower trophic level through 

predation. This approach is also called a predator-controlled food ,veb. Figure C4. l.30a sho1vs ho\.V 

reduction in the top predator leads to an increase 111 the number of prey that it feeds on, 1vhich in 
turn leads to a reduction in zooplankton (small noating or weakly S\vi111ming organis111s that live in 

the ocean). Reduction in zooplankton has a knock-on effect on phytoplankton (algae and 
photosynthetic bacteria), leading to population gro1vth due to decreased predation. 
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♦ Bottom-up control: 
changes to the food 
chain occur at the lowest 
trophic level (producers) 
and then impact on the 
trophic levels higher in 
the food chain. 

Bottom-up control means that a lo,,ver trophic level in an ecosyste1n affects the comn1unity 
structure of higher trophic levels through resource restriction. Limitation is placed by resources that 
allo,v grovvth, such as food source, habitat or space. Figure C4.l .30b shovvs bottom-up control in a 
marine ecosyste1n. In this syste111, reduction in the producers (phytoplankton) leads to a reduction in 
all subsequent levels of the food chaiJ1. 

While born cop-clovvn and botto1n-up controls are possible, one or me ocher is likely to be dominant 
in a con1munity. 

a Top-down control - hunting reduces 
numbers of top predators 

b Bottom-up control - extreme weather 
reduces numbers of phytoplankton 
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■ Figure C4.1.30 a) Top-down control in the food chain for four trophic levels in a marine ecosystem, 
b) bottom-up control, or control through primary production, in a simplified four-level food chain in a marine ecosystem 

8 Distinguish 
between top
down and bottom
up control of 
populations in 
communities. 

♦ Allelopathy: chemical 
inhibition of one plant 
(or other organism) by 
another, due to the 
release of chemicals 
(allelochemicals) that act 
as germination or growth 
inhibitors. 

Allelopathy and secretion of antibiotics 

Allelopathy 
Competition in plants can be severe and lead to the reduction in carrying capacity of both species if 
the competition is interspecific. Mechanisms that give one plant an advantage over another have 
evolved, such as allelopathy. The vvord is derived fro1n the Greek words 'allelon', which means 'each 
other', and 'pathos', which 1neans 'to suffer' (note- the term 'pathogen', meaning organisms chat 
cause disease in another organis1ns, also has chis origin). Allelopathy in plants is \.vhere a chemical 

compound (aUelochemicaD is used by one species co suppress the ocher and take advantage of chat 
suppression. Allelopathic planes create adverse conditions for other neighbouring, con1petitor plants 
by reducing their seed gern1inacion, seedling gro\.vth or growth of the plant. Son1e allelochen1icals 
change the amount of chlorophyll production in a plant and therefore slo,v down or stop 
photosynthesis, which leads to the suppression or death of the plant. 

A llelopatby can be carried out by plants by the follo,ving processes: 
releasing chemical co1npounds (allelochemicals) from their roots into the soil: these chem icals 
suppress or kill neighbouring plants \vhen they are absorbed 
releasing allelochen1icals in a gaseous form fron1 the ston1aca in the leaves; vvhen the 

neighbouring plants absorb these gases, they are suppressed or killed 
leaves dropping fro111 allelopathic plants: these contain toxic che.n1icals \Vhich, ,vhen the leaves 
decompose, are released and inhibit the gro,vch of con1petitors. 
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■ Figure C4.1.31 Broccoli - an example of an al lelopathic plant ■ Figure C4.1.32 The common bracken f ern (Pteridium 
aquilinum), w hich excludes other plants from areas 
that it grows in w ith its allelopathic properties 

ATL C4.1E 

Find out about 
al lelopathic plants 
in your area. How 
do they inhibit 
competitors? Produce 
a fact sheet on at least 
three different named 
species of plant. 

9 Using examples, 
outline how 
allelopathy is used 
by plants to give 
a competitive 
advantage over 
other species in 
their habitat. 

10 Define the term 
alle/opathy. 

Link 

Antibiotics and 
penicillin are covered 
in more detail 
in Chapter C3.2, 
page 532. 

All brassica planes, such as cabbage, mustard, kale and radish, have allelopachic properties. Mustard, 

for example, can suppress fungal pathogens. Extracts of black mustard can limit the germination of 
son1e legun1es, such as lentils, as well as oats. Broccoli (Figure C4.l.31) can be allelopachic co 

lacer-planted broccoli or any ocher crops in the brassica fan1ily. Farmers grov.ring broccoli therefore 
rotate co ocher crops (i.e. alternate the crop so chat broccoli is not gro,vn every year) and do not plant 

oilier brassicas \vhere broccoli have recently been gro,vn. 

Ferns are also allelopathic. Bracken (Pteridium aquilinum, Figure C4.l.32), for exa1nple, competitively 

excludes other planes by allelopathy, making it the dominant species in the areas \.vhere it is found. 

This dominance reduces the biodiversity of che ecosyste1n because other plants cannot gro\v in the 

presence of the bracken. Associated plants are often severely inhibited or even excluded from dense 

stands of the fern. 

Secretion of antibiotics 
The first mass-produced antibiotic for the treatment of hun1an bacterial disease ,vas penicillin, 

derived from the Penicillium fungi. Penicillin 1vas accidently discovered by Alexander Fleming in 1929 

(see Figure C3.2.15, page 533) \Vhi le studying Staphylococcus, the bacterium chat causes boils and 

sore throats. Fungi naturally produce antibiotics to kill or inhibit the gro\vth of bacteria, ,vhich limits 

the competition \Vith the fungi. The fungi is allelopathic, producing chemicals that scientists call 

antibiotics to kill and inhibit the gro,vth of bacteria: these properties have been taken advantage of to 

produce antibiotics as medicines. 

(o Top tip! 

Allelopathy and the secretion of antibiotics are similar processes in that a chemical substance is 
released into the environment to deter potential competitors. 

1 What are the benefits of models in studying biology? 
... What factors can limit capacity in biological systems? 
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• 

Guiding questions 

• What is the reason matter can be recycled in ecosystems but energy cannot? 

• How is the energy that is lost by each group of organisms in an ecosyst em replaced? 

This chapter covers the following syllabus content: 
► C4.2.1 Ecosystems as open systems in which both energy and matter can enter and exit 
► C4.2.2 Sunlight as the principal source of energy that sustains most ecosystems 
► C4.2.3 Flow of chemical energy through food chains 
► C4.2.4 Construction of food chains and food webs to represent feeding relationships in 

a community 
► C4.2.5 Supply of energy to decomposers as carbon compounds in organic matter 

coming from dead organisms 
C4.2.6 Autotrophs as organisms that use external energy sources to synthesize carbon 

compounds from simple inorganic substances 
► C4.2.7 Use of light as the external energy source in photoautotrophs and oxidation 

reactions as the energy source in chemoautotrophs 
► C4.2.8 Heterotrophs as organisms that use carbon compounds obtained from other 

organisms to synthesize the carbon compounds that they require 
► C4.2.9 Release of energy in both autotrophs and heterotrophs by oxidation of carbon 

compounds in cell respiration 
► C4.2.10 Classification of organisms into trophic levels 
► C4.2.11 Construction of energy pyramids 
► C4.2.12 Reductions in energy availability at each successive stage in food chains due to 

large energy losses between trophic levels 
► C4.2.13 Heat loss to the environment in both autotrophs and heterotrophs due to 

conversion of chemical energy to heat in cell respiration 
► C4.2.14 Restrictions on the number of trophic levels in ecosystems due to energy losses 
► C4.2.15 Primary production as accumulation of carbon compounds in biomass 

by autotrophs 
► C4.2.16 Secondary production as accumulation of carbon compounds in biomass by 

heterotrophs 
► C4.2.17 Constructing carbon cycle diagrams 
► C4.2.18 Ecosystems as carbon sinks and carbon sources 
► C4.2.19 Release of carbon dioxide into the atmosphere during combustion of biomass, 

peat, coal, oil and natural gas 
► C4.2.20 Analysis of the Keeling curve in terms of photosynthesis, respiration 

and combustion 
► C4.2.21 Dependence of aerobic respiration on atmospheric oxygen produced by 

photosynthesis, and of photosynthesis on atmospheric carbon dioxide produced 
by respiration 

► C4.2.22 Recycling of all chemical elements required by living organisms in ecosystems 

Note: There is no higher-level only content in C4.2 . 
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ConceP.t: 
lratera · · 

A community forms 
an ecosystem by 
its interactions 
with the non-
living (abiotic) 
environment. 

Linl 
Habitats are covered 
in Chapter B4.1, 
page 341. 

♦ Open system: system 
where both energy and 
matter can enter and exit. 

♦ Closed system: 
system where only energy 
can pass in and out, not 
matter. 

1 Distinguish 
between an open 
and closed system. 

Ecosystems as open systems 
An ecosystem is defined as a con1munity of organisn1s and their surroundings, the environrnent 
in ,vhich they live and ,vith ,vhich they interact. lt is a ba$i.c functional unit of ecology since 
the organisn1s that n1ake up a co1nn1u11ity cannot realistically be considered apart fro1n their 
physical environment. 

Examples such as a v1oodland or a lake illuscrace two imponant features of an ecosystem, namely 
rhac it is: 
• a largely self-contained unir, since most organisms of che ecosystem spend rheir enrire lives there 

and cheir essential nutrients are endlessly recycled around and through it 
• an interactive system, in chat the kinds of organism that live rhere are largely decided by the 

physical environmenr, and che physical environn1ent is constanrly altered by the organisrns. 

The organisms of an ecosysten1 are called the biotic component, and the physical environtnenr 
is kno,vn as the abiotic component. Within any ecosystem, organisms are norn1ally found in a 
particular pare or habitat. 

Ecosysren1s are open systems because both energy and 111arrer can enter and exit (Figure C 4.2.1). 

lt is this constant input of energy chat sustains the ecosysrern, and although matter is recycled (see 
page 601) organisms can bring 1natter into and out fro1n these natural syste1ns. In contrast, a closed 

system e..'i:changes only energy across its boundary. Closed systems only exist experimentally, 
although the global geochen1ical cycles (such as the carbon cycle - see page 594) approxi111ate to 
closed syste1ns. 

a b 
matter out energy out energy in 

~ 
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open system closed system 

matter in 
surroundings 

energy out 
surroundings 

energy in 
no matter transfer 

■ Figure C4.2.1 The exchange of matt er and energy across the boundarTes of different systems. An 
open system (a) exchanges both energy and matter, whereas a closed system (b) exchanges only energy 

Sunlight as the principal source of 
energy that sustains most ecosystems 
1·hink of an ecosystem with which you are very familiar. Perhaps it is one near your home, school or 
college. le might be savannah, a forest, a lake, ,voodland or meadow. Whatever you have in mind, 
it ,vill certainly contain a comn,unity of plants, animals and 111icro-organis111s, all engaged in their 
characteristic activi ties. So111e of these organisms ,vill be n1uch easier to observe than ochers, possibly 
because of their size or the times of day (or night) at \vhich they feed, for example. 

The essence of survival of organisms is their activity. To carry out their activities, organisms need 
energy. 'vVe have already seen that the immediate source of energy in cells is the molecule ATP 
(page 405), which is produced by respiration. The energy of ATP has been transferred from sugar 
and other organic molecules - the respiraLOl)' subsrraLes. These organic molecules are obtained from 
nutrients because of the organism's mode of nutrtcion. 
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♦ Producer: an 
autotrophic organism that 
can synthesize glucose; 
a photosynthetic green 
plant or chemosynthetic 
bacterium, forming the 
first trophic level in a 
food chain. 

ATL C4.2A 

EO Wilson (1929-
2021), an American 
biologist and 
naturalist, proposed 
two fundamental laws 
of biology: 
1 All the phenomena 

of biology are 
ultimately obedient 
to the laws of 
chemistry and 
physics. 

2 All the phenomena 
of biology have 
arisen by evolution 
through natural 
selection. 

To what extent do you 
agree or disagree with 
Wilson's proposal? 
Discuss with a partner. 

(ii' Too tin• 

You need to be clear 
about the distinction 
between one-way 
flow of energy in 
ecosystems and the 
cycling of inorganic 
nutrients. 

The ulti1nate source of energy for most food chains is sunlighr: chis is the principal source of energy 
that suscains 1nost ecosystems. Energy from sunlight is trapped by chlorophyll or other 
phocosynchetic pigments and used ulti1nately to synthesize glucose. In this ,vay, light energy is 
transfonned into a store of chemical energy. Organisms that can crap energy in glucose are called 
producers. This chemical energy is then used co synthesize ATP, ,vhich is used in all life processes. 

Noc all food chains begin ,vich the input of sunlight energy. Exceptions include ecosystems in 
caves and those in the ocean belo,v the level light can reach, such as hydrothermal vents (see 

Chapter A2 .1, page 4 7). Producers in these ecosysten1s synthesize gl11cose using energy from 
chemical reactions (see page 48). 

• Nature of sriAnrB• TheoriPS 

Laws in science are generalized principles, or rules of thumb, created to describe patterns observed 
in living organisms. Unlike theories, they do not offer explanations, but describe phenomena. 
The term 'law' is sometimes used for statements that allow predictions to be made about natural 
phenomena without explaining them. Like theories, laws can be used to make predictions. You 
need to be able to outline the features of useful generalizations. For example, It is a generalization 
to say that 'sunlight is the principal source of energy that sustains ecosystems' because some food 
chains use other sources of energy. It is a useful generalization because most food chains do obtain 
energy in this way, although it would be more accurate to say that ·sunlight is the principal source 
of energy that sustains most ecosystems'. 

Flow of chemical energy through food chains 
Unlike 1natter, ,vhich cycles through ecosysten1s, energy enters an ecosyste1n, usually as sunlight, 
and leaves it as heat (Figure C4.2.2). Energy does not cycle but is conserved; it is not available co be 
reused by living organ isms as it is lost from ecosystems. 

food chain as pyramid of biomass showing energy flow 
(Note: materials are recycled) 

cycling of materials 

flow of chemical energy 

~ flow of energy as light or heat 

Energy enters the food chain from sunlight 
and leaves as heat energy lost to space. 

1/ 

secondary 
nsumers 

carnivores 

pnmary consumers 
herbivores 

primary producers 
green plants 

inorganic matter 

■ Figure C4.2.2 Cycling of nutrients and the flow of energy within an ecosystem 

sunlight 
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Tool 3: Mathematics 

Representing energy fl ow in t he form of food chains 

A feeding relationship in which a carnivore eats a 
herbivore, which itself has eaten plant matter, is called 

Food chains are simple models that represent the flow 
of energy through ecosystems. Chemical energy passes 
to a consumer as it feeds on an organism that is the 
previous stage in the food chain, for example from the 
oak beauty caterpillar to the caterpillar-hunting beetle. 

a food chain . In Figure C4.2.3, light is the initial energy 
source. Note that, in a food chain, the arrows point to the 
consumers and so indicate the direction of energy flow. 

~--•► ...:""~--•► ► 
oak 
Quercus robur 

oak beauty 
caterpillar 
Biston strataria 

caterpillar
hunting beetle 
Carabus nemora/is 

common 
shrew 
Sore>< araneus red fox 

Vu/pes vulpes 

■ Figure C4.2.3 A food chain 

(e Common 
mistake 

Arrows in food chains 
indicate energy 
flow and not which 
organism is eating 
which. Arrows in 
food chains go from 
producer~ primary 
consumer - secondary 
consumer, and so on. 

♦ Food chain: sequence 
of organisms within a 
community in which 
each is the food (and, 
hence, energy source) of 
the next, starting with a 
producer. 
♦ Consumer: organisms 
that are unable to 
synthesize glucose and 
so eat other organisms or 
organic matter to obtain 
it and other nutrients. 
♦ Food web: 
interconnected food 
chains in an ecological 
community. 

ATL C4.2B 

Construct a food chain for two named ecosystems - tropical rainforest and savannah. Make 
sure you include both the common name and scientific name for each species (as shown in 
Figure C4.2.3). Don't forget that arrows indicate energy flow in your diagrams. You do not need 
to include pictures of the organisms, just their names. 

Food chains and food webs represent 
feeding relationships in a community 
ln an ecosystem, food chains are not isolated. Rather, they interconnect ,vith other chains. 

This is because n1ost prey species have to escape the attentions of more than one predator. 
Predators, as ,vell as having preferences, need to exploit alternative food sources "vhen one source 
becon1es limited. They also take full advantage of gluts of food as particular prey populations 
becon1e ten1porarily abundant. 

Consequently, individual food chains may be temporary and are interconnected so that they rnay 
fonn a food web. An example of a marine food \Veb is sho\vn in Figure C4.2.4. As before ,vir.h food 
chains, the arrO\VS indicate rhe direction of the transfer of energy and biomass. 

Food chains tell us about the feeding relationships of organisms in an ecosystem, but they are 
entirely qualitative relationships (\ve kno,v ,vhich organisms are present as prey and as predators), 
rather than providing quantitative data (\ve do not kno½1 the nun1bers of organisms at each level). 

• • • 

Changes in the population of one species in a food chain or web can affect the 
populations of other organisms. Organisms higher in a food chain depend on those 
lower down as sources of food, for example. If one essential organism is removed from 
the chain, perhaps resulting from human impacts such as habitat loss, then the food 
web could collapse, endangering the entire ecosystem. 
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phytoplankton seaweeds, 
e.g. sea lettuce 

zooplankton 

common mussel 
sea urchin 

grey mullet 

dog whelk 

pollack 

herring gull seal 

■ Figure C4.2.4 Example of a mar ine f ood web 

, Using the 

information in the 
food web in Figure 
C4.2.4, construct 
two individual food 
chains from the 
marine ecosystem, 
each with at least 
three linkages (four 
organisms). 

3 Identify the initial 
energy source 
for almost all 
communities. 

♦ Trophic level: feeding 
level within a food chain. 
♦ Decomposer: 
organisms (typically 
micro-organisms) that 
feed on dead plant and 
animal material, causing 
matter to be recycled by 
other living things . 

• 

Trophic levels 
food chains shov1 a sequence of organisms in ,vhich each is the food of the next organisn1 in the 
chain , so each organism represents a feeding or trophic level. Chains typically start with a producer 
and end with a consumer - perhaps a secondary or tertiary consumer. 

There is not a fixed number of trophic levels in a food chain, but typically there are three, four or flve 
levels only. There is an important reason why stable food chains remain quite short. 'vVe \.vill come 
back to this point shortly. 

Supply of energy to decomposers as carbon 
compounds in dead organic matter 
Organisms that feed on dead plants and ani1nals, and on the waste n1atter of animals, are 

decomposers. 

Producers support all ecosystems through constant input of energy and ne,v biomass. Decomposers 
feed at each trophic level o[ a food chain and are essential for recycling 1natter, including elements 
such as carbon and nitrogen, in ecosystems (page 601, this section). Feeding by decomposers 
releases inorganic nutrients from the dead organic n1atter, including carbon dioxide, \vater and 
am1nonia, and ions such as nitrates and phosphates. Sooner or later, these inorganic nutrients are 
absorbed by producers and reused (Figure C4.2.5) We \:vill look in more detail at the cycling of 
nutrients in the. biosphere belo\v and later in this chapter 
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L Or 

Saprotrophic 
nutrition is described 
in Chapter B4.2, 
page 367. 

dead animal 

dead plant 

(e Common mistake 

The terms 'decomposer' and 'detritivore' are often used interchangeably. Although 'decomposer' 
can be used to include all organisms that feed on dead biomass and waste from organisms, the 
term can also be used to refer specifical ly to micro-organisms that carry out saprotrophic nutrition 
(known as saprotrophs). Detritivores, in contrast, eat the detritus (dead or waste plant and animal 
material) and process it in their intestines. Decomposers include bacteria and fungi, and detritivores 
include earthworms and woodlice. Matter consumed by decomposers and detritivores includes 
faeces, dead parts of organisms and dead whole organisms. 

producers 

I i 
elements (e.g. carbon, 

elements in biomass nttrogen) tn the environment 
(organic molecules) (inorganic molecules) 

t I 
decomposers 

■ Figure C4.2.5 The role of producers and decomposers in ecosystems 

Cycling of nutrients 
Recycli ng of nutrients is essential for the survival of living thi ngs because rhe available resources 
of many elernents are li1nited. vVhen organ isms die, their bodies are broken down into simpler 
substances (for example, carbon dioxide, water, a1nmonia and various ions), as illustrated in 
Figure C 4.2.6. Nutrients are released. 

1 break up 
of animal body by 
scavengers and detntivores, 
e.g. carrion crow, magpie, fox 

► 

1 break up 
of plant body by detritivores, 
e.g. slugs and snails, earthworms, 
wood-boring insects 

► 

2 succession of micro-organisms 
- mainly bacteria, feeding: 
• firstly on simple nutrients 

such as sugars, amino acids, 
fatty acids 

• secondly on polysaccharides, 
proteins, lipids 

• thirdly on resistant molecules 
of the body, such as keratin 
and collagen 

2 succession of micro-organisms 
- mainly fungi, feeding: 
• firstly on simple nutrients 

such as sugars, amino acids, 
fatty acids 

• secondly on polysaccharides. 
proteins, lipids 

• t hirdly on resistant molecules 
such as cellulose and lignin 

3 release of simple 
inorganic molecules 
such as CO2, H20, NH3, 

and ions such as Na+, K+, 
Ca2+, N03- , P04 - , 

all available to be 
reabsorbed by plant 
roots for reuse 

■ Figure C4.2.6 The sequence of organisms involved in decay 
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Lin!.. 
How a species feeds 
is an important part 
of its niche and is 
covered in Chapter 
84.2, page 363. 

Lir, k 
The definition of 
autotroph and more 
details are given 
in Chapter 84.2, 
page 366. 

• 

Decritivores begin the process o[ breakdovvn and decay, but saprotrophic bacteria and fu ngi 
(decomposers) ahvays co1n plete the breakdo,vn. Elements that are released may become part of 
the soil solution, and so1ne may react vvith chen1icals of soil or rock particles, be[ore beco1ning 
part of living things again through reabsorption and assimilation by plants. Ultimately, both plants 
and animals depend on the activities of saprotrophic n1icro-organis1ns to release inaner from dead 
organisms for reuse. 

The complete range of recycling processes by which essential elements are released and reused 
involve both living things (the biota) and the non-living (abiotic) environment. The latter consists 

of the atmosphere, hydrosphere (oceans, rivers and lakes) and lithosphere (rocks and soil). All the 
essential elements take part in such cycles. One example is the carbon cycle (page 594). 

The supply of inorganic nunients in an ecosystem is finite and !united as usually there are no 
new inputs from outside the ecosystem, but recycling does ensure their continuous availability. 
By contrast, there is a continuous, but variable, supply of energy in the fonn of sunlight. V/e focus 
on this next. 

Autotrophs 
Energy l1ow through ecosystems depends on the interrelationship between organisms that can rrap 
and store energy in the fonn of glucose, and those that release energy through respiration. 

Energy is required for carbon fixation (photosynthesis) and for the anabolic reactions that synthesize 
macromolecules, such as condensation reactions that produce polysaccharides, polypeptides and 
nucleic acids. 'vVe knovv that green plants make their O\Vn organic nurrients from an external supply 
of inorganic molecules, in general using energy fron1 sunlight in photosynthesis. The nutrition 
of a typical green plant is described as autotrophic, meaning 'self-feeding'. There are a very fe"v 
exceptions to this, for example carnivorous plants and the species discussed in the Nature of 
science box belo,v (Figure C4.2.7} The great 111~jority of green plants are entirely autotrophic in their 
nutrition and in this \vay play a key part in food chains (see belovv). 

e Nature of science: Patterric: ~.,d tr12nrtc 

■ Figure C4.2.7 Not quite all 
green plants are aut otrophic 

The statement 'all plants are autotrophic' is 
a generalization. Scientists, while looking for 
patterns or trends and trying to draw general 
conclusions by inductive reasoning, also look for 
discrepancies. Broomrape (Orobanche sp.) is a 
'root parasite', attaching to the root systems of its 
various host plants, below ground. Above ground, 
the shoots are virtually colourless (chlorophyll-free), 
and the leaves reduced to small bracts. This plant 
is heterotrophic rather than autotrophic. Why? 

Once established, the plant is seen to concentrate 
on reproduction, seed production and seed 
dispersal. This suggests that the task of reaching 
fresh hosts is a major challenge in the life cycle of 
a parasite. Which of these features are evident in 
the plant shown here? 
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Linl 
Photoautotrophs 
are also covered 
in Chapter 84.2, 
page 366. Redox 
reactions are covered 
in Chapter C1.2, 
page 412. 

4 Compare 

and contrast 

photoautotrophs 
and 

chemoautotrophs. 

Lu, I 
Heterotrophs are also 
discussed and defined 
in Chapt er 84.2, 
page 366. 

fo Too tin! 

A heterotroph is an 

organism that obtains 
organic molecules 
f rom other organisms. 

A consumer is 
an organism that 
ingests other organic 
matter that is lfvi ng 
or recently kil led, 
Saprotrophs are 

heterotrophs that do 
not 'ingest' organic 

matter but secrete 
enzymes for external 

digestion. 

Photoautotrophs and chemoautotrophs 
Producers 1nake rheir O\vn glucose and convert (fix) inorganic rnolecules into organic n1olecules. 

Plants, algae and some bacteria are producers. There are t.wo different types of producer. 
Photoautotrophs (e.g. nearly all plants) transfer solar energy into che1nical energy. 

Chemoautotrophs (e.g. nitrifying bacteria) use chemical energy fro1n oxidation reactions 10 

create glucose. 

Redox reactions release energy, and so are useful in living organisms. Both respiration and 

photosynthesis use redox reactions. Light is used as the external energy source in photoautotrophs, 

,vhile oxidation reactions are the energy source in chemoautotrophs. 

Iron-oxidizing bacteria are an example of a chemoaucotroph. Common iron-oxidizing bacteria, 

including Gallionella, Sphaerotillls, Crenothrix and Leptochlix species, oxidize iron(n) ions (Fe2+) to 

iron(111) ions (Fe3+) to obtain energy for the synthesis of glucose. Iron-oxidizing bacteria take iron 

atoms out of water and remove electrons to release energy for metabolic processes. 

Heterotrophs 
[n contrast to green plants, anjmals and mosl other Lypes of organism are consumers, using only 

existing organic matter. Consurners do noL contain photosynthetic pig1nents (e.g. chlorophyll) and so 
cannot make their own food. They must obtain the energy, minerals and nutrients they need by eating 

other organisms. They are also kno\vn as hete.rotrophs. The complex carbon compounds, such as 

proteins and search, are digested to monomers, 1vhich are later used by the organism to synthesize 

their O\vn poly1ners. Monomers, such as amino acids and glucose, are obLained by digestion and 

absorbed into heterotrophs' cells and are assimilated by consLructing the carbon compounds required. 

Digestion can be internal or external, ho\vever absorption is ahvays into cells. Energy and biomass are 

passed tl1rough a food chain from the producers through LO the top carnivores. Consequently, animal 

nutriLion is dependent on plant nLtLrition, either directly or inc!Lrectly. 

Note that s01ne of the consumers, kno\vn as herbivores, feed directly and exclusively on plants 

(page 372) Carnivores (and omnivores) feed on other coruun1ers. 

Release of energy in both 
autotrophs and heterotrophs 
Autotrophs have stores of cheinical energy in the forn1 of glucose, \vhereas heterotrophs need to 

consume other organisms to acquire stored che1nical energy. What autotrophs and heterotrophs do 

have in con11non, ho\vever, is the ability to release this stored chemical energy to produce ATP in 

order to carry out life processes. The release of energy in both autotrophs and heterorrophs is from 
the oxidation of carbon con1pounds in cell respiration. Auton·ophs are the base of all food chains, 

in that they provide the energy to maintain ecosysten1s, and heterotrophs pass on this energy from 

one trophic level to the next. All energy is ultimately released from food chains as heat, through the 

breakdovm of organic molecules via respiration (see page 405). 

(e Common mistake 

People often think that only animals respire. All organisms respire, including plants, bacteria, fungi 

and protists. Respiration provides all organisms w ith energy for growth, synthesis of biological 

molecules, and other living processes. 
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I ink 
Food chains are 
covered earlier in this 
chapter on page 580. 

♦ Primary consumer: 
second trophic level of 
a food chain; organisms 
that consume/feed on 
producers. 

♦ Secondary 

consumer: third trophic 
level of a food chain; an 
animal (carnivore) that 
feeds on plant-eating 
animals (herbivores) in a 
food chain. 
♦ Tertiary consumer: 
fourth trophic level of 
a food chain; an animal 
that feeds on secondary 
consumers in a food chain. 

r. Too tio! 
Many organisms 
have a varied diet 
and therefore occupy 
different trophic levels 
in different food chains. 

(o Too tiol 

An energy pyramid is a 
graphical representation 
showing the flow of 
energy at each trophic 
level in an ecosystem. 

• 

Classification of organisms into trophic levels 
food chains are fonued Crom different trophic (or feeding) levels. Producers are at the botton1 of food 

chains, the first trophic level. Herbivores, \vhich consume producers, are called primary consumers. 

Animals that feed exclusively on 0 1 her animals are carnivores. Carnivores that feed on primary 

consu1ne.rs are knovm as secondary consumers, and carn1vores chat feed on secondary consumers 

are called tertiary consumers, ancl so on. 

The trophic levels of organisms in food chains and food webs from different ecosystetns are classified 

in Table C4. 2.l. 

■ Table C4.2.1 A summary of trophic levels in dif ferent ecosystems 

Trophic level Woodland Rainforest Savannah 

producer oak vines and creepers on rainforest trees grass 

primary or f irst consumer caterpil lar silver-striped hawk-moth wildebeest 

secondary consumer beetle praying mant is lion 

tertiary consumer shrew chameleon lizard 

quaternary consumer fox hook-bi lled vanga-shrike 

Son1etimes it can be difficult to decide at ,vhich trophic level to place an organism. For exan1ple, 

in the marine food chain of Figure C4.2.4, page 582, the seal feeds on grey n1ullet (a primary 
consumer), pollack (a secondary consumer) and lobster (a tertiary consun1er), n1aking the seal itself a 

secondary, tertiary or quaternary consumer depending on ,vhich lood chain is refen·ed to. 

5 Define the term trophic level. 

6 Suggest what trophic levels humans occupy. Give examples of different food chains 
that humans can be in. 

7 Refer back to Figure C4.2.4 on page 582, showing a marine food web. 
a State the trophic level of each species. 
b Identify organisms that occupy more than one trophic level.. 

Construction of energy pyramids 
Feeding relationships of a food chain n1ay be srructured like a pyramid. At the start of the chain is a 

very large amount o[ energy in green planrs. This supports a smaller quantity of energy in primary 

consumers, ,vhich, in turn, supports an even s1naller quantity of energy in secondary consumers. 

A generalized ecosystem pyramid diagram, representing the structure of an ecosystem in terms of 

the energy content of the organisms at each trophic level, is shown in Figure C4.2.8. Percenrages 

represent the relative quantities o[ energy available at each trophic level. 
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tertiary consumers 0.1 % 

secondary consumers 1 % 

. 
primary consumers 10% 

producers 

■ Figure C4.2.8 A genera lized pyramid of energy 

Nature of science• Models 

Pyramids are graphical models. They show quantitative 

dif ferences between the trophic levels in an ecosystem. 

Pyramids of energy model the energy flow through ecosystems 

and represent the flow of energy through trophic levels. As 
energy is lost at each trophic level and gradually diminishes 

throughout t he food chain, these diagrams are always pyramid 

shaped (unlike pyramids of numbers, which plot the number 

of organisms at each t rophic level, and pyramids of biomass, 

w hich plot the total biomass at each trophic level). 

Pyramids of energy represent the productivity of each trophic 

level, that is to say, how much new biomass is being made 

(and therefore energy stored) in a particular period of t ime in a 

specific area. They are therefore measured in units of flow (e.g. 

kgm-2yr1 or kJ m-2y,1). The advantages of using pyramids of 

energy to represent ecosystems as graphical models, compared 

to other methods, can be summarized as fol lows: 

Pyramids of numbers and biomass show the storage in the 

food chain at a given point in time (they are a 'snapshot' 

100% 

Only energy taken in at one trophic level and then built in as 
chemical energy in the molecules making up the cells and 
tissues 1s available to the next trophic level. This is about 
10% of the energy. 

The reasons are as follows: 

• Much energy is used for cell respiration to provide energy 
for growth, movement, feeding and all other essential 
li fe processes. 

• Not all food eaten can be digested. Some passes out with 
the faeces. Indigestible matter includes bones, hair, 
feathers and lignified fibres in plants. 

• Not all organisms at each trophic level are eaten. Some 
escape predation. 

of the ecosystem), whereas pyramids of energy show the 

rate at which those stores are being generated. 

Pyramids of energy take into account seasonal fluctuations, 

as data are recorded over a period of time, rather than at 

one point in time. Pyramids of numbers and biomass can, 

therefore, be inverted (whereby the producer trophic level 

is narrower than the primary consumer trophic level), if 

the amount and/or biomass of the producers is lower than 

that of the next trophic level at the time when the samples 

were recorded. For example, grass in a field may have a 

lower biomass than the herbivores that f eed on it because 

the herbivores have been eating the grass over time. This 

results in an inverted pyramid of biomass; over time, as the 

grass grows and gets longer, the productivity of the grass 

will be higher than the productivity of the herbivores that 

feed on it. Because productivity, recorded over a period of 

time, is always higher in producers than subsequent t rophic 
levels, pyramids of energy are never inverted. 

Inquiry 1: Exploring and designing 

Exploring 

You need to be able to use research data from specific ecosystems to represent energy 
t ransfer and energy losses between trophic levels in food chains. 

Research data from a specific ecosystem in your country or region. Make sure you 
consult a variety of sources and select the relevant information. How is the energy in 
the ecosystem measured? How could this be used to represent energy transfer and 
energy losses between trophic levels in food chains? 
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Tool 3: Mathematics 

Representing energy flow in the form of pyramids of energy 

On page 586, the use of pyramids of energy as graphical models of energy flow 
through an ecosystem was discussed. 

Pyramids of energy are created by plotting each horizontal bar (representing each 
trophic level) with the same height and different lengths to represent the different 
energy content. The vertical axis is centred on the horizontal axis, with data distributed 
equally to each side of the axis, creating a pyramid. 

Pyramids of energy can be drawn for different biomes (see Figure C4 2.9). Biomes vary 
in their capacity to accumulate biomass, as noted above. Biomass accumulates when 
autotrophs and heterotrophs grow or reproduce. Trophic levels can be constructed by 
using the '10% rule' of energy conversion (that is, usually around 10°/o of energy is 
passed on from one trophic level to the next). 

tundra temper ate forest 

temperate grassland tropical rainforest 

■ Figure C4.2.9 Pyramids of energy for different biomes 

Inquiry 2: Collecting and processing data 

Processing data; interpreting results 

Construct a pyramid of energy for an ecosystem in your country. Use the primary 
product ion data (measured in grams of carbon per m2 per year) you collected in 
Inquiry 1 on page 587 to plot the pyramid, using the instruct ions in the Tool 3 above. 

How many trophic levels does your pyramid of energy have? Why is this? How does 
your graph compare to those in Figure C4.2.9? 

fe Common mistake 

Diagrams of pyramids of energy often show inaccurate proportions for the different trophic levels. 

The w idth of each level should be 10% of the one below it (see Figure C4.2.9) . 
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Reductions in energy availability in food chains 
Between each trophic level there is an energy transfer. At the base of the food chain, green plants (the 
producers) transfer light energy into the chemical energy of sugars in photosynthesis. Ho,vever, n1uch 
of the light energy reaching the green leaf is not retained in the green leaf. Son1e is reflected away, 
son1e transn1itted, and son1e lost as heat energy. Mean,vhile, sugars are converted into lipids, an1ino 
acids and other 1netabolites \Vithin the cells and tissues of the plant. Some of these n1etabolites are 
used in the growth and developn1ent of the plant and, through these reactions, energy is stored in 

the organic molecules of the plant body. 

The reactions of respiration and of the rest of the plant's metabolism produce heai: energy, so some 
energy is lost from the plant through these reactions. Chemical energy is transferred every time the 
tissues of a green plant are eaten by herbivores. Finally, on the death of the plant, the remaining 
energy passes ro detritivores and saprorrophs ,vhen dead plant mauer is broken dovvn and decayed. 
The diverse routes of energy flow through a primary producer are summarized in Figure C4.2.10. 

energy flow through a producer 4 heat energy lost 
as waste product of chemical 
reactions of cell respiration 

5 energy transferred 
to primary consumers 
(herbivores) when plant 
tissues are eaten • 

and metaborism Sun 

\ 1 LIGHT 
2 ene~y ENERGY input 

use . 
to drve hfe 
proc1sses-- ~ 

energy transferred to 
sugar etc. produced 
by photosynthesis - -- -

- - 3 energy stored 6 final energy lost 
lo delrit1vores and 
saprotrophs, on 
death and decay 
of dead plant on 
or in the soil 

In organ,c molecules 
or new cells and tissues 

energy flow through a consumer 

1 energy input as chemical 
energy in organic molecules 
of tissues of prey, caught 
and eaten by the consumer 

6 final energy lost to detritivores 
and saprotrophs, on death and 
decay of animal 

S energy transferred to 
consumer at higher trophic level 
if caught and t issues eaten 

■ Figure C4.2.10 Energy f low through producers and consumers 

C4.2 Transfers of energy and matter 

4 energy lost 
as heat, waste product of 
chemical reactions of cell 
respiration and metabolism 
and as undigested food and 
excreted matter 



8 List the factors 
that lead to energy 
loss from tood 
chains. 

The reduction in energy availability at each successive stage in food chains is due to large energy 
losses between trophic levels. Producers are eaten by pri1nary consun,ers, or herbivores. tn this 
'Nay, energy is transferred to the consu1ner. The consumer, in turn, transfers energy in the muscular 
move111ents by .vhich it bunts and feeds , and as it seeks to escape from predators. So111e or the food 
it has eaten remains undigested, passing through the consumer unchanged, and is lost as waste 
products in faeces and as urea. Heat energy, a waste product of the reactions of respiration and of 
the animal's 111ecabolism, is continuously lost as the consun,er grows, develops and forms body 
tissues. tr the consumer is itself caught and consun,ed by anorber, larger consun,er, energy is again 
transferred. Finally, on the death of the consumer, the remaining energy passes to detritivores and 
saprotrophs ,vhen dead 111aner is broken do,vn and decayed. Ultimately, the energy in 111atter that 
is decayed is lost as heat Only a relatively s111all proportion of this energy is passe<l on to the next 
trophic level (see Figure C4.2. 11). Around 90% of energy is lost bet\veen trophic levels due to: 

• bio1nass noc being ingested (eaten) 
• rood not being digested (and then absorbed into consumers for assitnilation) 

• cxcreuon 
• loss as heat rro1n respiration 
• loss as inedible parts, such as bones, teeth and fur. 

eaten 
primary consumer----------+ secondary consumer 
(caterpi llar) (shrew) 

Imagine 100 units of energy 
being eaten, Only 1 o units 
get to be tissues; the rest iS 
lost in respiration and as 
waste products, 

respiration (30) 

eaten➔ 
(100) 

■ Figure C4.2.11 Loss of energy between trophic levels 

tissue (1 0) 

' 3) o gas, f aece~s:::::::::::=:. 
and waste (60) 

The percencage of ingesced energy converted to biomass is dependent on che respiration rate. 
Animals with greater respiration rates \.vill, on average, pass on less energy than ones with a lo\ver 
metabolic rate, although much also depends on the diet of the anin1al (herbivores are less efficient at 

digesting plant n1aterial. with more faecal matter produced. than carnivores are at digesting meat). 
Ectothernlic (cold-blooded) animals, such as snakes and reptiles, lose less heat from respiration than 

endothermic anin1als, such as mammals, that 1naintain their body temperatuTes at constanc levels. 

Decomposers and detritus leeders are not usually considered to be part of load chains. Ho.vever, 
these organisms play a role in energy transfor1nations in food chains. Biomass that is not eaten by 
consun1ers is recycled by decon1posers and denitivores, and they ultin1ately return the energy to the 
environo1ent as heat via respiration. 

Heat loss in ecosystems 
Heat loss to the environment in both auLoLrophs and heterotrophs is due to conversion of chemical 
energy to heat in cell respiration (Figure C4.2.12). Cell respiration and metabolism produce heal as a 
.vaste product. 
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Energy transfers are 
not 100% efficient, so 
heat is produced both 
when ATP is produced 
1n cell respiration and 
when it is used in cells. 

9 Explain why, in a 
food chain, a large 
amount of plant 
material supports 
a smaller mass of 
herbivores and an 
even smaller mass 
of carnivores. 

A linear food chain - energy flow 

LIGHT 
ENERGY 

photosynthesis 

► 
green 
plant 

producer 

feeding 

Living organisms cannot convert 
heat to other forms of energy. 
Heat 1s lost from ecosystems. 

■ Figure C4.2.12 Heat is lost from food chains 

► 
primary 

consumer 

feeding 

heal energy lost to space 

► 

t t 
respiration 

secondary 
consumer 

death, waste matter and faeces 

~ t 
detrillvores 

and 
saprotrophs 

The transfer of energy in food chains is inefficient. The rlrst la,~, of thermodynamics states that energy 

cannot be created or destroyed. The total amount of energy in an isolated system does not change, 

although this energy is gradually dissipated from useable energy (such as ATP) to less useful, simpler 

forms (such as heat) as \vork is done. TI,at is the second la\v of thermodynamics. 

Restrictions on the number of trophic levels 
Only about 10% of \.vhat is ear.en by a consumer is built into thar. organism's body, and so is 

potentially available to be transferred on through predation or grazing on plants. There are [\VO 

consequences of chis: 

• Ac each successive stage i.n food cbains there are fewer organisms or smaller organisms. (Note: 

there is tl1erefore less biom11ss, but tlie energy content per unit rnass is not reduced.) 

The number of trophic levels i.n ecosyste1ns i.s therefore restricted due to energy losses. 

Energy is lost fron1 the food chain as heat during respiration, due to incomplete digestion, and 

through excretion of the waste products of 1netabolism. Therefore, energy decreases through a food 
chain, ,vith a general rule of 10% of the energy being passed on to the next level. The energy loss at 

transfer bet,,veen trophic levels 1neans that food chains are short. Fe,v transfers can be sustained 

,vhen so little of what is eaten by one consun1er is potentially available to those organisn1s in the next 

step in the food chain. Consequently, it is very unco1nn1on for food chains to have more than four or 
five links ben,veen producer (green plant) and top carnivore. Food chains that contain species that 

expend a lot of energy, such a ,varn1-blooded predator that loses energy through 1naintai.ning body 

te1nperature and in hunting prey, will be shorter than food chains that contain organisms that 

expend less energy, such as a spider, which is both cold-blooded and catches its prey using a web, 

and so loses less energy through n1oven1ent and loss of body heat. 

Food chains and world hunger 
Today, Lhe nur11ber of humans in the world population is huge. The human population is predicted 

to reach 8 billion on 15 November 2022 and the United Nations estimates it will reach 9.7 billion 

in 2050. This frequently places excessive demands on the food supply and on the resources that are 

used in its production - so rnucl1 so that, around the ,vorld, there are local populations of people 

with roo little to eat. World hunger is a n1ajor proble111 of which we can't fail to be a,vare. 
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(iTOK 
Do you think that 
learning about the loss 
of energy between 
trophic levels, along 
with your knowledge 
about climate change 
and world hunger, 
necessarily ra ises ethical 
issues surrounding 
people's eating habits? 
Why or why not? 

♦ Primary production: 
the accumulation ot 
carbon compounds in 
biomass by autotrophs; 
accumulation of biomass 
occurs when autotrophs 
grow and reproduce. 

♦ Gross primary 
productivity (GPP); the 
total gain in biomass per 
unit area per unit time 
fixed by producers. (The 
units are g per unit time.) 

♦ Net primary 
productivity (NPP): 
the gain by producers 
in biomass per unit 
area per unit time 
remaining after allowing 
for respiratory losses 
(R). This is potentially 
available to consumers in 
an ecosystem. 

There is a potential erhical challenge for vvell-nourished people living alongsicle other humans ,vho 

may be starving and vvho rnay die prematurely due co malnourishment. ln the light of this, some 

hu1nans opt for a vegetarian diet. Vegetarians do not eat meat and most do not eat fish , l)ut the 

majority consume an in1al products such as 1nilk, cheese and eggs. 

The rationale for this rype ofvegetarianis-m is chat, ,vhen ,ve eat meat racher than food of plant origin, 
,ve extend food chains by a least one trophic leYeL In effect, vegetarians observe that ,ve ,vasce 

energy by choosing to eat animal products racher than matter of p lant origin, thereby leaving less 

food for ocbers. This is an important issue ,vhen considering eating animal products. 

Primary production 
Primary production is the accu1nulacion of carbon compounds in bion1ass by autotrophs. Units are 

mass (of carbon) per unit area per unit Lime (usually gn1-2 yr-1). 

• The amount of glucose produced by rhe plant in a specific area in a specific period of tin1e is 
knovm as gross primary productivity (GPP). This equates ro the rare of photosynthesis. 1\l[uch 

of chis energy is used in respiration and u ltimately lose as hear from rhe producers. 

The ren1aining energy. taking into account losses through respirauon, is scored in ne,v biomass: 
this is kno\vn as net primary productivity (NPP}. 

NPP can be calculated as [ollo\vs: 

NPP=GPP - R 

where R = respiratory loss. 

Sun 

glucose produced 
during photosynthesis 

(gross primary production) 

some glucose used to 
supply energy to drive 

cellular processes (respiration) 

■ Figure C4.2.13 Primary production 

remaining glucose available 
to be laid down as new 

matenal - biomass 
(net primary production) 

NPP is the race at ,vh.ich p lanes accumulate new biomass. It represents the actual store of energy 
contained in potential food [or consutners. NPP is easier co calculate than GPP as bio1nass is sin1pler 

to measure than the amount of energy fixed into glucose. 

NPP values va1y greatly for different biomes. NPP is affected by factors that influence the race of 

photosynthesis: the an1ounr of insolacion (sunlight), the amount of rainfall (precipitation) and 

the cen1perature. 'A'armer temperatures speed up enzyme reactions chat drive photosynthesis, 

although temperatures that are roo hot can lead to denarurarion. Rainforests have the highest NPP 
because of year-round insolation, ,va1n1 temperatures and high levels of precipitation. The high 

NPP 1neans that rainforest has a con1plex structure, with layers fro1n ground level ro canopy 
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♦Secondary 

production: the 
accumulation of carbon 
compounds in biomass 
by heterotrophs; 
accumulation of biomass 
occurs when heterotrophs 
grow and reproduce 

♦ Gross secondary 
productivity (GSP): the 
total gain by consumers 
,n energy or biomass per 
unit area per unit time 
through absorption. 

♦ Net secondary 
productivity (NSP): 
the gain by consumers 
in energy or biomass per 
unit area per un,t time 
remaining after allowing 
for respiratory losses (R). 

As so much energy is stored at the pro<lucer level, rainforests can support a number of troph ic levels, 

as at the tertiary (and even at the quaternary) consu1ner level there is sufficient energy to support a 

,vide diversity of ani1nals. 

Temperate ecosystems vary from deciduous and evergreen forests to grasslands. Rainfall, temperature 
and sunlight are seasonal, ,~1hich reduces overall NPP compared to tropical rainforests. Lo,ver levels 

of N"PP n1ean less stored chemical energy at the producer level and, therefore, less biomass at each 

LTophlc level, potentially leading to shorter food chatos. 

In the colder ecosystems found in che. Northen1 Hemisphere, such as tundra, there are slower 

nutrient cycles, a lack of soil fauna and acidic leaf litter. Tree and shrub gro,vth can be. srunred. 

Evergreen species n1aximize productivity as photosynthesis can rake place as soon as spring sunlight 
be.comes available. The lo,v productivity of tundra means chat large areas are needed to support 

grazing animals such as reindeer, and these. anin1als need to n1igrate long distances to support their 
herds. In highly stressful environ1nents, ,vith vety low tetnperatures or rainlall, only tnosse.s and 

lichens may be able to survive. Lower productivity in such e.cosyste.n1s and the harsher conditions 

tneans that food chains are usually shorter, with li1nire.d energy available. in biotnass to support 

possibly only the primary consu1ne.r trophic level. 

Secondary production 
Secondary production is the accumulation of carbon compounds in bion,ass by heterotrophs. 

Secondary production 111ay also be categorized according ro gross (total) and 11et (usable) amouncs 

ofbio1nass. 

Much of the biomass eaten by consumers is absorbed (e.g. through the guts of animals) and 

converted into ne\V biomass within cells - this is gross secondary productivity (GSP). 

• Consumers do nor use all the biomass they eat. 

• Some energy passes out in faeces and excretion. 

• Only the biomass remaining can be used by the consumer (GSP), 

,vhere GSP = food eaten - faecal loss 

energy assimilated 

energy taken in 
(food eaten) 

■ Figure C4.2.14 Animals do not use all the biomass they consume. 
Some of it passes out in faeces and excretion (GSP) 

Some of the biomass absorbed by animals is used in respiration: 

The energy released is used Lo support liJe processes. 

energy in faeces 

The remaining energy is available to form nev., biomass: net secondary productivity (NSP) 

So, NSP = GSP - R (\1/here R = respiratory loss). 
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(a Too tio! 

Make sure you can 
illustrate with a 
diagram how carbon is 
recycled in ecosystems 
by photosynthesis, 
feeding and respiration. 

♦ Carbon cycle: the 
series of processes by 
which carbon compounds 
are cycled between 
the abiotic and biotic 
environments, involving 
photosynthesis, feeding, 
decomposi tion and 
respiration. 

energy used for respiration 

t 
energy taken in 
(food eaten) 

new biomass 

)I, 

■ Figure C4.2.15 Some of the energy assimilated by animals is used in respiration, to 
support life processes, and the remainder is available to form new biomass (NSP) 

lt is this ne\v biomass (NSP) that is then available to the next rrophic level 

energy in faeces 

Due to loss of biomass ,vhen carbon compounds are converted to carbon dioxide and water in cell 

respiration, secondary production is lower than primary production in an ecosysten1. 

10 Distinguish between primary production and secondary production. 

The carbon cycle 

Constructing carbon cycle diagrams 
The nutrients in an ecosyste1n are recycled and reused. All the chemical elements of nutrients 

circulate bellveen living things and rhe environment. The process of exchange or 'flux' (back and 

forth 1novements) of rnaterials is a continuous one. These movements cake more or less circular parhs 

and have a biological component and a geochemical component. Consequently, these movements are 

known as biogeochemical cycles. 

Photosyntl1esis converts atmospheiic carbon, in the form of carbon dioxide, into carbon stored in 

biomass, initially in the fo1m of glucose and then other organic compounds. Feeding, initially by 

herbivores and omnivores on producers, and then by carnivores consuming other organisms, passes 

carbon along food chains. Carbon 1s returned to the atmosphere by respiration, ,vhere glucose and 
other organic compounds are broken do,¥11 to release ATP, producing carbon dioxide as a ,vaste 

product. Respiration is carried out by all organisms in a lood chain - producers and consun1ers - as 
,veil as decomposers, ,vhich feed on the organic molecules from dead organisms and ,vaste products. 

We are going to exan1ine the carbon cycle in tnore detail (Figure C4.2.16). 

11 Look at Figure C4.2J 6. State an example of when the element carbon is an a biotic 
component and when it is a biotic component. 
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■ Figure C4.2.16 The carbon cycle 

12 Use the 
representation of 
the carbon cycle 
in Figure C4.2.16 
to construct a 
specific carbon 
cycle for the 
terrestrial ecosystem 
in which you live. 

Include the roles 
of photosynthesis, 
feeding and 
respiration. 

In diagran1s of the carbon cycle, the stores of carbon, such as carbon dioxide in the atn1osphere, can 

be represented as boxes, and the fluxes, such as photosynthesis, as atTO\VS between the boxes. 

ArrO\VS have arrow heads to sho\v direction. The fon11s in v1hich carbon exists are stated, for example 

carbon con1pounds in plants, together with the processes that convert carbon from one forn1 to 

another. Figure C4.2.16 includes all the n1ain biological processes in the cycling of carbon. 

( • Common mistake 

The carbon cycle should be drawn using boxes and arrows. It is not necessary to draw organisms in 
the carbon cycle using pictures, or a factory smokestack to represent the combustion of fossil fuels, 
for example. Storages (also called reservoirs) should be represented as boxes, named and the linking 
arrows (fluxes) labelled with the processes labelled. 

Make sure that carbon dioxide is added to the diagram of the carbon cycle. This is the ultimate 
source of all carbon in living things, so it is essential that it is included. 

Ecosystems as carbon sinks and carbon sources 
The carbon cycle ill11straces che face Lhar biogeochen1ical cycles have sources and sinks. 

• A carbon sink is anything that absorbs more carbon from the atmosphere than it releases - for 
example, planL<;, the ocean and soil. These are reservoirs char retain carbon and keep it from 

entering Earth's atmosphere. Forests are cypically carbon sinks, as 1vell as oceans. \i\Jhen planes 
produce ne\v biomass through phocosynthesis, carbon dioxide is removed from the atmosphere_ 

Deforestation is a source of carbon emission into the atmosphere, buc forest regro,vth is a form of 

carbon sequestration, ,vith the forests chemselves serving as carbon sinks. 
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13 Ident ify sources 
and sinks in the 
diagram of the 
carbon cycle 
(Figure C4.2.16). 

14 Draw a simplified 
diagram of the 
carbon cycle, 
including the roles 
of animals, plants 
and decomposers. 

• A t:arbon source is anything that releases more carbon into the acn1osphere than it absorbs for 
exan1ple, the burning of rossil fuels. 

The processes by 1vhich carbon Lnoves beC1veen Lhese sinks. and bet\veen living Lhings and the 

environment, are su1nmarized in Table C4.2.2. Read Lhrough Lbe table and locale each process in Lhe

carbon cycle. 

■ Table C4.2.2 How carbon is circulated between living organisms and the environment 

Diffusion Carbon dioxide diffuses from the atmosphere or water into autotrophs. 

Photosynthesis in terrestrial Autotrophs convert carbon dioxide from the atmosphere into 
and aquatic plants carbohydrates and other organic compounds. Aquatic plants use dissolved 

carbon dioxide and hydrogencarbonate ions (HC0
3
-) from the water in the 

same way. 

Respiration in all living things Carbon dioxide is produced as a waste product and diffuses out into the 
atmosphere or wateL 

Decay by saprotrophic Dead organic matter ,s decomposed to carbon dioxide, water, a,nmonia 
m1Cro-organisms and mineral ions by micro-organisms. The carbon dioxide produced 

dinuses out Into the atmosphere or water (as HC0
1

- ,ons). 

Peat formation In acidic and anaerobic conditions, dead organic matter is not fully 
decomposed but accumulates as peat. Peat decays slowly when exposed 
to oxygen, releasing carbon dioxide into the atmosphere. 

Peat in past geological areas was converted to coal, oil or natural gas 
(mainly methane) and these fossil fuels accumulated. They are novv 
progressively exploited. 

Methane formation from Organic matter held under anaerobic conditions (such as in waterlogged 
organic matter under anaerobic soil or in the mud of deep ponds) is decayed by methane-producing 
conditions bacteria. Methane accumulates in the ground in porous rocks or under 

water, but may progressively escape into the atmosphere. In air and UV 
light, methane is slowly oxidized to carbon dioxide and water. 

Combustion of fossil fuels Releases carbon dioxide into the atmosphere. Since the start of the 
Industrial Revolu tion in Europe, carbon dioxide has been released at an 
increasing rate. 

Shell and bone formation by Many organisms combine HC0
3
- with calcium ions and other minerals to 

organisms form carbonate shells and bones. These may accumulate as sediments and 
co,ne to form sedimentary rocks (chalk and limestone) in geological time. 
Reef-building corals are part1Cular examples of th,s. 

Lime formation for agriculture Terrestrial chalk and limestone are quarried and converted to lime ,n kilns. 
and building materials Carbon dioxide ls released into the atmosphere in the process. 

Volcanic eruptions On a geological timescale, sedlmentary rocks (including chalk and 
limestone) become subducted Into the Earth's mantle. When volcanoes 
erupl, mollen rocks and carbon dioxide are released into Lhe atmosphere. 

(n Top tio! 

If photosynthesis exceeds respiralion, there 1s a net uptake of carbon d1oxide; 1f respiration exceeds 
photosynthesis, there is a net release of carbon dioxide. 

Carbon fluxes 

The size of the sources and sinks, and the fluxes of carbon ber,veen the1n, is sutn1nari.zecl in 

Figure C4.2.17. Exan1i.J1e these data carefully. The data on directions of flux ,vill belp coufir1n your 

1dentilicacion of the sources and sinks of carbon. 
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units are gigatonnes 

The global carbon cycle 
Red arrows are flows tha t are related to human ac11v1t1es 
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The global carbon cycle showing the size of the carbon reservoirs (in g1gatonnes IGTI) 
and the exchange between reservoirs (GT/year). f igures are estimates. 
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■ Figure C4.2.17 Carbon fluxes due to processes in the carbon cycle 

15 Outline the difference in the rates of 'flux' between the atmosphere and land biota, 
and between the deep ocean and sedimentary rocks. 

Release of carbon dioxide into the atmosphere during 
combustion 

Biomass, peac, coal, oil and natural gas are carbon sinks. Carbon sinks vary in when they were 

fonned. All these sinks can undergo combustion co release carbon dioxide. Combustion foUowing 

Ughming strikes sometimes happens narurally, but human activities have gready increased 

combustion rates. 

Peat 
Peat is formed over millions of years by plant 1natrer that is not f1.1lly deco1nposed (Table C4 2.2). 

Large areas of \l\'etland, such as the r ast Anglian fens in the Ul(, have been drained for farming, 

\Vhich has degraded the pear. No longer \Vaterlogged, the peat has been eroded by the wind, vvhich 

has increased the flux of carbon dioxide ro the annosphere. Drier conditions 1nake it more likely 

for peat to catch fire. Climare-relaced drying is increasing the emissions of carbon from peat, while 

increased average temperatures, reduced rainfall and altered soil hydrology increase the risk of 

pear fires. 

Burning of fossil fuels 

Most carbon dioJ(ide emissions co1ne from burning fossil fuels. The discovery of coal and other 

fossil fuels as a source of energy enabled the \Videspread use of machinery in the nineteeni.h century 

to power industrial revolutions. Energy- along 1vich carbon - trapped by plants millions of years 

ago can be released. Since the stare of the Industrial Revolution in Europe, in the early part of the 

nineteenth century, carbon dioxide has been released at an increasing rate (Table C4.2_3), attributed 

to che burning of coal aocl oil Fossil fuels are so-called because they are the rematns of biological 

life, mostly laid d0\\1'11 in the Carboniferous period. As a result, ,ve are no\v adding to our aonosphere 

carbon that had been locked a\vay for about 350 million years. This is an entirely new development 

in geological history. 
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Lif,k 

Global warming and 
positive feedback 
mechanisms are 
discussed in Chapter 
D4.3, page 825. 

■ Table C4.2.3 Changing levels of atmospheric carbon dioxide recorded and predicted 

CO/parts per million 

pre-Industrial Revolution level 280 (±10) 

by mid-1970s 330 

by 1990 360 

by 2007 380 

by 2013 400 

by 2018 409 

by 2050 (if current rate is maintained) 500 

'Energy security is a key goal for countries, 1vith rnost relying on fossil fuels. Energy security depends 

on an adequate, reliable and a[ordable supply of energy that provides a degree or independence. The 

most accessible, and lo,vest-cosL, deposits of fossil fuels are invariably developed firsL Large oil, coal 

and gas reserves in certain countries have led to fossil fuel exploitation in those countries. Carbon

e1niltLng energy resources are cun·ently at the core of the global economy, 1vith counuies largely 

dependent on fossil fuels to drive economic developn1e11L 

As \veil as modifying the carbon cycle, fossil fuel combustion has altered the \vay in which energy 
fron1 the Sun interacts ,vitb the atmosphere and the surface of our planer. The coucentradon of 

atmosphe1ic carbon, and associated positive feedback mechanisms, leads to global 1,11artning. Global 

\~1arming and devastating natural disasters such as Hurricane l<atrina have increased the a,vareness 

about the misuse of energy resources, leading to movement a\vay from fossil fuel resources. 

Fires in the Amazon 

Parts of the An1azonia region of South America e,(perience a dry season (any n1onth witl1 less than 

lOOm1n of rain) from July to September. Ho½1ever, even I he A1nazon forest's drought rolenmce 

has its lilnits. Land-use activities increase forest susceptibility to fire during periods of drought by 
providing ignition sources, by fragmenting the forest and by thinning the forest through logging. 

Forests are burned in preparation for crops or pasture and to improve pasture forage. However, 

these fu-es frequently burn beyond their intended boundanes into neighbouring forests. Du1ing 

the severe drought of 1998, approxin1ately 39 000 k1n1 of standing forest caught fire, \Vhich is twice 
the area that \Vas clear-cut that year. In 2016, the number of fires increased by 36% con1pared ,vith 

the preceding 12 years. The dry season is also lasting longer, thus increasing the risk of fires. These 
lo½1. slow-moving fires can kill up to 50% of rrees above 10cm in dian1eter. Forest fires can increase 

susceptibility to further burning in a positive feedback mechanism as they kill trees, thus opening 

the canopy and enabling increased solar radiation to reach the forest floor. 

One projection [or 2030 suggests that 31% of the Amazon closed-canopy forest [onnacion \Vill be 

deforested, and 24% ,vill be da1naged by drought or logging. [['business as usual' continues, logging 

1,vill further reduce the Amazonian forest carbon store size by 15%; drought damage ,vill cause 

another 10% reduction in forest biomass. The effects of more frequent fires could be to release an 

additional 20% of forest carbon to the atn1osphere. 
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I ird 
Climate change 
and its impacts are 
covered in Chapter 
04.3, page 820. 

♦ Keeling curve: a 
daily record of global 
atmospheric carbon 
dioxide concentration 
kept since the 1950s. 

16 Mauna Loa is a 

volcano on the 
Island of Hawaii 
in the US State 
of Hawaii in the 
Pacific Ocean. It 
may seem unusual 
that such a tiny 
island provides 
such key data for 
scientists. Suggest 
why Mauna Loa 
is used as the site 
for monitoring 
atmospheric 
carbon dioxide 
concentrations. 

Analysis of the Keeling curve in terms of 
photosynthesis, respiration and combustion 

(n ~ature of srience• Measurementc: 

The concentration of atrnospheric carbon dioxide has become of critical concern today, with the 
climate warming year on year. It is therefore important to obtain rel iable data on the concentration 
of carbon dioxide in the atmosphere. Accurate measuring devices were established at the Mauna 
Loa Observatory, Hawaii, in 1957 to monitor the global environment. Measurements of atmospheric 
carbon dioxide concentrations had begun with work by Dr Charles David Keeling, so the graph 
plotted from carbon dioxide data is known as the Keeling curve. Dr Keeling measured carbon 
dioxide concentrations representative of the 'free atmosphere': concentrations that prevail over a 
large part of the Northern Hemisphere. Measurement of carbon dioxide is now the responsibility of 
two scientific institutions: the Scripps Institution of Oceanography, and the National Oceanic and 
Atmospheric Administration. rvlonthly data are posted. 

ln early \VOrk at Mauna Loa, Keeling noticed that che carbon dio>dde concentration rose by 1 part per 

million (ppm) in l\pril 1958 to a maximum in May before declining and reaching a minimum in 

October 1958. After this, the concentration increased again and repeated the same seasonal pauem 

in 1959. l(eeling said: 'We were witnessing for the first time nature's withclra\¥ing carbon dioxide 

from che air for plant gro,vth during summer and returning it each succeeding \Vinter' 

The 1nost recent data tor carbon dioxide levels available fron1 the ongoing investigation are sho,vn in 

figure C4.2.18. Notice the annual rhythn1 sho,vn in the atmospheric carbon dioxide concentration 

( lo,ver in the summer months and higher in the ,vinter n1onths). 
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■ Figure C4.2.18 Atmospheric carbon dioxide measured at the Mauna Loa Observatory, Hawaii 
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(n ToQ tin! 

There are both annual 
fluctuations and a 
long-term trend shown 

by the Keeling curve. 
Short-term (i.e. yearly) 

trends are due to 
changes in the levels 
of photosynthesis 
in the Northern 
Hemisphere. The 
overall upward trend 
is due to increasing 
combustion of fossil 
fuels, deforestation and 
other factors that lead 

to outputs of carbon 
dioxide being higher 
than inputs. 

Notice the annual rhythn1 (Figure C4.2.18 and Figure C4.2.19), first noticed by Dr Keeling, shovvn 
in the atmospheric carbon dioxide concentration (in parts per million): lower in the sum1ner months 
and higher in che "vinter rnonths. This is due to photosynthesis that occurs on land in the Northern 
He1nisphere, "vhich i1npacts on the composition of the global atn1osphere. 
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■ Figure C4.2.19 A record of carbon dioxide daily and weekly means at Mauna Loa, 2021- 22; 
note that the x-axis shows data recorded for more than one year 

ln June 2022, carbon dioxide was present in the atn1osphere at a concentration that varied bet\veen 
413 and 422 ppn1 (Figure C4.2.19). We might expect the amount of atn1osphe1ic carbon dioxide to be 

n1aintained by a balance between the fixation of this gas during photosynthesis and release of carbon 
dioxide into the au11osphere by respiration, coniliustion and decay by n1icro-organisms - an 
interrelationship illustrated in the carbon cycle (Figure C4.2.16). ln fact, photosynthesis does 

,vithdra"v almost as n1uch carbon dioxide during daylight hours as is released into the air by all the 
other processes, day and night - but not quite as n1uch. Overall, outputs of carbon dioxide fron1 

respiration and con1bustion are higher than inputs into producers through photosynthesis. As a result, 
the level of atmospheric carbon dioxide continues to rise (Figure C4.2.18). 

(eroK 
In Theory of Knowledge, you might consider the impact of knowledge from one Area of 
Knowledge on another. Here, the relationship is between biological knowledge on climate 
change and political knowledge on how to manage the limited resources of a country or bet ween 
countries. Whether and how to regulate a country's use of fossil fuels w ill be decided in the context 
of a w ide range of other know ledge, including economics and biology, and this information might 
not all point in the same direction. An economist might claim that using more fossil fuels w ill have 
certain types of important benefits, but a biologist might claim that using more fossi l fuels wi ll 
have important detrimental effects and that increasing the use of green technology to generate 
renewable sources of energy, such as solar power, is ultimately better for the economy in the long 
term and for the future of the planet. It is up to the political figures to weigh these facts in relation 
to one another when determining public or regulatory policy. You might argue that our politicians 
have an ethical obligation to understand the relevant facts from the competing areas of know ledge. 

Theme C: Interaction and interdependence- Ecosystems 
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You need to know 
about the carbon cycle 
but are not required to 
know details of other 
nutrient cycles, such as 
the nitrogen cycle. 

What are the 
direct and indirect 
consequences 
of rising carbon 
dioxide levels in the 
atmosphere? 
How does the 
transformation of 
energy from one 
form to another 
make biological 
processes possible? 

ATL C4.2C 

Access the latest updates of the Keeling curve here: https://sc1ippsco2.ucsd.edu 
The weekly average carbon dioxide concentration for the past year can be found here: 
fittps://gtn I. noaa.gov/ccgg/trends/week ly. htrn I 

How has the carbon dioxide concentration changed since June 2022 to the present day? Print the 
Keeling curve and yearly pattern, and produce a poster that explains both annual fluctuations and 
the long-term trend. 

Atmospheric oxygen and carbon dioxide 

• 

There is dependence of aerobic respiration on atmospheric oxygen produced by 
photosynthesis, and of photosynthesis on atmospheric carbon dioxide produced 
by respiration. 

The oxygen produced by aucotrophs as the produce of photosynthesis is used by organisms in 
aerobic respiration, and autotrophs use the carbon dioxide released by aerobic respiration in the 

process of photosynthesis. The fluxes betvveen the release of carbon dioxide by all organis1ns 

through aerobic respiration and the intake of carbon dioxide through photosynthesis are very large 
(Figure C4.2 .17). This is a 1najor interaction beC\veen autotrophs and heterotrophs. 

Recycling of chemical elements 
As ,ve saw on page 583, ecosystems recycle chemical elemenrs. All ele1nents used by living 

organisms, nor jus1 carbon, are recycled (Figure C4.2.20) 

absorption 

organic 
molecules 

in producers 

decomposition 

inorganic 
molecule 

or ion 

feeding 
and 

digestion 

death 

organic 
molecules in 
decomposers 

organic 
moleculesm 
consumers 

■ Figure C4.2.20 Nutrient cycles 

Nutrients provide the chemical elements that make up 

the molecules of cells and organisms. All organisms are 

n1ade of carbon, hydrogen and ox-ygen, togeLher with 
n1ineral elements nitrogen, calcium, phosphorus, sulfur 

and potassium, and several ochers, in increasingly small 
an1ounts. Plants obtain their essential nutrients as 

carbon dioxide and \Vater, fron1 'A'hich they 1nanufaccure 

glucose. With the addidon of mineral elements, 

absorbed as ions from the soil solution, they build up 

the con1plex organic molecules they require. Animals, 

on the other hand, obtain nutrients as complex organic 
n1olecules of food ,vhich they digest, absorb and 

assimilate into theiI own cells and tissues. 

Deco1nposers play a key role in this recycling process (Figure C4.2.20) by breaking do,vn detritus 

and ocher ,vaste products into si1nple inorganic che1nicals that are released into the environn1enc. 

These inorganic molecules are absorbed by organisms and used to synthesize con1plex biological 

1nolecules such as proteins, fats, polysaccharides and DNA, before the cycle repeats itself. 

C4.2 Transfers of energy and matter 601 



Living things 
have mechanisms 
for maintaining 
equilibrium and 
for bringing about 
transformation. 
Environmental 
change is a driver 
of evolution by 
natural selection. 

♦ DNA replication: 
production of exact 
copies of DNA with 
identical base sequences. 

Lin~ 
DNA, base pairing 
and chromosomes are 
covered in detail in 
Chapter A1.2, page 14. 
Daughter cells are 
covered in Chapter 
D2 .1, page 648. 

Link 
DNA replication takes 
place in the interphase 
nucleus, well before 
the events of nuclear 
division, see Chapter 
D2.1, page 648. 

♦ Semi-conservative 
replication: each strand 
of an existing DNA 
double helix acts as the 
template for the synthesis 
of a new strand from free 
nucleotides. 

Guiding questions 

• How is new DNA produced? 

• How has knowledge of DNA replication enabled applications in biotechnology? 

This chapter covers the following syllabus cont ent: 
► D1 .1.1 DNA replication as production of exact copies of DNA with identical base sequences 
► D1 .1.2 Semi-conservative nature of DNA replication and role of complement ary 

base pairi ng 
► D1 .1.3 Role of helicase and DNA polymerase in DNA replication 
► D1 .1.4 Polymerase chain reaction and gel elect rophoresis as t ools for amplifying and 

separati ng DNA 
► D1 .1. 5 Applications of polymerase chain react ion and gel electrophoresis 
► D1 .1.6 Directionalit y of DNA polymerases (HL only) 
► D1 .1.7 Differences between replicat ion on the leading strand and the lagging strand 

(HL only) 
► D1 .1.8 Funct ions of DNA primase, DNA polymerase I, DNA polymerase Il l and DNA 

ligase in replication (HL only) 
► D1 .1.9 DNA proofreading (HL only) 

DNA replication 
A copy of each chromosome must pass into daughter cells formed by cell division, so the 
chro1noson1es must first be copied (replicated). DNA replication produces exact copies of DNA, ,vitb 

identical base sequences, and is required for reproduction and for growth and tissue replacement in 
multicellular organisms. The base pairing of DNA allows this process to proceed accurately and ,~rithout 

(in general) any errors. Errors, kno\vn as mutations, do occur sometimes ho,vever (see page 637). 

DNA replication enables the genetic code of an organism to be copied into new cells. 
This allows continuity within the genome of the organism and ensures the genetic 
blueprint is passed on to new cells in a way that maintains their integrity and function. 

Semi-conservative nature of DNA replication 
At the end or the process of DNA replicarion, each new pair or DNA strands reforrns as a double 
helix. One strand of each double helix has con1e from the original chromoson,e, and one is a newly 
synthesized srrand. This arrangement is l<nO\•vn as semi-conservative replication because half of 
the orig,nal molecule stays the same (Figure Dl. l.l). Lf replication was 'conservative', then one DNA 
rnolecule formed v1ould be or two nevi strands and the other n1olecule ,vould consist of the two 
original strands. 

Theme D: Continuity and change - Molecules 



Crick and Watson suggested replication of DNA would be 'semi-conservative', and this has since been shown 
experimentally using DNA of bacteria 'labelled' with a 'heavy' nitrogen isotope. 

In semi-conservative replication 
one strand of each new double helix 
comes from the parent chromosome 
and one is a newly synthesized strand 

If an entirely new double helix 
were formed alongside the original, 
then one DNA double helix molecule 
would be conserved without 
unzipping in the next generation 

(ie half the original molecule is conserved) (i.e. conservative replication}. 

original 
(parent} 
DNA 

first generation 
DNA 

t 
I I 

t 
/ 

parent DNA 
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I I 

t _, 

first generation 
DNA 

... 
r7 r7 r7 r 7 

~ 

second generation second generation 
DNA DNA 

■ Figure D1.1.1 Semi-conservative versus conservative replicat ion 

Link 
The role of 
complementary base 
pairing in allowing 
genetic information 
to be replicated is 
covered in Chapter 
A1.2, page 23. 

D1 .1 DNA replicat ion 

Complementary base pairing and the retention o[ one strand of the original DNA double helix allows 
a high degree or accuracy in copying base sequences. 

Nature of ~cience: Evidence 

The evidence for semi-conservative DNA replication 

Watson and Crick proposed semi-conservative replication as how DNA replicates, but they had no 
evidence to support this claim. Scientific knowledge must be supported by evidence. Meselson and 
Stahl designed an experiment to test Watson and Crick's model, to evaluate the claim. Experimental 
evidence that DNA replication is semi-conservative came from an experiment by Meselson and Stahl. 
They fi rst grew a culture of the bacterium E. coli in a medium (food source) where the available 
nitrogen contained only the heavy nitrogen isotope, 15N. Consequent ly, the DNA of the bacterium 
became entirely 'heavy'. 

These E.coli were then transferred to a medium of the more abundant 'light' isotope, 14N. Both 1•N 
and 15N are stable (non-radioactive) isotopes of nitrogen. New DNA synthesized by the cells was 
now made of 14N The change in concentration of 15N and 14N in the DNA of successive generations 
was measured Interestingly, the bacterial cell divisions in a culture of £. coli are naturally 
synchronized; they all divide every 60 minutes. 

The DNA was extracted from samples of the bacteria from each successive generation and the 
DNA in each sample was separated. This was done by placing the sample on top of a salt solution 
of increasing density, in a centrifuge tube. When centrifuged, the different DNA molecules were 
carried down to the level where the salt solution was of the same density. Thus, DNA with 'heavy' 
nitrogen ended up nearer the base of the tubes, whereas DNA with 'light ' nitrogen stayed near the 
top of the tubes. 



l Outline what is 
meant by semi
conservative 
replicat ion. 

♦ Helicase: an enzyme 
that unwinds the DNA 
double helix at replication 
forks. 

♦ DNA polymerase: 
an enzyme that links 
nucleotides together to 
form a new DNA strand, 
using the pre-existing 
strand as a template, 

I h le 
DNA proofreading 
is covered in more 
detail for higher
level students in this 
chapter on page 614. 

Replication sites open at points 
along the DNA double helix 

ATL 01.1A 

Find out more about the background to the Meselson and Stahl experiment and how the 
invest1gation was developed, using this site: 
www.su1nanasinc.com/webcontent/animations/content/meselson.htn1I 

Summarize the stages of the experiment in a poster and discuss what the experiment tells us 
about how DNA replicates. 

Role of helicase and DNA 
polymerase in DNA replication 
The process or DNA replication covered here is that of the prokaryoLic system. \vhich is siJnpler than 
the eukaryotic system. The first step in DNA replication is the disruption of the hydrogen bonds that 
hold the t \VO strands of double-stranded DNA togeLher (Le. the ttnzipping of the t,vo strands) An 
enzyme c-alled helicase un,vinds the DNA double helix at one region, breaking the hydrogen bonds 
that hold the strands together there and Lhen temporarily keeping the strands of the helix separated. 
The unpaired nucleotides are no\v exposed, surrounded by a pool of free-noating nucleotides. 

In the next step, both strands of DNA act as templates in replicarion. Complen1entary nucleotides 
line up opposite each base of the exposed strands - adenine with thymine, cytosine ,,.,ith guanine. 

Hydrogen bonds then form bet,veen the co1nple1nentary bases, holding them in place. 

Finally, a condensation react.ion links together the sugar and phosphate groups o( adjacent nucleotides, 
so forming the ne,v strands. This reaction is catalysed by an enzyme called DNA polymerase. 

The enzyme has another role in replication, too - any n1istakes that start to happen (such as che ,vrong 
bases atten1pting to pair up) are corrected - this is kno,vn as 'proofreading'. The result is that the two 
srrands (orn1ed are identical to the original srrands. DNA replication is summarized i11 Figure Dl.1.2. 

2 single strands act as templates 
for the new strands 

helicase unwinds the hel ix and breaks 
the H-bonds ('unzips' the DNA molecule) 

1 DNA molecule unwinds 
and 'unzips' when the 
H-bonds break ---.. 

3 free nucleotides 
with complementary 
bases slot into place, 
line up, and are held 
,n place by H-bonds 

DNA polymerase the new DNA 

replication sites join up 
attaches (polynudeot1de) suands 

position of 
H-bonds 

--- 4 sugar-phosphate 
'backbone' is 
formed by 
condensation 
reaction 

complementary free nucleotides present 
base pairing in excess at the replication 
(enzymes not shown) site 

5 the replicated (daughter) DNA molecules 
each rewind into a double helix 

■ figure D1.1.2 DNA replicatio n 

(e Common mistake 
It is incorrect to say that 'helicase is in charge of elongation of DNA'. Helicase only unwinds DNA for 
DNA polymerase to act. 

Theme D: Continuity and change - Molecules 
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How do the tools that we use shape t he 
knowledge t hat we produce? 

the SV40 large T-antigen. Hence the 'tool' (in vitro replication 
relying on SV40 large T-antigen) completely missed key 
proteins providing a vital enzymatic activity, giving only partial 
knowledge of DNA replication. How important are material tools in the production or 

acquisition of knowledge? Research on human DNA replication 
has benefited significantly by using the DNA virus SV40 A more recently developed ' tool' is cryogenic electron 

microscopy (CEM, see page 61). CEM gives atomic resolution 
of proteins, and images can be used to reconstruct the 
three-dimensional structure of the protein in a computer 
and generate an atomic model that allows the researcher 

system as a 'tool'. SV40 is a DNA virus that has the potential 
to cause tumours in animals, but most often persists as a 
latent infection. 

The knowledge gained about DNA replication from studying 
the SV40 virus depends on how the 'tool' is used. For 
example, the initial use of the viral SV40 system in vitro 
identified the polymerases and other proteins, but entirely 
missed identifying helicase since this activity was supplied by 

to understand how the protein works as it changes shape. 
The proteins involved in DNA replication can be seen in all 
the three-dimensional shapes they adopt in solution as they 
perform their biological function. 

♦ Polymerase chain 
reaction (PCR): 
technique for amplifying 
selected regions of DNA 
by multiple cycles of DNA 
synthesis. 

♦ Taq polymerase: 
heat-stable DNA 
polymerase enzyme used 
in PCR, extracted from 
the thermophilic bacteria 
Thermus aquaticus. 
♦ Gel electrophoresis: 
a process used to 
separate fragments of 
DNA or proteins, on a 
polymer gel, according to 
size and overall charge. 

Dl .1 DNA replicat ion 

PCR and gel electrophoresis as tools 
for amplifying and separating DNA 
DNA can be analysed in order co identify the ind ividual fro1n \Vhich the DNA \vas taken. It is no\v 

commonly used in forensic science (for example, to identify someone from a blood or other body 
Ouicl sample, or to identify bot,:1nical evidence from samples of pollen and plant frag1nentS) and to 

establish the genetic relatedness of individuals. It is also used to detennine \vhether individuals of 

endangered species have been bred in captivity or captured in the \v ild. 

Sometimes only a very small sample of DNA is available. The discovery of the polymerase chain 

reaction (PCR) has permitted fragn1ents of DNA to be copied repeatedly, faithfully and quickly. in a 

process that has been fully automated. A heat-tolerant DNA polymerase enzyme, Taq polymerase, 

obtained from an extremophile bacterium, is used. Nore: Taq polyn1erase does not perform 

proofreading, thus there 1nay be mistakes in the complementarity of the nucleotides added. 

Once the DNA has been an1plified, DNA fragn1ents can be separated using a technique kno,vn as 

gel electrophoresis, so that the genotype of different individuals can be compared. 

Taq polymerase was named after the heat-tolerant bacterium from which it was isolated, Ihermus 
gguaticus. T. aquaticus lives in hot springs and hydrothermal vents, and so its enzymes are adapted 
to these hot conditions. This heat-stability makes Taq polymerase ideal for PCR, as temperature 
fluctuations are used 1n the technique. 

■ Polymerase chain reaction 
In the polymerase chain reaction (PCR), double-stranded DNA is amplified, meaning many copies 

are made (Figure Dl.1.3) Often, it is only possible to produce or recover a very small amount of 

DNA (such as in genetic engineering or at a crime scene). In PCR, DNA is replicated in an entirely 

automated process, in vitro, to produce a large amount of the sequence. A single molecule is 

sufficient as the starting material, should this be all that is available. The products are exact copies. 



♦ DNA primer: short 
sequence of single
stranded DNA, used in 

PCR, made synthetically 
with base sequences 
complementary to one 
end of DNA. 

ATL D1.18 

The polymerase chain reaction involves a series of steps, each taking a matter of minutes. 
The process involves a heating and cooling cycle and is automated. 
Each time it is repeated in the presence of excess nucleotides, the number of copies of the 
original DNA strand is doubled. 

2 Separate chains by 
heating to 95 °C 

5' 
3' 

1 Double-stranded DNA with 
known end sequences 

3' 
5' 

5' a a a a t v v ma u u u 1t 3' 

3' JVl/fMMf1M I I I I I 5' 

3 Make primer that rriatches the 
end sequences of the DNA 
fragment to be copied. 
Cool to 40°C to allow the 
primer to stick to each strand 

,,,,,, ---

6 Repeat process 
using the two new 
double strands 

3' nm I "'-'Y'! I I I I I I 5' 

5
, 

•••••••• .. •"'D"'■"'rn.NIMl'""""""--L 3' 
":>--.► 3 ' • JU'UUV! I I 1 I I 51 

- 'v' A 4 Add heat-tolerant 'ii'Av'v' 

Taq polymerase and 8 8 

nucleotides, and 
heat to 72°C 

5' ·--P'i?i:ru'i:ni'i~-1 I I I I i?i.r'i?i.i'ii' 3 I 
3 , .Jl.JUJel' e "YhzAnlY" e e e e e 5, 

5 Nucleotides added to primers using 
single strand as template 

Note: 'Primers' are short sequences of single-stranded DNA made synthetically with base 
sequences cornplementary to one end (the 3' end) of DNA. 
Remember: DNA polymerase synthesizes a DNA strand in lhe 3' to 5' direction. 

■ Figure D1.1.3 The polymerase chain reaction 

Find out how DNA can be extracted from human cells using this site: 
https://learn.genetics.utah.edufcontentflabs/extractlon 

Knowledge of the DNA or arnino acid sequence of a 

desired gene or protein is needed to synthesize 

rlanking nucleotide pri111ers, \vh ich is one limitation of 

the procedure. DNA primers, used in PCR, are short 

sequences o [ single-stranded DNA, made synthetically 

\vith base sequences complementary to one end 
Work through the ani111ation. 

Make a list of topics from the 1B Biology syllabus that you need to 
know about to understand the processes involved in DNA extraction. 
Why is DNA extraction from human cells needed? 

The site also contains instructfons for how you can extract DNA from 
a range of dif ferent organisms, at home or at your school or college: 
https://learn.genetics.utah.edu/conlent/labslextractTon/howto 

■ Gel electrophoresis 

of DNA. 

Another limitation is that a non-target DNA sequence 

,nay be amplifled instead of the desired sequence, as 

primers are short nucleotide sequences and may nor be 

specific enough. 

ll r k 
The uses of whole . 
genome sequencing 
are outlined in 
Chapter A3.1, 
page 117. 

Gel electrophoresis is a process that is used to separate molecules such as proteins and fragments of 

nucleic acids. I t is \videly applied in manysrudies of DNA. For example, it is central ro investigation 

of the sequence of bases in particular lengths of DNA, known as DNA sequencing. It is also used in 

the identification of individual organisms and species, kno1vn as genetic profiling. We \Vill review 

these applications on page 608 . 

• Theme D: Continuity and change - Molecules 



Gel electrophoresis can 
be used to separate 
fragmenls of proleins, 
as well as DNA. 

D1 .1 DNA replicat ion 

ln electrophoresis, proteins or nucleic acid fragments (either l)NA or RN!\) are separated on the basis 
of their overall charge and n1ass. Separation is due to the fol\o\ving factors: 
• Differe ntial migratiori o[ these molecules through a supporting medium - typically this is either 

agarose gel (a very pure [orn, of agar) or polyacryla1nide gel (PAG). ln these media, the tiny 
pores in the gel act as a 1nolecular sieve; sn,all particles can tnove quite quickly, whereas larger 
molecules 1nove much more slo,vly. 

• The electrical charge tl,at molecules carry- it ls the phosphate groups in DNA fragments that 
give tl,ern a net negative charge. Consequently, when these 1nolecules are placed in an electric 
field, they migrate towards the positive pole (anode). 

There is tl1us a double principle of elecrrophoretic separation: separation occurs on the basis of size 

and charge. 

DNA Eragn1ents are produced by the actions of one or 1nore resniction enzymes. Different restriction 

enzymes cue at particular base sequences, as and ,vhere these occur along the length of the DNA. 

Consequently, fi·agments of different lengths are produced. 

A series of groves or ,veils are cut close to one encl or the gel, ,vhich is tl1en submersed in a salr 
s01L1rion thar conducts electricity. Then a small quanti ty of a mixture robe separated is placed in a 
,vell. Several different mixrures can be separated in a single gel a1 one time (Figure Dl .1.4). 

electrophoresis in progress 

power supply (battery -
maximum voltage 45 volts) 

gel (of agarose or 
polyacrylam1de) 

smaller fragments 

reservoir with 
buffer solution 

electrode (carbon 
fibre) - negative 

I>=, """ """ .... """ ._, ..,, 
~ - .,,., =::, .... ... 

""" ._, .... .... .,,., ..,,, ._, .... .... - -
---~ 

wells (DNA samples loaded 
here after treatment w ith 
restriction enzyme) 

buffer solution 

- .... .... - -- ,..., positive "'=:: .... electrode .... - ..... 

DNA electrophoretogram 

== + 

subsequently: 
DNA separates into bands of different-sized fragments 
while the potential difference ,s maintained (time 
depends on vol tage supplied) - the DNA fragments in 
the gel are made visible, Lypical ly by the addition of a 
specific dye that penetrates and colours the bands of 
DNA fragments 

■ f igure D1.1.4 Elect rophoretic separation of DNA fragments 



2 Explain how 
electrophoresis 
works. 

3 Outline the role 
of the buffer and 
power supply in 
electrophoresis. 

♦ Genetic profiling: 
the identification of 
individual organisms or 
species using DNA. 
♦ Variable number 
tandem repeats 
(VNTRs): short base 
sequences that show 
variation between 
individuals in terms of 
number of repeats. These 
major lengths of non
coding DNA are used in 
genetic profiling. 

ATL D1.1C 

Use the fo llowing sites to produce your own summary of gel electrophoresis, and the principles by 
which it works: 
www.sumanasinc.com/webcontent/animations/content/gelelectrophoresls.htrnl https:/tdnalc.cshl. 
edu/resources/anitnatlons/gelelectrophoresis.httt1f 
https.//learn .genetics.u tah .ed u/ content/labs/pct 

Explore PCR using this site and draw a flow diagram to explain how PCR works: 
https://learn.geneti cs .u ta h .ed u/conten t/labs/pct 

A[ter separation, che [ragments are not imn,ediately visible - they are tiny and rransparent. They can 
be identified by gene probes and DNA stains. 
• Gene probes - these consist of single-stranded DNA \Vith a base sequence that is complementary 

to that of a particular fragn,ent or gene ,vhose position or presence is sought. The probe must be 
1n ade radioactive so that, ,vhen the treated gel is exposed to X-ray film, the presence of rhat 
particular probe and complen,entary fragmen t will be disclosed. Alternatively, che probe can have 

• 

a nuorescent stain attached. It will then fluoresce distinctively in UV l ighr, thus indicating the 
presence o[ the particular [ragment or gene that is being looked (or. 
Stains - these i1nn1ediarely locate the position of all DNA fragments once applied. Stains include: 

O ethidium bromide - DNA fragments nuoresce in short-\vave UV radiation (a potential 
carcinogen): ethidium bromide is fluorescen t and is visible under lJ\1 hghr. When lt binds to 
DNA, the 'DNA nuoresces. 

O methylene blue - stains gel and DNA, but is less sensitive ancl rhe colour fades quickly. 

Applications of PCR and gel electrophoresis 

■ DNA profiling (genetic fingerprinting) 
Genetic profiling is used to identify organis1ns, species or individuals using DNA. The technique 
uses both PCR and gel electrophoresis techniques. 

The majority of our DNA is not composed of 'genes' and so does not code for proteins. These 
extensive ·non-gene' regions include short sequences of bases, repeated 1nany times. 'While some of 
these sequences are scattered throughout the length of the DNA molecule, many are joined together 
in 1najor clusters. 1t is these lengths of non-coding, 'nonsense' DNA that are used in genetic prolibng. 
They may be referred to as ·satellite' and 'inicrosatellite' 'DNA, but are also kno,vn as variable 

number tandem repeats (VNTRs). 

We inherit a distinctive co1nbination of these apparently non-functional VNIRs, half train our 

mother and half fron1 our father. Consequently, each of us has a unique sequence of nucleotides in 
ow· DNA (except for identical twins, who share the san1e pattern). 

To produce a genetic 'fingeq:>rint' or profile, a sa,nple of DNA is cut ,vith a restriction enzyme that 
acts close to the VNTR regions. Electrophoresis is then used to separate frag1nents according to 
length and size, and the result is a pattern of bands (Figl1re D 1.1.5). 

4 Explain why the composition of the DNA of identical twins challenges an underlying 
assumption of DNA fingerprinting, but that of non-identical twins does not? 

Theme D: Continuity and change - Molecules 



Southern blotting (named after the scientist who devised the routine) : 
• extracted DNA is cut into fragments with restriction enzyme 
• the fragments are separated by electrophoresis 
• fragments are made single-stranded by treatment of the gel w ith alkalf. 

1 Then a copy of the distributed DNA fragments is produced on nylon membrane: 

weight--------

layers of blotting paper-- 

Southern blotting of gel copies 
the strands to a nylon membrane 

nylon membrane 
gel---------;:::::===============:...__ 
blotting paper 'wick' --+--1 

glass block-----+-~--
butfer tray ------'<::=:...._.L _______________ --1.._.,,1 

3 Selected radioactively labelled DNA probes ----►► 4 Nylon membrane is now overlaid with 
are added to bind to particular bands of DNA X-ray film, which is selectively 'fogged' 
-then excess probes are washed away. by emission from the retained probes. 

+ 
5 X-ray film is developed, showing up the positions 

of the bands (fragments) to which probes are attached. 

Making radioactively labelled DNA probes 
• Single-stranded DNA has the ability to form a stable double strand with another single strand of DNA, provided 

the bases are complementary (Le. pair). If one strand is 'labelled', the presence of the paired strands is easily detected. 
• Short lengths of single-stranded DNA are made in the laboratory for th is purpose, by enzymically combining 

and then adding selected nucleotides one at a time, in a precise sequence. 
• Consequently, the base sequence of probes is predetermined and known. 
• All the nucleotides used contain radioactive phosphorus (32P}, or carbon ("C} in the ribose of the nucleic acid 

backbone, so the subsequent positions of the probes (and the location of a complementary strand of DNA, 
e.g. on a nylon membrane) can be located by autoradiography. 

What a probe is and how it works 

1 The probe is an artifically prepared sequence of 3 The DNA is treated to separate the strands. 
DNA, e.g. one coding for the dipeptide phenylalanine. 

111 1 1 1 
A A G C G A 

made radioactive I 

I I I I 
A A G C 

I I 
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T T C G C T 
hydrogen bonds broken 

lllllll l 

- - - -

2 The target for the probe - double-stranded 
DNA containing the sequence being studied. 

4 Radioactive probe is introduced. 
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■ Figure D1,1.5 Steps to genetic profiling 

Dl .1 DNA replication 

Although the genetic code is relatively consistent within a species, changes occur that 
result in individuals having different alleles to others in the population. Modifications 
to DNA also occur in the number of STRs and VNTRs. These differences in DNA allow 
genetic profiling techniques to identify differences and similarities between genetic 
samples from individuals. 
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Short tandem repeats 
(STRs) can also be 
used in DNA profiling. 
An STR is another 
section of DNA within 
the genome that is 
organized as repeating 
units consisting of 
2 to 13 nucleotides. 
The difference 
between VNTRs and 
STRs is the number 
of nucleotides in a 
repeating sequence: 
repeating units of 
VNTRs consist of 10 
to 100 nucleotides, 
while repeating units 
ot STRs consist of 2 
to 13 nucleotides. 
Both VNTRs and STRs 
are used widely in 
forensic studies. 

■ Applications of genetic fingerprinting 
Applications in forensic science include the follov.ring. 

• Identification of suspects - samples are taken fro1n the scenes of serious and violent c1i1nes. 
DNA from both victin1s and suspects, as ,vell as fro1n others ,vho have certainly not been 

involved in the crime (used as control san1ples), is profiled. The greatest care is required; there 

1nust be no possibility of cross-contamination if the outcon1e of testing is to be accurate. 

• Identification of corpses - bodies chat are otherwise too decon1posed for recognition 

may be identified, as might pares of the body remaining after violent incidents, including 
natural disasters. DNA samples fron1 body tissues can be taken and their profile compared ,vith 

those of close relatives or ,vich DNA obtained fro1n cells recovered from personal effects. ,vhere 

these are available. 

• Determining paternity - a range of samples of DNA are analysed side by side, of the people 
who are possibly related. The banding patterns are then compared (Figure Dl.1.6). Because a 

child inherits half its DNA from its n1other and half from its father, the bands in a child's DNA 

fingerprint that do not match those of its mother must come from the child's father. 

Reliability is enhanced by increasing the number of measurements ,n an experiment or test. In DNA 
profiling, increasing the number of markers used reduces the probability of a false match. Markers 
are DNA sequences with a known physical location on a chromosome and include single-nucleotide 
polymorphisms (SNPs, see page 115) and STRs The markers have uniform band intensities and cover 
a wide range of DNA sizes. The greater the number of markers (i e. bands on a DNA profile) the 
greater the reliability and accuracy of the match, as there are more points of comparison between 
the DNA profiles. 

DNA profiling in forensic investigation 

Identification of criminals 

DNA profi les used to establish family relationships 

Is the male (M) the parent of both children? 

AL the scene of a crime (such as a murder), hairs- wi th hair 
roo1 cells attached - or blood may be recovered. If so, the resulting DNA 
profiles may be compared with those of DNA obtained from suspects. 

Examine the DNA profiles shown below, and suggest which suspect 
should be interviewed further 

crime scene S 1 S2 S3 S4 
DNA 

■ Figure D1.1.6 DNA profiles used t o investigate re lat edness 

Examine the DNA profiles shown below. 

Look at the children's bands (C). 

Discount all 1hose bands that correspond to bands in the mother's 
profile (F) 

The remaining bands ma1ch those of the biological father. 

- -

-
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e 'TOK 
The use of DNA for 
securing convictions 
in legal cases is well 
established, yet even 
universally accepted 
theories are overturned 
in the light of new 
evidence. What 
criteria are necessary 
for assessing the 
reliability of evidence? 
What counts as good 
evidence for a claim? 
On what grounds might 
we doubt a claim? 

I lnl 
The antiparallel 
chains of DNA are 
shown in Chapter 
A1.2, Figure A1 .2.6, 
page 19. Directionality 
of RNA and DNA is 
also mentioned in 
A1.2, page 25. 

~ T ..... ,. t 

DNA replication of the 
new strand only occurs 
in a 5' to 3' direction. 
This is because the 
shape of the active site 
of DNA polymerase 
requires the 3'-0H end 
of the template strand 
to initiate replication. 

♦ RNA primer: in DNA 
replication, a short length 
of RNA made at the 
beginning of the synthesis 
of each DNA fragment; 
these RNA segments are 
subsequently removed 
and fi lled in with DNA. 

♦ DNA polymerase 
Ill: the primary enzyme 
involved in DNA 
replication. 

Dl .1 DNA replicat ion 

- - --- -- - --------- --- - - - - ----------

Inquiry 2: Collecting and processing data 

Collecting data 

Access t he fo llowing site: https://learn.genetics.utah.edu/content/labs/gel 

First, remind yourself of the processes involved in gel electrophoresis. Then carry out 
your own experiment using the simulat ion and gat her your own quantitat ive data. 
Sort and measure DNA strands by running your own gel electrophoresis experiment. 
What equipment do you need? How are the dat a processed? Can you identify any issues 
t hat may have arisen during the data collection and how would you address t hese? 

Directionality of DNA polymerases 
We can identi ry direction in the DNA double helix. One chain runs from 5' to 3'. while rhe other 

runs from 3 ' to 5'. (Ren,ember, the carbon atoms of organic molecules can be numbered, see page 17.) 

The t1¥0 chains of ONA are antiparallel, \Vhich becomes importanr in rei:>lication and \vhen the 

genetic code is transcribed into 1nRNA. 

DNA polymerase requires a free 3'-0 H group to scart the synthesis of a new DNA strand, adding 

the 5' of a DNA nucleotide to the 3' end of a strand of nucleotides. This tneans it can synthesize in 

only one direction, moving along the template strand in a 3' to 5' direction, and synthesizing the ne,v 
DNA strand in a 5' to 3 ' d irection. 

The proofreading mechanis1n of ONA replication (page 614) also explains ,vhy DNA polymerases 

synthesize DNA only in the 5' to 3' direction. A hypothetical DNA polymerase that synthesized in 
the 3' to 5' direction ,,,,ould be unable to proofread: if it removed an incorrectly paired nucleotide, the 

poly1nerase ,vould form a chain that could no longer be elongated. Thus, for a DNA polyn1erase to 

function as a self-correcting enzyme that re1noves its ovvn polyn1erization errors as it n1oves along the 

DNA. it n1ust proceed only in the 5' to 3' direction. 

Differences between replication on the 
leading strand and the lagging strand 
Replication is be initiated by an RNA primer (Figure Dl.1.7). This is probably a 'relic' of the RNA world 

(see Theme A2.l, page 41) Semi-conservative replication is actually initiated at many points along the 
DNA double helix. These points are kno,vn as replication forks. rlere, the DNA strands separate (a 

'bubble' for1ns), brought about by the enzyme helicase. Another enzyme, DNA gyrase, assists in 

overcoming the strains that come as the double-stranded DNA is un,vouncl. Then, single-strand 

binding proteins attach and prevent the separated srrands from rejoining. The un,vound sections of 

both strands are now ready to act as templates for the synthesis of complementary DNA strands. 

Both strands are replicated simultaneously. r lo,vever, since DNA poly1nerase (known as DNA 

polymerase Ill) can add nucleotides only to the free 3' end. the DNA strands can elongate only in 
the 5' to 3 ' direction. Consequently, the details of the replication process differ in the two strands. 

Figure 0 1.1.7 illustrates the steps, and Table Dl.1.1 lists rhe enzyines involved. 
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♦ Leading strand: at a 
replication fork, the DNA 
strand that is made by 
continuous synthesis in 
the 5' to 3' direction 
♦ Primase: an RNA 
polymerase that uses 
DNA as a template to 
produce an RNA fragment 
that serves as a primer for 
DNA synthesis. 

♦ lagging strand: a 
single DNA strand that 1s 
d1scontjnuously replicated 
in the opposite direction 
to the replication 
fork, forming Okazaki 
frcigments. 
♦ Okazaki fragments: 
short lengths of DNA 
produced on the lagging 
strand during DNA 
replication. Adjacent 
fragments are rapidly 
Joined together by 
DNA ligase to form a 
continuous DNA strand. 

♦ DNA ligase: enzyme 
that joins two DNA 
fragments together, via 
the formation of a 3'-5' 
phosphodiester bond. 

(e Common 
mistake 
An RNA primer begins 
replication on both the 
lagging strand and the 
leading strand, not only 
on the lagging strand. 

p.. T..,.,. inl 

The DNA repllcalion 
process covered here 
occurs in prokaryotes. 
Replication in 
eukaryotic cells has 
some differences to the 
replication covered on 
these pages. 

■ Leading strand 
The exposed 5' to 31 strand is referred to as tbe leading strand. Here, DNA polymerase III adds 

nucleotides by complementary base pairing to the free 3 ' end of the ne\v strand, in the same 
direc1·ion as the replication fork. This process is continuous, i1nmediately happening behind the 
advancing helicase as fresh ten,plate is exposed. The initial nucleotide chain formed is acrualJy a 

short length of RNA called a prin1er. This primer is synthesized by an enzyme.. primase. Then the 
new DNA starts fron1 the 31 end of tbe RNA pritner. 

T n inl 

RNA primer is required for the synthesis of a new strand in DNA replication because DNA 
polymerase can only join nucleotides on to an existing chain with a free 3'-0H group at one end. 

Primase, un like DNA polymerases, doe-s not require a free 3 '- OH end for synthesis. Primase 
synthesizes a short piece of RNA that is complementary to the template DNA strand (an RNA 
pnmer): this gives DNA polymerase the starting point it needs to initiate synthesis. 

■ Lagging strand 
ln contrast to events in the leading strand, in the lagging strand the replication is discontinuous. 

Strands are synthesized in opposite directions. A series of relatively short lengths of DNA, called 
Okazaki fragments are formed (see Figure D1.1.7), each one primed separately. Okazaki fragments are 
necessary so that replication of both strands can happen at the same time. In contrast to replication on 
the leading strand, which has to be initiated by an RNA pri1ner only once, replication has to be initiated 

repeatedly on the lagging strand. There is therefore more than one p time1/ pri1nase in the lagging 
strand. The enzyn1e DNA ligase is present in the lagging strand to join together Okazaki fragn1ents. 

ant1parallel 
strands 

parent DNA 

replication fork c:1 ====t::> 

ligase (seals 
fragments) 

replication 1s initiated at 
many points 

I 
s·- 3' direction 
of replication 

s·-3• direction 
of replication 

ultimately, all 
replication 
forks join up 

DNA polymerase Ill 
(adds nucleotides) 

here the DNA double helix is shown uncoiled 
for clanty, although DNA is held uncoiled by 
helicase only in the regions of active DNA 
replication (the replication forks} 

leading strand 

lagging strand 

"\ ?· 
T >-- 'pool' of free 

7' .L '\ .1.. nucleotides 

nucleotides attach 
by base pairing 

~ helicase 
(uncoils DNA) 

Okazaki 
fragment 

primers 
5' 

~ '!"I'"~ \\ / / DNA gyrase and 
~ single-strand 

3' 

s· 

U.,.~"- G binding proteins 
RNA primase (adds prevent_ DN_A strands 
short RNA primer} from reJOHJ•ng 

DNA polymerase Ill 

DNA polymerase I 
(removes RNA primer) 

■ Figure D1.1.7 The steps of DNA repl ication 
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S Explain why 
Okazaki fragments 
are formed during 
DNA replication. 

6 Describe how 
enzymes are used 
in DNA replication. 

7 Outline the 
functions of 
enzymes 1n 
prokaryotic DNA 
replication. 

Dl .1 DNA replicat ion 

(i Nature nf c:r1e11re• F~per1ments 

The discovery of Okazaki fragments 

The fragments of newly synthesized DNA along the lagging strand are called Okazaki fragments. They 
are named after their discoverers, Japanese molecular biologists Reij1 Okazaki (1930- 75) and Tsuneko 
Okazaki (1933- ). They made the discovery by a pulse-chase experiment, which involved exposing 
replicating DNA to a short 'pulse' of isotope-labelled nudeotides. They then varied the length of time 
that the cel ls would be exposed to non-labelled nucleotides This later period is termed the 'chase'. 
The labelled nucleotides were incorporated into growing DNA molecules only during the first few 
seconds of the pulse and non-labelled nucleotides were only incorporated during the chase. The 
newly synthesized DNA was centrifuged and it was observed that the shorter chases resulted in most 
of the radioactivity appearing in 'slow' DNA. The sedimentation rate was determined by size: smaller 
fragments precipitated more slowly than larger fragments because of their lower mass As they 
increased the length of the chases, radioactivity 1n the 'fast ' DNA increased with little or no increase of 
radioactivity in the slow DNA. The researchers interpreted these observations to mean that, with short 
chases, only very small fragments of DNA were being synthesized along the lagging strand. As the 
chases increased in length, giving DNA more time to replicate, the lagging strand fragments started 
integrating into longer, heavier, more rapidly sedimenting DNA strands 

■ Functions of enzymes in replication 
The DNA replication covered here is the prokaryotic system. Ln summary, EirsL an RNA primer is 

formed by primase and then DNA polymerase ill attaches nucleotides LO the RNA primer, forming 

a fragment. Next, DNA polymerase I replaces the Ri'\JA nucleocides at the start of each fraginent 

\Vith DNA nucleotides. f inally, the enzyme DNA ligase joins the Okazaki fragments together. 

ln chis way, shore lengths of DNA are synthesized and joined together" 

■ Table D1.1.1 The enzymes that bring about DNA replication 

1 Formation of a replication fork 

helicase enzyme separates the two strands of DNA to expose a replication fork and 
1-D-NA_ g_yr_a-se_e_n-zy_m_e ______ _, prevents thern rejoining 

single-strand binding proteins 

2 a) DNA replication in the leading strand - a continuous process 

RNA primase forms a single short length of RNA primer 

DNA polymerase Ill forms the DNA strand, beginning at the RNA primer 

2 b) DNA replication in the lagging strand - a discontinuous process 

RNA primase forms short lengths of RNA primer at intervals along the DNA strand 

DNA polymerase Ill forms short DNA strands (Okazaki fragrnents), start ing from each 
RNA primer 

DNA polymerase 1 

ligase 

replaces the RNA primer at the start of each Okazaki fragment w ith 
a DNA strand 

joins the DNA stands together 
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♦ Proofreading: the 
process by which DNA 
polymerase corrects its 
own errors as it moves 
along DNA. 

• 

DNA proofreading 
Proofreading of DNA is ca1Tied out by prokaryotes as ,vell as eukaryotes. DNA polyn1erase [II is 
involved in re111oving any n1isn1atched base from the 3' tern1inal, followed by replacen1ent \vith a 
correctly matched nucleotide (Figure Dl.1.8). 

DNA proofreading ensures chat any mismarched nucleotides are removed before DNA replication 
proceeds. This proofreading is carried our by a nuclease that cleaves the phosphodiester bond. 
l'olymerizarion and proofreading are coordinated , and the t,vo reactions are carried out by different 
catalytic domains in che same polyn1erase molecule. 

template DNA 

polymerase 

OH 3' 

OH3· 

■ Figure D1.1.8 DNA proofreading 

ATL D1.1D 

addition of 
incorrect base 

removal of 
incorrect base 

addition of 
correct base 

Xeroderma pigmentosum is a genetic disorder where a genetic mutation leads to the 

proofreading and repair mechanism of DNA replication being absent or much reduced. There is a 

decreased ability to repair DNA damage, such as that caused by UV light. 

Find out about this genetic disorder and how it relates to DNA replication, What are the 

treatments for the disease? 

·- - -- . 
'LINKING QUESTIONS 

1 How is genetic continuity ensured between generations? 

What biological mechanisms rely on directionality? 
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The transcription 
of the genetic 
code from DNA 
to mRNA allows 
continuity between 
the genome of 
an organism and 
the proteins that it 
produces. mRNA 
copies the genetic 
code and transfers 
it to ribosomes, 
allowing proteins 
needed by the cell 
and organism to be 
synthesized. 

Dl .2 Protein synthesis 

Guiding questions 

• How does a cell produce a sequence of amino acids from a sequence of DNA bases? 

• How is the reliability of protein synthesis ensured? 

This chapter covers the following syllabus content: 
► D1 .2.1 Transcription as the synthesis of RNA using a DNA template 
► D1 .2.2 Role of hydrogen bonding and complementary base pairing in transcription 
► D1 .2.3 Stability of DNA templates 
► D1 .2.4 Transcription as a process required for the expression of genes 
► D1 .2.5 Translation as the synthesis of polypeptides from mRNA 
► D1 .2.6 Roles of mRNA, ribosomes and tRNA in translation 
► D1 .2.7 Complementary base pairing between tRNA and mRNA 
► D1 .2.8 Features of the genetic code 
► D1 .2.9 Using the genetic code expressed as a table of mRNA codons 
► D1 .2.10 Stepwise movement of the ribosome along mRNA and linkage of amino acids by 

peptide bonding to the growing polypeptide chain 
► D1 .2.11 Mutations that change protein structure 
► D1 .2.12 Directionality of transcript ion and translation (HL only) 
► D1 .2.13 Initiation of transcription at the promoter (HL only) 
► D1 .2.14 Non-coding sequences in DNA do not code for polypeptides (HL only) 
► D1 .2.15 Post-transcriptional modification in eukaryotic cells (HL only) 
► D1 .2.16 Alternative splicing of exons to produce variants of a protein from a single gene 

(HL only) 
► D1 .2.17 Initiation of translation (HL only) 
► D1 .2.18 Modification of polypeptides into t heir functional state (HL only) 
► D1 .2.19 Recycling of amino acids by proteasomes (HL only) 

Transcription 
In Chapter Bl. 2, ,~,e sav1 that proteins are hnear sequences of a1nino acids condensed together. 

Most proteins contain several hundred an1ino acid residues, but all are built fron1 only 20 different 

arnino acids. 

The unique properties of a protein lie in: 

• wl1ich amino acids are involved in its construction 

• the sequence in ~1hich these an1ino acids are condensed together. The sequence of bases in l)NA 
dictates the order in which specific amino acids are assembled and combined. 

The DNA molecule in each chromosome is very long ancl it codes for a large number of proreins. 

VVithin this molecule, the relatively short lengths o[ DNA that cocle for single proteins are called 

genes. Proteins are very variable in size and, therefore, so are genes. A very fe,v genes are as short as 

75-100 nucleotides. Most are ar. least 1000 nucleotides long, and some are more. 



♦ Transcription: the 
synthesis of messenger 
RNA using a DNA 
template. 

♦ RNA polymerase: 
enzyme that catalyses 
the synthesis of RNA 
molecules from a 
DNA template. 

All proteins are [orn,ed in the cycoplasrn: s01ne are formed at free-floating riboso1nes and others at 
the ribosomes e1nbedded ,vithin the RER. For this co happen , a mobile copy of the information in 
the genes 1nust be 1nade and then transported to these sites of protein synthesis. That copy is made 
of RNA and is called messenger RNA (m RNA). Lt is formed by a process called transcription. 

Both DNA and RNA have roles in protein synthesis. 

An enzyme called RNA polymerase catalyses the forn,acton of a complementary copy of the genectc 

code of a gene in the form of a n1olecule of 1nRNA (Figure D1.2.1). 

mRNA produced by 
transcription - a copy of the 
coded information of a gene 

RNA polymerase 
causes transcription 
of code into 
mRNA 

• 

T i ----- pool of free nucleotides 
,-, (nucleoside tnphosphates) 

T 

T 
C) 

enzyme links the 5' end of the nucleotide -----~ 
to the 3' end of the grow,ng RNA molecule 

T ,.., r 
C 

coding strand -----, 

template strand --

helix reforms 
as the RNA 
polymerase 
moves along 

3' 
~-r1""""T"T""rT--r--r-T-,' T T T 

C) C'I n G\ c l> n J> c c: n n n Cl 

,,---- free nucleotides align by 
base pairing and are held 
by hydrogen bonds 

5' 
3' 

'-- template 
mRNA strand -~ strand read in the 

3'-5' direction 

■ Figure D1.2,1 Transcription 

♦ Coding strand: 
the strand of a DNA 
double helix not used 
as a template by DNA or 
RNA polymerase during 
DNA replication or RNA 
transcription. 

♦ Template strand: 
the strand of a DNA 
double helix used 
during transcription to 
produce mRNA. It is 
complementary to the 
coding strand of DNA . 

• 

mRNA 
3' 

1 State where in a eukaryotic cell you would expect to f ind the enzyme RNA polymerase. 

■ The genetic code 
Information in the DNA lies in the sequence of the bases, cytosine (C), guanine (G), adenine (A) and 

thymine CT). The sequence of bases determines which specific a111ino acids are assen1bled and 
combined. The code lies in the sequence in one of the su·ands, the coding strand. The other strand 

is con1ple1nentary to it and torn1s the template strand from which the mRNA is fonned. Ibis 

template strand is called the non-coding strand. 
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{r;. T':n tin1 

DNA is double
stranded, but only 
one strand serves 
as a template for 
transcription at any 
given time. This 
template strand is 
called the non
coding strand. The 
non-template strand 
is referred to as the 
coding strand because 
its sequence will be 
the same as that of the 
new RNA molecule. 

Link 

The definition for 
codon is in Chapter 
A1.2, page 17. 

,n~ 
Hydrogen bonding 
is covered in 
Chapter A1.1, 
page 3; hydrogen 
bonding between 
complementary base 
pairing is covered in 
Chapter Al.2, page 19. 

3 State the enzyme 
responsible 
for breaking 
the hydrogen 
bonds between 
complementary 
strands of DNA. 

Dl .2 Protein synthesis 

(e Common mistake 
The terminology used to describe the two strands of DNA during transcription can cause confusion. 
The coding strand is not the strand used to form mRNA - this is done by the template strand. 
The coding strand is so-called because it corresponds to the same sequence as the rnRNA that will 
contain the codon sequences necessary to build proteins. The only difference between the coding 
strand and the new rnRNA strand is instead of thymine, uracil takes its place in the mRNA strand. 
It is the template strand that mRNA is synthesized from - it serves as a template for transcription. 

The code is a three-letter or triplet code, n1eaning that each sequence of three of the four bases 
represents one of the 20 amino acids, and is called a codon.. 

Amino acid Abbreviation 

alanine Ala 

arginine Arg 

asparagine Asn 

aspartic acid Asp 

cysteine Cyc 

glutamine Gin 

glutamic acid Glu Second base 

glycine Gly A G T C 

histidine His AAA Phe AGA Ser ATA Tyr ACA Cys 

,soleucine lie 

leuone Leu 

A 
AAG Phe AGG Ser ATG Tyr ACG Cys 
AAT Leu AGT Ser ATT Stop ACT Stop 
AA( Leu AGC Ser ATC Stop ACC Trp 

lys,ne Lys GAA Leu GGA Pro GTA His GCA Arg 

methionine Met 

phenylalanine Phe 

G 
GAG Leu GGG Pro GTG His GCG Arg 

" GAT Leu GGT Pro GTT Gin GCT Arg 
~ 
,0 GAC Leu GGC Pro GTC Gin GCC Arg .,, 

prolinP Pro 

senne Ser 

threonine Thr 

~ 

TAA lie TGA Thr TTA Asn TCA Ser ~ 
.~ 

;.: TAG lie TGG Thr TTG Asn TCG Ser T 
TAT lie TGT Tiu TTT Lys TCT Arg 
IAC Met/Start TGC Thr TTC Lys ICC Arg 

tryptophan Trp CAA Val CGA Ala CTA Asp CCA Gly 

tyrosine Tyr C 
CAG Val CGG Ala CTG Asp CCG Gly 
CAT Val CGT Ala CIT Glu CCT Gly 

vallne Val (AC Val CGC Ala ClC Glu CCC Gly 

■ Figure D1 .2.2 The 20 amino acids found in proteins, and the genetic code from the DNA template 
strand (you will use this figure to deduce which codon corresponds to which amino acid) 

2 The sequence of bases in part of a DNA template strand was found to be: 
-A-G-A-C-T-G-T-T-C-A-T-T. Use Figure D1 .2.2 to determine the sequence of amino acids 
this codes for, and where along the length of a gene it occurred. 

Role of hydrogen bonding and complementary 
base pairing in transcription 
In transcription, the hydrogen bonds between the con1ple1nentary strands of DNA are broken, which 
allows the DNA double helix of a particular gene to un,vind. Inevitably, there is a pool of free 

nucleotides present. 

One strand of che DNA, the ten1plate strand, becomes the ten1plate for transcription. A single

stranded molecule of RNA is formed by complementary base pairing. Reme1nber, in RNA synthesis it 
is uracil chat pairs ,vith adenine. That mRNA strand leaves the nucleus through pores in che nuclear 

1nen1brane and passes to 1ibosomes in the cytoplastn. Here, the infonnation can be 'read' and used 

in che synthesis of a protein. 



(e Common 
mistake 
Remember that mRNA 
does not contain 

thymine (T), and that 

adenine (A) on the 

DNA template strand 

pairs wi th uracil (U) on 

the RNA strand during 
transcription. 

♦ Gene expression: 
the process by which 
the information encoded 
in a gene 1s used to 
direct the synthesis of a 
protein molecule 

Li n I 

Gene expression 
is covered in more 
detail in Chapter 
D2.2, page 670. 

♦ Translation: the 
information of mRNA 
is decoded into protein 
(amino acid sequence). 

Stability of DNA templates 
The sugar- phosphate 'backbone' of the DNA molecule (see Figure Al.2.2, page J.7) ensures the 
stability of the base sequence. Hyd_rogen bonds bet,veen the t,vo strands of the double helix also 
n1aintain the integrity of the n1olecule (Figure A 1.2.6, page 19). Single DNA strands are used as the 
ten1plate [or transcribing the base sequence, without the DNA base sequence changing. It is essential 
that the same code is replicated exactly from one ONA molecule to the next (page 602) so that cells 
have the san1e genome for the organism, fron1 ,,,.hich its f-t.1nctional and behavioural properties derive. 

Some body cells (so1natic cells) do nor. divide during che lifetime of rhe organis1n, such as neurons, 
skeleLal and cardiac muscle cells, mature bone cells (osteocyLes) and retinal receptor cells. In 
such cells, base sequences must be conserved thn)ughouc che life of a cell 10 ensure the ongoing 
functioning of che cells through transcription and cranslacion. 

Transcription as a process required 
for the expression of genes 
Not all genes in a cell are expressed at any given ri1ne and transcription, being the first stage of gene 

expression, is a key stage at which expression of a gene c.-an be s,vitched on and off. Organisms 
control \vbich of their genes are expressed at any one n1on1enc. Ren1en1ber, the cells in an organism 
all contain the san1e genon1e, ,vhatever the fate of a particular cell. So, in a 1nulticellular organism 
every nucleus contains the coded information relating to the development and maintenance of all 
1narure tissues and organs. Both during development and later, this genetic information is used 
selectively. Typically, less than 25% of the protein-coding genes in human cells are expressed at any 
tin1e. The expression of genes is related to \vhen and ,,,vhere the proteins they code for are needed 
(Table D1.2.1). A mechanism for control of gene CA7Jression was first discovered in prokaryotes. 

■ Table 01.2.1 Gene regulation 

When and why genes are expressed 

expressed al I the ti me genes responsible for routine and continuous metabolic functions, 
e.g. respiration, which is common to all cells and is continuous throughout life 

expressed at a selected stage e.g. as cells derived from stem cells are developing into muscle fibres 
in cell or tissue development or neurons 

expressed only in the e.g. genes responsible for antibody production in a mature plasma cell, after 
mature cel l these have been cloned (page 528} 

expressed on receipt of an e.g. when a particular hormone signal, metabolic signal or nerve impulse 
internal or external signal is received by the cell and activates a gene. such as the gene for insulin 

production in f:l cells in the islets of Langerhans (page 763) 

Translation as the synthesis of 
polypeptides from mRNA 
The seque11ce of bases contained vvithin the DN1\ in the form of genes, and subsequently transcribed 
10 1n RNJ\, is 'expressed' al 1he ribosomes LO form proteins, The genetic code determines the 
sequence in \vhich a1n ino acids are assembled, ,vhich consequently determines the polypepUde 
produced. Gene expression, vvhich is co1npleted in the process or translation at riboso1nes, is 

therefore a function of the comple1nentary base pairing seen in nucleic acids. 
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Linlt 
The definition of 
transfer RNA (tRNA) 
is in Chapter A 1.2, 
page 18. 

♦ Anticodon: set 
of three consecutive 
nucleotides in a tRNA 
molecule that recognizes, 
through base pairing, the 
three-nucleotide codon 
on a messenger RNA 
molecule. 

Dl ,2 Protein synthesis 

Roles of mRNA, ribosomes and 
tRNA in translation 
The amino acids fron1 the pool available for protein synthesis are activated by con1bining with short 
lengths of a different type of RNA, transfer RNA (tRNA). Ir is this tRNA that translates a three-base 
sequence into an amino acid sequence. Ho\v does this occur? 

1\ll the rRNAs have a clover-leaf shape, but chere is a different tRNA ror each of 1he 20 amino acids 
involved in proLein synchesis. At one end or each tRNA molecule is a site where one particular amino 
acid or the 20 can be bonded covalently. Ar the other encl, chere is a sequence of three bases called 
an anticodon. This anr.icodon is complementary to the codon of mRNA that codes for rhe specific 
amino acid (Figure D12.3). 

Each amino acid 1s linked to a specific tRNA before it can be used in protein 
synthesis. This is the process of amino acid activation. It takes place in the cytoplasm. 

1 tRNA specific fo, 
I amino acid, 

,......... - point of amino 
acid attachment 

tRNA-aminoLl 
acid, complex - .--.... 

,......... amino 
add, 

+ amino 
acid, 

L anticodon speclfic 
for amino acid, 

+ 
enzyme, 

ATP --1-------t----+ 

specific 
enzyme 

anticodon = three consecutive bases in tRNA, 
complementary to a codon on the mRNA, 
e g. AAA Is complementary to UUU 

■ Figure D1 ,2.3 An amino acid is linked to a speciffc tRNA 

+ AMP+ 2P, 

The arnino acid becon1es anachecl to its tRNA by an enzyme in a reaction that also requires ATP. 
These enzymes are specific to the particular amino acids (and types of tRNA) to be used in protein 
synthesis. The specificity of the enzymes is a way of ensuring the correct ao1ino acids are used in the 
1ight sequence. 

Ribosomes are made from r,vo subunits (figure A2.2.20, page 69). ln translation, mRNA binds to 
the sn1all subunit of the tibosome so t\vo tRNAs can bind sin1ultaneously to the large subunit. 

Complementary base pairing 
between tRNA and mRNA 
A riboson1e moves along the mRNA 'reading' the codons from the 'start' codon. The sequence of 
three bases in the codon is complementary to the sequence or bases in 1·he anticoclon: this means 
that in the ribosome, ror each mRNA codon , the co111plernentary anticodon (Figure Dl.2.3) of the 
tRNA-am ino acid complex slots into place and is temporarily held in position by hydrogen bonds. 
vVhile held there, the amino acids of neighbouring tRNA-amino acid <.:omplexes are joined by a 
peptide linkage. This frees I he fi rst tRNA, ,vhich 111oves back into the cytoplasm for reuse. Once this 
is done, the ribosome moves on to the nexr mRNA codon (Figure D1.2 4). The process continues 
until a ribosome meers a ·stop' codon. 



-x 
mRNA 

from nucleus 

■ Figure D1.2.4 Translat ion 

♦ Degenerate code: 
the genet ic code contains 
more codons than there 
are amino acids to be 
coded, so most amino 
acids are coded for by 
more than one codon. 

All organisms 
use the same 
genetic code. This 
continuity shows 
the connectivity 
between all 
organisms, and that 
all life ultimately 
share a common 
ancestor (LUCA), 

• 

mRNA strand being read 
(' translated') at one ribosome 

'start' 

I I I I I I I I 
uuuu Guu , 

-..-....... mRNA 
U G A ,__--..;► complementary ]! U G G s\ A G A A G 

codons/anticodo U A r 

~codons to 
~ 0\) ~ be ·read' 

held by hydrogen 
bonds 

\.. anticodon 

L·stop' 

ribosome acting - --'" 
as supporting 
framework and as. 
site for enzymes 

---- tRNA-amino acid 
complex with 
anticodon 
(Glu arnving) 

Features of the genetic code 
All organisn1s use the san1e codons to specify the placement of each of the 20 run1no acids in protein 

forn1ation. This supports the idea of a common origin of tile on Earth; that the ve1y first DNA has 

sustained an unbroken chain of life from the first cells on Earth to all cells in organisms alive today. 

Only the most minor variations in the genetic code have arisen in the evolution and expansion of life 

since 1t originated 3500 1nillion years ago. The processes of 'reading' the code and protein synthesis, 

using RNA and ribosomes, are very similar in prokaryotes and eukaryotes. This is referred to as the 

universality of the genetic code. 

The fact that most amino acids are coded for by more than one codon (see figure D1.2.2, page 611) 

is kno,vn as the degeneracy of the genetic code. The degenerate code provides enough <lifferent 

combinations to code for all amino acids and 1nakes allowances [or the possibility of 111utarion. lf the 

third nucleotide in the triplet changes through mutation, it is possible chat this ,vill not change the 

a1n ino acid coded for. For some amino acids, the first c,vo bases are sufficient ro provide enough 

information for which an1ino acid to use in translation: this 111eans that the third nucleotide can be 

relatively tolerant to mutation, ,vhich reduces the chance that the protein synthesized ,vill be altered 

,vhen a base does mutate. 

\Vby are there three not c,vo nucleotides used in each codon? A codon size of 2 ~,ould give 

16 possible com bi.nations - not enough to code for all a,nino acids, and it has no al1o\vance for 

further gro,vth. A triplet code gives a total of 64 combinations - n1ore than enough to include all 

a,nino acids with the capabili ty to cope ,vith any expansion in the number of amino acids 

during evolution. 

(e Common mistake 
The vvord 'degenerate' has different meanings. Students often think that, in relation to the genetic 

code, it means that the code has somehow 'deteriorated '. This is not what 'degenerate code' is 

referring to. In this context, it means a code in 1,vhich several codons have the same meaning. 

For example, when coding for serine (Ser), any code beginning 'UC' followed by any of the four 

bases will code for this amino add (Figure D1 .2.5). The genetic code is degenerate because there 

are many instances in which dffferent codons specify the same amino add . 

Theme D: Continuity and change - Molecules 



You need to be able to 
deduce the sequence 
of amino adds coded 
by an mRNA strand. 

C 
? t------HU=-1---1 

G 

Using the genetic code expressed 
as a table of mRNA codons 
To read the table of n1RNA codons (Figure D1.2.5), select the fJJst base from the colun1n on the left, 

the second base fron1 the list of bases along the top of the table, and the third base fron1 the cell that 

you have identified fro1n the first and second base. for exan1ple, UAU is Tyr (tyrosine). 

2nd base 

u C A G 

ULU Phe ucu Ser UAU Tyr UGU Cys 

uuc Phe ucc Ser UAC Tyr UGC Cvs u 
UUA Leu UCA Ser UAA Stop UGA Stop 

UUG Leu UCG Ser UAG Stop UGG Trp 

cuu Leu CCU Pro CAU His CGU Arg 

CUC Leu CCC Pro CAC His CGC Arg 
C 

CUA Leu CCA Pro CAA Gin CGA Arg 
Cl/ 

"' CUG LeU CCG Pro CAG Gin CGG Arg "' ..c ... 
"' AUU lie ACU Thr AAU Acn AGU Ser ... 

AUC lie ACC Thr AAC AST AGC Ser 
A 

AUA lie ACA Thr AAA Lys AGA Arg 

AUG Met/Start ACG Thr AAG LYS AGG Arg 

GUU Val GCU Ala GAU Asp GGU Gly 

GUC Val GCC Ala GAC Asp GGC Gly 
G 

GUA Val GCA A la GAA Glu GGA Gly 

GUG Val GCG Ala GAG Glu GGG Gly 

■ Figure D1.2.5 The mRNA genetic dictionary; compare it to Figure D1.2.2 

G u 

An alternative arrangement for the mRNA codons and 

the amino acids they code for is shown in Figure 01.2.6. 

This \vheel' diagram is read by taking the first base 

from the centre of the ~vheel (conr.aining A, G, U and C), 

the second from the circle of bases around this central 

porLion, and the final base from the outer ring. 

m""'• A 
f A - ; .... C i 

You n1ay be given a list of bases from a sequence of 
DNA and asked ,vhat the sequence of a1nino acids ,vill 

be coded for. You first need to transcribe the DNA code 

into the n1RNA code (not forgetting that l l replaces T), 

and then from this read the code in uiplets to identit)' 

the an1ino acid sequence. for example, if the DNA code 
is A-G-A-C-T-G-T-T-C-A-T-T the mRNA transcribed 

" U G 

I 
... ... 

■ Figure D1.2.6 mRNA codon wheel for encoding nucleotide sequences 

Dl .2 Protein synthesis 

' 
from this ,viii be U-C-U-G-A-C-A-A-G-U-A-A. 

The amino acids translated from this sequence will be 
U-C-U = Ser (serine), G-A-C = Asp (aspartic acid), 

A-A-G = Lys (lysine) and U-A-A = Stop codon" 

621 



(e Common 
mistake 
When determining an 
amino acid sequence 
based on a DNA 
code, make sure that 
the DNA code is 
transcribed into mRNA 
first. A table showing 
the codons for each 
amino acid (Figure 
Dl .2.5) or a wheel 
(Figure D1 .2.6) can be 
used to do this. The 
clue that a genet ic 
dictionary relates to 
mRNA rather than 
DNA is that the table/ 
wheel will contain U 
and not T. 

I Inti: 
For HL students, 
polysomes are 
discussed in the 
structure and 
function of free 
ribosomes and otthe 
RER in Chapter 82.2, 
page 253. 

• 

ATL 01.2A 

Create your own DNA sequence of bases that codes for a specific sequence of amino acids. 
Do this for a template strand of DNA. Use start and stop codons to indicate the beginning and 
end of translation for the protein you are coding for. Ask a partner to do the same. Swap your 
codes. Can each of you solve your respective codes and work out the amino acid sequence using 
the table of codons in Figure D1 .2.5 or D1 .2.6? Remember that you will firs t need to transcribe 
the code from the template strand to mRNA. 

4 The sequence of bases in a sample of mRNA was found to be: 
GGU,AAU,CCU,UUU,GUU,ACU,CAU,UGU 
Using Figures D1 .2.5 or D1.2.6: 
a Deduce the order of amino acids this sequence codes for. 
b Determine the sequence of bases in the template strand of DNA from which this 

mRNA was transcribed. 
c State where the triplet codes, codons and anticodons are found within a cell. 

The growing polypeptide chain 
Du1ing translation, the riboso1ne moves in steps along the n1RNA. ln each step\vise n1ove1nent, 
the riboson1e 111oves three bases along the mRNA. ln this \vay, the ribosome progresses along the 
n1RNA 111olecule, codon by codon (Figure D l. 2. 7). Consecutive an1ino acids are linked together via 
condensation reactions, fom1ing peptide bonds. By these steps, constantly repeated, a polypeptide is 
forn1ed and elongated, eventually en1erging from the large subunit. 

ribosome moving along 
mRNA one triplet at a ttme 

u u u 6 A AG A A c l~ u(b u cu~,• U G A. 

AAA i:::i:-:'.i:A~A~ -
\ two tRNAs 

used tRNA leaving ~ 
temporarily held 
in ribosome 

amino acid 
residues 

protein strand --
being buil L up 

~---peptide linkage 
formed between 

peptide linkages 

Several ribosomes may move along the 
mRNA at one time. This structure 
(mRNA, ribosomes plus growing protein 
chains) is called a polysome. 

'f'f 

amino acids held 
at the ribosome 

■ Figure D1.2.7 The stepwise movement of the ribosome along the mRNA 
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♦ Point mutation: 
occurs in DNA when a 
single base pair is added, 
deleted or changed. 

I ,nli 
The different types of 
mut ations are covered 
in d etail in Chapt er 
D1 .3, page 637. 

Link 
For HL students, the 
quaternary structure 
of haemoglobin is 
shown in Chapter 
B1 .2, page 217. 

Mutations result in 
changes in the base 
sequence of DNA. 
If these changes 
occur within a 
gene, it can result 
in altered protein 
structure, which 
can affect the 
physical, functional 
or behavioural 
characteristics of 
an organism. 

Dl ,2 Protein synthesis 

' 

Tool 1: Experimental techniques 

Digita l molecular modelling 

Computer-based modelling is an ideal tool for learning about the structure of biological 
molecules and biological theory such as natural selection. Computer software gives a 
much more accurate representat ion of biological structures (such as DNA and proteins) 
and assessment of theoretical predictions. 

Molecular models can display bond lengths, bond angles, locations of electrons, an 
accurate representation of the t hree-dimensional shape of molecules, and react ions 
between molecules (see Chapter B1 .2, page 207). 

Mutations that change protein structure 
DNA can change. Normally, the sequence of nucleotides in DNA is n1aintained without change, but 

very occasionally alterations do happen. lf a change occurs, \Ve say a 1nutation has occurred. A point 

mutation occurs when a single base pair is added, deleted or changed (i.e. A for T or C for G) \.vithin 

a DNA molecule. 

The sequence of amino acids in the polypeptide chain is controlled by the coded instructions stored 
in the DNA of the chromosomes in the nucleus, mediated via n1RNA. Changingjust one a1nino acid 
in the sequence o[ a protein alters its properties, often quite drastically. This son of mistake arises 
by mutation. 

■ An example of a point mutation: sickle cell anaemia 
An extremely common point n1utarion occurs in hae1noglobin. This o>..'ygen-rranspordng pigment of 

reel blood cells is made of four polypepcide molecules - two knov.rn as a haemoglobin and t\vo as 

0 haemoglobin. These interlock to form a compact molecule. 

The gene that codes for the a1nino acid sequence of B haemoglobin occurs on chro1noson1e 11 and is 

prone to a change of the base A to T in a codon for the an1ino acid glutan1ic acid - the sixth an1ino 

acid in this polypeptide. Due to this base substirution, the amino acid valine appears at that 
point instead (Figure Dl.2.8). 

The presence of a non-polar valine in the B haemoglobin creates a hydrophobic spor in the othenvise 
hydrophilic outer section or the protein. This tends to attract other haemoglobin 1nolecules, which 
bind to it. ln tissues with lo"v pa1•tial pressures of oxygen (such as a tissue \Vith a high rate of aerobic 
respiration) the sickle-cell hae1noglobin n1olecules in the capillaries readily clump together into long 
fibres. These fibres distort the red blood cells into sickle shapes. In this condition, the red blood cells 
cannot transport oxygen. Sickle cells may also get stuck together, blocking sn1aller capillaries and 
preventing the circulation of nonnal red blood cells. The result is that people with sickle cells suffer 
from anae1nia - a condition or inadequate delivery or oxygen to cells. This unusual hae1noglobin 
1nolecule is kno\vn as haemoglobin S. 

People with a single allele !or haemoglobin S have less than 50% haemoglobin S. Such a person is 
said to have sickle-cell trait and they are only mildly anaemic. I-Io,vever, those with both alleles tor 

haemoglobin Sare described as ha0ng sickle-cell anaemia - a serious condition that may trigger 

heart and kidney problems, too. 



Anaemia is a disease typically due to a deficiency in healthy red blood cells. 

Haemoglobin occurs in red blood cells - each contains about 
280 million molecules of haemoglobin. A molecule consists 

/ 
/ 

of two a haemoglobin and two ~ haemoglobin subunits, 
, 

' I \ 

interlocked to form a compact molecule. I 

The mutation that produces sickle cell haemoglobin (Hg5) is 
I 
I 

in the gene for ~ haemoglobin. It results from the substitut ion 1 
~ haemoglobin of a single base in the sequence of bases that make up all the I 

codons for p haemoglobin. I 
~ 

; 

' 
/ 

' 
/ 

part of normal gene part of mutated gene 
DNA 

I I I I I antisense strand 
(template for transcription 
of mRNA) 

I I I 
C T C C A------C subst ituted 

base 
sense strand G A G 

I I I 
G T G 
I I I 

l transcription 
mRNA, formed by 
complementary 
base pairing 

! 
tRNA-amino acid complex 
showing complementary 
anticodons 

! 
part of the resulting protein sequence. 
showing the arnino acid residues 

I I I 
G A G 

C U C 

f--- glutamic 
acid 

assembled: Val-His-Leu-Thr- Pro-Glu-
(abbreviations for amino acids 
shown in Figure D1 .2.2, page 617) l 

Hg 

I I I 
G U G 

C A C 

Val- His-leu-Thr-Pro-Val-

1 
Hg• 

drawing based on a photomicrograph of a blood smear, 
showing blood of a patient w ith sickle cells present among 
healthy red eel Is 

phenotyp1c appearance 
of HgHg red cells and 4---+-'I. 
sickle cells (Hg' Hg) '<C---

10 µm 

■ Figure D1.2.8 Sickle-cel l anaemia, an example of a point mutat ion 

translation 
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I in~ 
Directionality of 
DNA and RNA is also 
discussed in Chapter 
A1 .2, page 25. 

♦ Promoter: DNA 
sequence that initiates 
gene transcription; 
includes sequences 
recognized by RNA 
polymerase. 

Dl .2 Protein synthesis 

Directionality of transcription and translation 
The phosphate groups along each strand of the DNA double helix are bridges between the carbon-3 

of one sugar 111olecule and the carbon-5 of the next. One chain runs fron1 5' to 3' while the other 

runs from 3' to 5' (see Figure Al.2.6, page 19). 

As we have seen with DNA polymerase, polymerase enzymes ,vork in the 5' co 3 ' direction. Similarly, 

in rranscripcion, RNA polymerase synthesizes the RNA strand in the 5' to 3' direction, while reading 

the template DNA strand in the 3' to 5' direction. RNA polymerase requires a free 3'-0H group 

to scan the S)'nthesis of a new RNA strand, adding the 5' of an RNA nucleotide to the 3' end of a 

strand of nucleoricles. In translation, the codons of mRNA are also read from the 5' end co the 3' end 

bytRNAs. 

r;:;, T,,,n t nl -
The start of an amino acid chain is referred to as the N-terminus, and the end is the C-terminus 
(see Chapter B1 .2, page 207). In translation, all mRNAs are read in the 5' to 3' direction, with 
polypeptide chains synthesized from the N-terminus to the C-terminus. 

Initiation of transcription at the promoter 
In eukaryotes, before mRNA can be transcribed by the enzyme RNA polyinerase, it first binds 
together ,vith a sn1all group o[ proteins called general transc1iption factors at a sequence of bases 

known as the promoter. Promoter regions occur on DNA strands just before the start of a gene's 

sequence of bases. (The promoter is an example of a length of non-coding DNA with a special 
function.) Transcription o [ the template strand of cl1e gene can only begin ,vhen this transcription 

co1nplex of proteins (enzyme plus factors) bas been assembled. Once transcription has been 

initiated. the RNA polymerase moves along the DNA, unn,visting the helix as it goes and exposing 
the DNA nucleotides, so that R."-!A nucleotides can pair and the n1RNA strand can be formed 

and released. 

The rate of transcription n1ay be in<.:reased (or decreased) by the binding or specific transcription 

factors on the enhancer site [or the gene. 1·he position of an enhancer si te of a gene is shown 

in Figure D1.2.9. This is at some distance 'upstrean1' of the prornocer and gene sequence. 

Ho\vever, \vhen activator proteins bind to th is enhancer site, a new cornplex is formed and makes 

contact \vich the polymerase~transcription factor complex. Then the rate of gene expression 

ls increased. 

Regulator trartScriptlon factors, activators and RNA polymerase are all proteins, and are coded 
for by other genes. It is clear that protein- protein interactions play a key part in the initiation 
of transcription. 



11 n~ 
Non-coding 
sequences are 
mentioned in the 
conservation of the 
genetic code, Chapter 
A1 .2, page 24. 

exon 

gene 

exon 

■ Figure D1 .2.10 
Eukaryot ic genes consist 
of exons and intrans 

• 

general 
transcription RNA 

activators factors"'1 (polymerase 

I coding segment 
attach here attach here (of exons and intrans) -~,-;.....____,. __ __,/,_, __ ,....._.......,_ _____ ~/ --~----

___ L,._ ~---'-------17 r'----'-'~-+----------------'r'--' -----' 
7 I I 

enhancer prornoter transcription 
start site 

enhancer 

transcription 
termination 
region 

active transcription initiation 
complex (factors + enzyme) 
on the promoter 

RNA transcription 

The lower part of the figure shows a portion of the upper DNA molecule with the enhancer (orange) region, 
promoter (green) region and coding (blue) region, The DNA is looped so that it comes into contact With 
different parts of the transcription initiation complex. The complex consists of several proteins and other 
factors, hence the multiple overlapping spheres (blue). The activator (pink) is also part of the complex. These 
spheres have been drawn transparent so that contact with the DNA molecule can be shown. 

■ Figure D1.2.9 Control sites and the initiation of transcription 

Non-coding sequences in DNA do 
not code for polypeptides 
Protein-coding sequences of our DNA account [or only approximately 1.5% or our DNA. The 
remainder includes so1ne DNA sequences that regulate the expression or protein-coding genes 
(regulatory DNA sequences), but that leaves 70% or our DNA ,vith orher or no roles. (At one ri1ne 
these regions ,vere described as 'junk· or 'nonsense' DNA). ln fact, rhese extensive 'non-gene' 
regions of eukaryotic chron,osomes also consist of: 
• introns: these are non-coding nucleotide sequences, one or more or ,vhich interrupts rhe coding 

sequences (exons) of eukaryotic genes (Figure D1.2.10). 

• telomeres: these are special nucleotide sequences, typically consisting or n1ulriple repetitions or 
one short nucleotide sequence. They occur near the ends of DNA molecules and 'seal · 1 he ends of 
the linear DNA. Here, they stop erosion of the genes that would occur \vith each repeated rounu 
of replication (see belovv). 

• genes for tRNA: these are parts of che DNA template that code for relatively shore lengths of 
RNA that are formed in the nucleus and pass out into the cytoplasm. Here they transfer an1ino 
acids rro1n Lhe pool there, to supply a gro\ving polypeptide in a riboso,ne (Figure Dl.2.7) 

• major lengths of non-coding DNA: today, these are important to geneLic engineers, for rhey are 
exploited in DNA profiling. They are short sequences of bases rhat are repeated very many times. 
Where they orren occur together in 1najor clusters, they are known as variable number tande,n 
repeats (VNTRs) Their use in genetic fingerprinting (DNA profiling) is described on page 608. 

Theme D: Continuity and change - Molecules 



♦ Telomere: made of 
repetitive sequences 
of non-coding DNA, 
located at the end of 
chromosomes, that 
protect the chromosome 
from damage. 

♦ Post-transcriptional 
modification: changes 
that occur to a newly 
transcribed mRNA, after 
transcription has occurred 
and prior to its translation 
into a protein. 

♦ Cleave: reaction 
that breaks one of 
the covalent sugar
phosphate linkages 
between nucleotides 
that form the sugar
phosphate backbone of a 
nucleic acid. 

Dl .2 Protein synthesis 

■ Telomeres 
Telomeres procect the organism's genes fron1 being lose ,vi.th each cycle of DNA replication, due to a 

gap at the 5' end of each replicated DNA strand. They procect chromosomal ends from degradanon 

by binding proteins to fonn telon1ere caps. Telon1eres also prevent che ends of chromosomes 
attaching to each other, ,vhich stops the chromoso1nal ends fron1 activating the cell's systen1 for 

monitoring DNA damage, therefore avoiding apoptosis (the process of programmed cell deach). 

In addition, recognition sites for the enzyme telomerase enable telomeres to lengthen. 

S Telomeres are parts of chromosomes. Describe the function of telomeres. 

Post-transcriptional modification 
in eukaryotic cells 
The sections of a gene chat carry meaningful information (code for an1ino acids) are called exons. 

The non-coding sequences that intervene - interruptions, in effect - are called intrans (see f igure 

D1.2.10). vVhile genes split in this ,vay are very con1n1on in higher plants and animals, some 

eukaryotic genes contain no intrans at all. 

When a gene consisting of exons ancl intrans is transcribed into mRNA, the mRNA formed contab1s 

the sequence of intrans and exons exacLly as they occur in the ·oNA. No,v, you can see that if 

Lhis unmodified mRNA ,was to be 'read· and transcribed tn a ribosome, it \VOulcl accuallypresenc 

problents in the protein-synthesis step. 

Because intrans are non-coding regions ,vithin a gene, they a1ust be removed lrom the mRNA. 

An enzyn1e-catalysed reaction, known as post-transcriptional modification, removes the introns 

as soon as the mRNA has been l01med (Figure Dl .2.11). This is done by a spliceosome (a large 

RNA-protein complex ,ivith enzymatic properties). The spliceosome is also under the control of a 

gene. This is known as RNA splicing. The process is as follows: 

• Pre-mRNA introns are spliced out using spliceosomes. 

• Spliceoso111es recognise highly conserved regions (splice sites) bet,veen the 3' end of the exon 
and 5' end of tbe incron, and cleave the phosphodiester bond bet,veen the nucleotides. 

• All exons are joined together to form one polypeptide from a gene. 

The resL1lting shortened lengths of n1RNA are described as n1ature. lt is this form or 1nRNi\. that 

passes out into the cytoplasn1, to the riboso1nes, ,vhere it is involved b1 protein S)'11thesis (page 628). 

The genes of prokaryotes do not have intrans, and the prokaryotic cell does not have the enzyme 
machinery to carry out splicing either. This means, when a genetic engineer plans to place a copy of 
a eukaryotic gene in the chromosome of a bacterium, that copy must be intron-free. 



• 

mRNA produced by 
transcription - a copy of the 
coded information of a gene 

many genes contain short lengths of 
·nonsense' (sequences of bases addltional to 
coded information of the gene} called intrans 

~.,,,,_,,'l'f!!""'T"l"1),... 

introns- 'T 

in trans are removed from the mRNA 
by the action of enzymes present in the 
nucleus - this process is referred to as splicing 

V ~ ---_,-- exons 

1 what remains, known as exons, are 
I joined up lo forrn mature mRNA 

--------~ 3' 

pore in nuclear membrane 

mature mRNA passes out of the nucleus 
via pores in Lhe nuclear mernbrane 

to ribosomes in the cytoplasm 

■ Figure D1.2.11 Post-transcriptional modification of mRNA 

A process called a.lternative splicing can join together different con1binations of exons to form 

different types of polypeptides from a single gene (see page 629). 

■ Polyadenylation and 5' capping 
To complete the process of post-rranscriptional 1noclification, both ends of Lhe mRNA are modified 
to increase lhe stability o[ the molecule. 

The processing of the 3' end adds a long chain of adenine residues, kno,vn as the poly-A tail, to 

tl1e RNA molecule. This section of the n1RNA bas not been encoded in the genotne. To attach the 

poly-A rail, the 3' end of the pre-111RNA is cleaved to free a 3' hydro>,,yl group. Then an enzyme 

called poly-A polymerase adds a chain of adenine nucleotides co the RNA in a process called 

polyadenylation. The poly-A tail is benveen 100 and 250 adenine residues long. 

The 5' is capped by the addinon of a 5' modified guanine nucleotide. The result of both capping 

processes forms a mature rnRN/\ that \v ill be protected rrorn enzymatic degradation and can be 

exported oul of Lhe nucleus into the cytoplasm for translation into a protein by riboson,es, 
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♦ Alternative splicing: 
process o f splicing of 
exons to produce variants 

of a protein from a single 

gene 

Dl ,2 Protein synthesis 

Alternative splicing 
Change occurs to n1RNA i.mJ11ecliately after it has been formed by transc1iption as intrans are 
ren1oved. Ho,vever, the remaining lengths of m RNA (exons) may be spliced together in different 
con,binations. The consequence is that a single gene can code for n1ore than one type of polypeptide. 
This process is known as alternative splicing. ln fact, □1any genes give rise to t,vo or more cliCferent 
polYlJeptides, depending on the order ill ~vhich e.xons are assembled (Figure 111.2.12). Even n1ore 
variety in gene products n1ay result if one or n1ore ino·ons are created as an exon du Ling 

RNA processiJ1g. 

This process, also pan of l he story of how gene action is regulated, is under 1.he conrrol of specific 
genes, alt hough I hese are often found on ocher chromosomes. 

As a result of alternative mRNA splicing, the number of proteins produced can 
be greater t han the number of genes present. 

Alternative mRNA splicing may explain why the human genome consists of the 
same (low) number of genes as some small, invertebrate animals have. 

mRNA produced by 
t ranscript ion - a copy of the 
coded information of a gene 
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■ Figure D1.2.12 Alternative RNA splicing 

Alternative splicing of tran5cript5 of the troponin T gene in foetal and adult heart muscle is an 

example of this process (Figure 1)1.2.13). Troponin plays a cencral role in the contraction of 

vertebrate striated muscles (see Chapter B3.3. page 329). The alternative splicing of the rroponu1 T 

(Tn1) gene is develop1nentally regulated. Foetal heart tissue uses one form of spliced mRNA and, as 

the heart tnatures, a different form is used 1n the adult. The C\,VO n1RNAs sho,vn in Figure Dl.2.13 

are translated into cli[lerent but related muscle proteins - one used 1n the foetus and the other Ill the 

adult. These two different types of protein are known as isofoTID5. The changes prepare the heart lor 

increased demand at birth. 
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■ Figure D1.2.13 Alternative RNA splicing of t he troponin T gene 
gives rise to the adult TnT<X and foetal TnT~ isoforms 

Initiation of translation 

■ Activation of amino acids 

mRNA foetal TnTj3 

Some 20 different amino acids are involved in protein synthesis. A1nino acids are activated for 
protein synthesis by combination with a short length of a different sort of RNA, called tra11sfer RNA 

(tRNA) (Figure 01.2.14). The activarion process involves ATP. There are 20 different tRNA molecules, 

one for each of the amino acids coded for in proteins. 

All tRNA molecules have a clover-leaf shape, but they differ in the sequence of bases, kno\vn as the 
anticodon, 1.vhich is exposed on one or lhe 'clover leaves'. -rhis anticodon is complementary to a 
codon of n,R.NA. The enzyme catalysing the formation of the an,ino acid-tRNA con1plex 'recognises· 
only one type of amino acid and the corresponding tRNA . 
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, tRNA structure 
- a 'clover-leaf' shape 

s· 

3' 

}point of attachrnent of an 
amino acid (base sequence 
CCA on the 3' end) 

sections that are-----t-,--..~,.__"T"T--n-.J 
double-stranded by base 
pairing I 

loop section - --i 

(8 nucleotides) 
I I I I 

1-- loop section 
(7 nucleotides} 

'-------extra loop 
(variable) 

'-.,-' 

triplet of bases -
the anticodon 

The anticodon allows the tRNA molecule to base 
pair with three complementafY bases of mRNA 
(the codon) at a tRNA binding site on a ribosome. 

Amino acid activation reaction: 

Each amino acid is linked to a spedfic tRNA before it can be used in protein synthesis by the action of a IRNA
activating enzyrne (there are 20 different tRNA-activating enzymes, one for each of the 20 amino acids). 

2 role of tRNA-activating enzyme, illustrating enzyme- substrate specificity and the role of phosphorylation 

(iii) The amino acid binds to 
the attachment site on the 
tRNA, and then 1he AMP is 
released 

(i) A specific amino acid and ATP 
bind to a tRNA-activating enzyme. 
The amino acid is activated by 
hydrolysis of ATP and the bonding 
of AMP 

amino 
ATP acid 

P-Pi - -,v,::~ -- tRNA-activating 
AMP- enzyme 

AMP~ 

I 
..________ (ii) The tRNA specific to the 

amino acid binds to the active site 

anticodon speci fic 
10 amino acid ____ , -(iv) Then the activated 

tRNA + amino acid are 
released from the enzyme 

■ Figure D1 .2 .14 Transf er RNA (tRNA) and amino acid activation 
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■ tRNA-activating enzyme, enzyme-substrate specificity and the 
role of ATP 

Each of the a1nino acids is attached to the 3 ' terminal of its specific tRNA n1olecule by a tRNA

activating enzyme.. Re.me1nber, this enzyme is specific to the. par ticular amino acid, as ,veil as 

to a particular tRNA molecule. Th is s pecificity is a property of the s tructure of the enzyn1e's 

active site. The. su·ucture of a tRNA 1nolecule. and the steps to amino acid activation are. shown in 

figure Dl.2.14: 

• A sp ecific a1n ino acid and a molecule of ATP bind to a tRNA-activating enzyme. The amino acid 

is activated by hydrolysis of ATP and the bonding of AMP (ade.nosine n1onophosphate). P-P, is 

released (t,vo phosphate groups linked together). 

• The tRNA specific to the am ino acid binds to the ac tive site of the enzyn1e. 

• The an1ino acid binds to the. attachment site on the tRi"lA, and then the Alv!P is released. 

• Then the activated tRNA ,vith attached an1ino acid is re leased fron1 tbe enzyme. 

r. Nature nf c:;c1ence· x eriments 

Deducing the first codon of t he genet ic code 

Marshall W. Nirenberg and Heinrich J. Matthaei (1962) made their own simple, artifi cial mRNA and 
identified the polypeptide product that was encoded by it. They used polynucleotide phosphorylase 
to do this. This enzyme randomly joins together any RNA nucleotides that it locates. Nirenberg and 
Matthaei began with the simplest codes possible. They added polynucleotide phosphorylase to a 
solution of pure uraol (U), so that the enzyme would generate RNA molecules consisting entirely 
of a sequence of Us, these molecules were known as poly(U) RNAs. Each poly(U) RNA contained a 
pure series of UUU codons. Molecular biologist Maxine Singer (along with Leon Heppel) provided 
the poly(U) RNAs for their experiment. These poly(U) RNAs vvere added to tubes containing 
components for protein synthesis (e.g. ribosomes, activating enzymes and tRNAs). Each tube 
contained one of the 20 amino acids, radioactively labelled. Of these 20 tubes, only one tube, 
containing the labelled amino acid phenylalanine, resulted in a product Nirenberg and Matthaei had 
therefore discovered that the UUU codon could be translated into the amino acid phenylalanine. 
Similar experiments using poly(C) and poly(A) RNAs showed that proline was encoded by the CCC 
codon, and lysine by the AAA codon. 

■ Ribosomes - the site of protein synthesis 
A ribosome consists of a large and a small subunit, both composed of RNA (known as rRNA) and 

protein (Figure A2 .2.20, page 69, and Figure D1 .2.15). There are I hree sites in rhe ribosome where 

rhe t RNAs interact: 

• A site - the rirst site. Here, a codon or the incoming mRNA binds to specific tRNA-amino acids 

rhrough its anticodon (complementary base pairing). 

• P site - the second site. 1-lere, the a1nino acid attached to itS tRNA is condensed with the 

growing pol)'peptide chain by formation of a peptide linkage. 

• E site - the Lh ird sir.e. Here, the tRNA leaves Lhe ribosome, rollowing transfer of i rs amino acid 

to rhe gro~ving protein chain. 
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6 Draw and label 
the structure of 
a peptide linkage 
between two 
amino acids. 

Dl ,2 Protein synthesis 

E site: 
here the discharged 
tRNA exits from 
ribosome 

large ribosomal 
subunit 

P site: 
holds the tRNA while 
peptide bonds form 

exit tunnel 

I 
I 

\ 
\ 

Ribosome in action: 

A site: 
this is the amino acid-tRNA 
binding site 

small ribosomal 
subunit 

ribosome subunits approaching mRNA before 
attaching, then moving along the mRNA from 
codon to codon 

. . 
incoming 
ribosomal 
subunirs 

. ------_ _, _______ ----
start codon 

11 I 11111 I I~ 1111 I 11111111 I 11111 I 111111 II 11 

I 

■ Figure D1. 2.15 Ribosome structure and function 

■ Initiation of translation 

mRNA strand 

Translation begins whe□ an mRNA molecule binds v\Tith the small ribosomal subunit at an mRNA 
binding sice at the 5' encl or the mRNA. This is joined by an iniria1or tRNA (to ,vhich the amino 
acid methion ine is attached) at the start codon 'AUG'. ·rhis is fol lo,ved by the attachmenL of a large 
1ibosomal unit. The initiator tRNA occupies the P site iJ1 the assen1bled riboson,e. 

Novv, the next codon of the tRNA, present in rhe A sire, is available to a tRNA vvith the appropriate 
anticodon. lts aJTival brings two activated arniuo acids (in sites P and A) into positio□ and a peptide 

bond forms bet\veen them by a condensauon reaction. The reacuon is catalysed by enzymes present 
in the large subunit. A dipepcide has now been tormed. 

■ Elongation of the peptide 
The 1ibosome moves three bases along the mRNA. [n the process, the tRNA in the P site moves to 

the E site and is released. This movement of the ribosome also brings the next codon to occupy the 
11ov.1 vacant A site - allo\ving a tRNA \Vith che appropriate ancicodon to bind to rl,ar codon. This, 
in tun,, blings a [urther an1ino acid to lie alongside and, ,vhiJe these amino acids are held dose 
together, another peptide bond is fonned. ln this ,vay. rJ1e 1ibosome progresses along the n1RNA 

molecule in r.he 5' to 3' direction, codon by codon. By these steps, constantly repeated, a polypeptide 
is formed and emerges from I he large subuni1 (f igure Dl.2.16). 



lnitfation of translation 

1 initiator 
tRNA wi1h Met 

tvlet 

UAC 

2 large ribosomal 
unit then binds to 
the small one 

5' , AUGGAA 3' / :::::::::r=;==c::;:::ii=' :::::::;=~:....,....,..;:;...,. _____ ► 

small ribosomal 
subunit 

mRNA binding site start codon 

Elongation of the polypeptide 

4 the ribosome moves 
three bases along the 
mRNA 

Termination of translation 

the tRNA in the 
P site moves to 
the E site - then --_ 
exits the ribosome 

5 the next codon now 
occupies the vacant 
A site 

8 when a stop codon enters 
site A the process stops- the 
polypeptide is released 

peptide bond forming 

E 
site AC cuu...__ 

AUG GAA 

3 tRNA w ith Glu 
occupies A site 

peptide bond forming 

sft.e site site 

E 
Sile 

A 
site 

6 a tRNA with the 
appropriate anticodon 
now binds at the A site 

7 this process is repeated 
along lhe length of1he mRNA 
- until a 'stop' codon is reached 

stop codon (UAG, 
UAAor UGA) 

5' 3' 

~ mR~NA r=====------] 
Note; the movement of the ribosome along 
the mRNA has been from the 5' to the 3' end 

■ Figure D1 ,2.16 Initiation, elongation and termination in translation 
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♦ Post-translational 
modification: a 
biochemical modification 
that occurs to one or 
more amino acids on a 
protein after the protein 
has been translated by a 
ribosome, 

Lntk 

The quaternary 
structure of insulin 
as a non-conjugated 
protein is covered 
in Chapter B1.2, 
page 218. 

Dl ,2 Protein synthesis 

■ Termination of translation 
Eventually a 'stop' codon is reached. This cakes the [orm of one of three codons - UAA, UAG or 

UGA. At chis point, the completed polypeptide is released from tl1e riboson1e into the cytoplasn1. 
Disasse1nbly of the components of the ribosome fo1lov1s termination of translation. 

Modification of polypeptides 
into their functional state 
When a protein exits [rom translation at a ribosome, it may take up its active three-cl i1nensional 
shape and be functional immediately. For example, it may be active as an enzy1ne in the cytoplasm 
iJ1 some essential and continuous bioche1nical pathvvay. On the other hand. many polypeptides must 
be modified before they can function. These steps occur after translation and so are kno,-vn as 
post-translational modifications (Figure DJ .2.17) Some are produced in the [onn of inactive 
precursors, which require processing steps. ln fact. it is often important for proteins ro become active 
only at particular si tes. For exan,ple, the protein-digesting enzyn,e trypsin is produced in the 
pancreas in an inacrive form (trypsinogen) rhat does nor digesr the proreins of the pancreas cells in 
,vhich it is formed. 

gene X DNA of a chromosome gene Y 

,,11,,,,,,,,1,,,,,,1,,11,,,,,,,,,,,,1,,,,,,,,,1,,,, 

l 
111(111111 1 

protein adopts f inal shape 
and 1s immediately active, 

e.g. as an enzyme 

transcription 
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translation 
ar ribosomes 

l 
11(1111111 1 

l 
protein - inactive 

post-translational 
rnodification by enzymes 

l 
~ 

protein active, e.g, as ari enzyme 

■ Figure D1.2.17 Protein synthesis and post-translational modification 

Insulin is a protein chat needs to be 1nodified before it can fu nction. This involves a l¼'o-scage 
1nodification of pre-proinsuli n to proinsuli n, and proinsulin to insulin (see Figure B1.2.20, page 219). 

( • Common mistake 
Do not confuse post-transcriptional modifications with post-translational modifications. Post
transcriptional modifications are changes that occur to a newly transcribed mRNA after transcription 
has occurred and before it is translated into a protein. In contrast, post-translational modifications 
are modifications that occur to a protein after the protein has been translated by a ribosome. 



♦ Proteolysis: hydrolysis 
reaction of peptide bonds 
in which proteins are 
broken down into sma lier 
peptides and/or into 
individual amino acids. 

♦ Proteasome: protein 
complexes that degrade 
unneeded, misfolded 
or damaged proteins by 
proteolysis. 

cap 
(regulatory 

particle) 

core 
particle 

cap 
(regulatory 

particle) 

Recycling of amino acids by proteasomes 
To n1aintain the proteon1e of an organism, proteins are continually synthesized by translation and 
broken do\.vn by hydrolysis reactions (a process kno\.vn as proteolysis). ln this way, there is a 
constant turnover of proteins, which ensures the maintenance of optimally functioning proteins. 

A1nino acids are constantly being absorbed by organisms, but recycling of existing an1ino acids also 
cakes place to ensure sufficient tu111over. Breakdov.rn of proteins is canied out by proteasomes 

- complexes n1ade of protein into which the protein substrate (i.e. the protein 1narked for 
degradation) is fed (figure 0 1.2.18). Proteason1es degrade proteins that are damaged, misfolded or 

no longer needed by the cell. 

marker protein 

protein substrate ubiquitin 

ubiquitin 
released 

target protein 
threaded into 
proteasome 

short 
peptides 

■ Figure D1.2.18 The mechanism of protein breakdown by a proteasome 

7 Outline the role 

of proteasomes 
in cells. 

• 

Proteins are marked for degradation by the actachn1ent of a short chain of regulatory protein 
(Figure D1.2.18), kno,vn as ubiquitin. The ,narkerprotein binds to che top of the proteaso1ne (in an 
area called the cap, or regulatory pardcle) ,vhich feeds the protein into the core pardcle \.vhere ic is 

broken do\.vn into short peptides. The pepcides are further processed to provide a pool of an1ino 
acids f:ron1 ,vbich ne,vproceins can be synthesized. 

How does the diversity of proteins produced contribute to the functioning of a cell? 
What biological processes depend on hydrogen bonding? 
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♦ Gene mutation: 
change in the sequence 
of bases of a particular 
gene. 

♦ Substitution: a type 
of mutation in which one 
nudeotide is replaced by 
a different nucleotide, 

♦ Insertion: a type of 
mutation that involves 
the addition of one or 
more nucleotides into a 
segment of DNA. 

♦ Deletion: a type of 
mutation that involves 
the loss of one or more 
nucleotides from a 
segment of DNA. 

♦ Frameshift: a 
mutation in a DNA chain 
that occurs when the 
number of nucleotides 
inserted or deleted is not 
a multiple of three, so 
that every codon beyond 
the point of insertion or 
deletion is read incorrectly 
during translation. 

Guiding questions 

• How do gene mutations occur? 

• What are the consequences of gene mutation? 

This chapter covers the following syllabus content: 
► D1 .3.1 Gene mutations as structural changes to genes at the molecular level 
► D1 .3.2 Consequences of base substitutions 
► D1 .3.3 Consequences of insertions and deletions 
► D1 .3.4 Causes of gene mutation 
► D1 .3.5 Randomness in mutation 
► D1 .3.6 Consequences of mutation in germ cells and somatic cel ls 
► D1 .3.7 Mutation as a source of genetic variation 
► D1 .3.8 Gene knockout as a technique for investigating the function of a gene by 

changing it to make it inoperative (HL only) 
► D1 .3.9 Use of the CRISPR sequences and the enzyme Cas9 in gene editing (HL only) 
► D1 .3.10 Hypotheses to account for conserved or highly conserved sequences in genes 

(HL only) 

Gene mutations as structural changes 
to genes at the molecular level 
i\ gene mutation involves a change in Lhe sequence o[bases o[ a particular gene. 1{utat1ons are 

1nore Ukely to occur at certain ti1nes in the cell cycle than at other times. One such occasion is \vhen 
the ·oNA n1olecule Ls replicating. 'vVe have noted char the enzyme DNA_ polymerase, \vhich brings 

aboul the building of a complementary DNA strand, also 'proofreads' and corrects 1nost errors 

(page 614). H.owever, although proofreading is highly efficient, it does not correct all errors and gene 

1nuLations can and do occur spontaneously during the replication process. 

Also, environmencal factors or chemicals may cause changes to the DNA sequence of bases. 
These factors can include ionising radiation (page 640), UV light and various chemicals. 

A point n1utation is a change in one base in the gene sequence. lt can be the result of: 

• the change of one base to a different base (often caused by the DNA being copied incorrectly) -
this is called a substitution mutation (Figure Dl.2.8) 

• the insertion of an additional base or bases into the DNA 

• the deletion of a base or bases from the DNA. 

A point mutation may change the amino acid in the protein encoded by the gene. 

Because bases ,vork in triplets (threes) to detennine v,hich an1ino acid is needed in a protein, an 

addicion or deletion can have a prolound effect. The deletion or insertion of a base results in ,vbat is 

called a frameshift. 

Dl ,3 Mutation and gene editing 



1 Define the term 

mutation. 

1 Outline how 

mutat ions can 

affect DNA. 

L1r,k 
Single-nucleotide 
polymorphisms (SNPs) 
are also covered 
in Chapter A3.1, 
page 115. 

(e Common 
mistake 

Many people associate 
mutations with 'bad' 
effects on the cell 
and organism. This 
is over-simplistic. 
Mutations can have 
a neutral effect, due 
to the degeneracy 
of the genetic code. 
Mutations that occur 
on non-coding regions 
of DNA may also have 
no effect on gene 
expression. Other 
mutations can be 
beneficial, leading to 
an adaptive advantage. 
Some mutations are 
harmful, leading to 
deleterious effects 
on the organism (see 
below). 

• 

Some changes result in a 'nonsense' mutation, so the changed genetic code cannot be read and has 

no meaning. lf the change results in a different amino acid being coded for, then this mutation is 

called a 'rnissense' 1nutation . 

Mutations change the genetic code through insertion, deletion or substitut ion. 
As a result of mutations, polypeptides can cease to function, either through fra,neshift 
changes or t hrough major insertions or deletions. Single-nudeotide polymorphisms 
(SNPs) are the result of base substitution mutations. 

Consequences of base substitutions 
Base substitutions can have an adverse effect. For example, sickle cell anaemia is caused by a change 

in the codon for the amino acid glutamic acid, resulting in the amino acid valine appearing instead 
(page 623). 

Ho\vever, because of the degeneracy of the genetic code (page 620), base substitutions n1ay or may 

not always change an amino acid in a polypeptide. Each a1nino acid has several di[erent codons and, 
if the base substituted n1atches one of these alternative codons for an a1nino acid, then there will be 

no effect on the proteome of the cell. 

lf the substitution occurs in a non-coding region of DNA, the 1nutation may have a neutral effect on 

the proteome of the cell. However, if the mutation is in a regulatory region that d irects expression 

of a gene, a ,nutation may prevent the expression of the gene and so have a significant effect on 

the proteins found in a cell. Single-nucleotide polymorphisn1s (SN Ps) are also the result of base 

substirution mutations. 

Consequences of insertions and deletions 
Mutations by 1najor insertions, deletions or resulting fran1esbifts increase the likeliJ,ood of 

polypeptides not functioning. T\vO examples are outlined belovv, one o[ an insertion and another or a 

deletion, \vhich shov,, the results or these 1nutations. 

■ Insertion: effect on trinucleotide repeats of the HTT gene 
Insertions can resulL in repeating base sequences of three nucleotides, expanding trinucleotide 

repeat sequences. These are kno\.vn as Lrinucleotide repeat disorders. Trinucleotide repeat 

disorders are caused due LO an abnormal nurnber of Lriplet repeat sequences either in the coding or 

non-coding regions of the genome. 1-luntington's disease is an example of this type of disorder. 

Huntington's disease is caused by an abnormality in the HTT gene. The HIT mutation that causes 

Huntington's disease involves a DNA segn1ent called a CAG trinucleotide repeat. This seg1nent 

is made up of a series of three DNA bases (cytosine. adenine and guanine) that appear mukiple 

times in a row. Nonnally, the CAG segn1enr 1s repeated 10 to 35 t1n1es ,v1thm the gene. Repeating 

segn1ents can have a beneficial effect on brain development; more frequent repeats are associated 
,vitb higher cognitive function. Hovvever, mutation leading to expansion of the trinucleotide repeats 

beyond 39 leads to Huntington's disease - a neurodegenerative disorder (Figure Dl.3.1). The disease 

rakes the form of progressive mental deterioration, acco1npanied by involuntary 1nuscle 1nove1nents . 
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■ Figure D1.3.1 Huntington's disease is a neurodegenerative disorder caused by 
multip le insertions of a trinucleotide repeat sequence (CAG) 

Link 
T- lymphocyt es are 
covered in Chapter 
C3.2, page 523. 

Hun[ing[on's disease is extremely rare (1 case per 20000 live births). lt is caused by a mu[ated 

dominant allele (see Chapter D3.2, page 732). The symptoms usually do not appear until the affec[ed 

person is 40-50 years old, by which [ime they- unaware of the presence of the disease -may have 
passed on the dominan[ allele to their children. In a pedigree chart (see Chap[er D3.2, page 741) of a 

family \vith Huntington's disease. the condition rends to occur in one or more members of the family 
in every genera[ion - a characteristic due to a dominant allele (page 728). 

@ firoK 
A simple blood test is all that is needed to find out if a person has the mutated dominant allele that 
will lead to Huntington's disease. Is this knowledge desirable? It would allow a person to prepare 
for the onset of the disease and may be relevant to their decision of whether to have children. 
However, the knowledge might be very distressing to someone who discovers that they have an 
ultimately fatal disease. The development of our understanding of genetics means that this type 
of knowledge of what will happen to us in the future might become far more common. Is this 
knowledge good for us? 

■ Deletion: delta 32 mutation of the CCR5 gene 
The delta 32 1nutation of the CCR5 gene is an exan1ple of a deletion 1nutation. People ,vho have two 

copies of the delta 32 n1utation (i.e. a copy of the allele has been received fron1 both parents) are less 

susceptible to HIV-1 infection. 

The deletion mutation prevents the functional expression of the CCR5 protein co-receptor normally 

used by HJV-1 to enter CD4+ T-cells (page 530). T-cells (T-lyrnphocytes) are ,vhite blood cells 

processed by the thymus and responsible for cell-mediated immunity (page 523): CD4+ T-cells 

are the type oflyrnphocyte that is infected by HIV. The HIV can no longer bind to this co-receptor 

and so cannot efficiently enter cells (Figure D1 .3.2). The CCR5 mutation does not lead to complete 

resistance, although it does significantly lessen the likelihood of infection. The virus can use 

alternative, less-efficient co-factors to enable infection to occur. That has not stopped interest in 

using this observation as a possible effective therapy or preventative 1neasure. 
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3 Explain, using 
an example, the 
consequences 
of an insertion 
mutation. 

♦ Mutagen . an 

agent that causes gene 

mutat ions; anything 

that causes a mutation 

may ca use a cancer, 

such as chemicals in 

tobacco smoke, X-rays, 

short-wave UV light and 

some vi ruses. 

• 

C D4+ T-cells 

CCRS receptor 

With CCR5 
To enter cells, one 
thing that most 
HIV strains must 
do is bind to 
CCRS, a molecule 
that protrudes 
from the cells' 
surface. 

Without CCR5 
Some people are born 
w ith a mutation that 
prevents CCRS from 
appearing on their 
cells. making them 
resistant to HIV. 
Some experimental 
gene therapy 
approaches aim to 
mimic this mutation 

-- in AIDS patients. 

■ Figure D1.3.2 The delta 32 mutation of the CCRS gene changes the 
shape of the CCRS receptor protein on the surface of the white blood cell 
(CD4+ T-cells), so HIV can no longer efficiently bind and infect the cel l 

Scientiscs believe that the CCR5 delta 32 mutation existed as muc.h as 2500 years ago but occurred 

only rarely (approximately in 1 out of every 20 000 Europeans). Today, the mutation is rnuch more 

common, occuning in l in 10 people. Sc1endscs think that a ,1Jra\ disease provided the selection 

pressure needed to increase the frequency of the mutation over ti1ne. In humans, cer[ain populations 

have inherited the delta 32 mutation, resulting in the genetic deletion of a portion of the CCR5 gene. 

leading to a conformational change that means it no longer binds to the 1-ilV virus. 

Causes of gene mutation 
A factor capable o[ causing a n1uration is called a mutagen, and its effects are described as 

'01utagenic'. These factors are identified and defined in Table 0 1.3.1. 

■ Table D1.3.1 Principal f actors that can increase mutation rates and t he likelihood of cancer 

Ionising Ionising radiation includes X-rays and radiation (gamma rays, a particles, f3 part icles) from 
radiation various radioactive sources. These may trigger the formation o f damaging ions and radicals 

inside the nucleus, leading to the break-up of the DNA. 

Non-ionising Non-ionising radiation includes UV light This is less energetic and therefore less penetrat ing 
radiation than ionising rad iation but, if it is absorbed by the nitrogenous bases o f DNA, may modify 

them - causing adjacent bases on the DNA strand to bind to each other instead of blnding 
to their partner on the opposite strand (thymine dimers - see page 19). 

Bacterial Some speci fic bacterial in fections can trigger cancers, for exarnple Helicobacter pylori can 
infection cause stomach cancer. 

Chemicals Several chemicals that are carcinogens are present in tobacco smoke. Also, prolonged 
exposure to asbestos fibres may trigger cancer in the lining of the thorax cavity (pleural 
membranes). The harm usually becomes apparent only many years later. 

Virus A specif ic virus infection, such as w ith hepatitis B and C viruses. human papillomavirus (HPV) 
infection and HIV, may t rigger DNA mutations. The HPV mutation 1s the result of insertion of par t o f 

the virus genorne in to that of the host. The virus genes produce proteins that alter the cell 
cycle controls and so lead to uncontrolled replication of the cells. 

As ,vell as by mutagens, mutation can be caused by errors in DNA replication or repair. DNA 

polymerase has a role in 'proofreading' during DNA replication, to ensure that the base code is 

copied correctly. Any n1istakes lead to the error being rernoved. It is estimated chat, in eukaryotes, 

DNA polyrnerases make errors approximately once eve,y JO+- J05 nucleotides copied. This means 

that each tin1e a diploid n1an1n1alian cen replicates, between .lOOOOO aod l 000000 polymerase 
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II Outline three 

external causes of 
DNA mutation. 

pyrimidines 

H- N 

o=l I 
7 
H 

errors occur. Most of these are corrected, but when Lh is mechanism fails, a mutation occurs. 

When the e1Tor occurs in a coding sequence of DNA, a gene mutation rnay occur, ,vb1cb can lead to 

a change in the protein synthesized. 

Randomness in mutation 
Mutation is a random process. Mutations are n1ore likely to occur at certain rimes in the cell cycle 

than at other tilnes, such as during DNA replication. Certain conditions or che1nicals may cause 

change to the DNA sequence of bases (page 640). It is iln portant to note that, alt hough 1 here are 

artificial ways of increasing the chance of mutation, there is no kno,vn natural mechanism for 

1naking a deliberate change to a particular base with 1 he purpose of changing a trait. Evolution by 

natural selection is a p rocess that selects favourable alleles that have been generated by random 

1nutation, rather than created by a deliberate mechanism with in the nucleus of a cell. 

There are c,vo types of DNA substitution mutations (figure Dl.3.3). 

purines 
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I thymine) transversions 
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Transitions are svvaps ben,veen bases o[ similar shape, so bet\veen adenine 

and guanine, the r,vo-ring purines. or bet\,veen cytosine and thymine, tbe one

ring pyri1nidines. Transversions are svvaps benveen a purine and a pyrimidine 

base. Transition n1utations are more com1non because they keep the sa1ne ring 
shape and, therefore, overall snucture ,vhen bases fonn complementary pairs. 

In addition, a·ansitions are less likely to res ult in amino acid subsututions (due 

to the degeneracy of the genetic code, page 620). They are therefore more likely 
to persist as 'silent substiru tions' ,vi.th no phenotypic effect 0.e. no changes 

transitions 

pyrimidines 
NH2 

7 

o=l I 
7 
H 

I cytosine ) 

transitions 

transvers1ons 

I adenine< 

in the physical a·aits of the organism) in populations as single-nucleotide 

polymorphisms (SNPs). Not all SNPs are rransitions though. 

The most co1nmon mutations are at the sequence CG (often ,vritten as 

■ Figure D1.3.3 Diffe rent t ypes of substit ut ion 
mut at ions: t ransversions a re between d iffe re nt 
t ypes of base (purines and pyrimidines), while 
transitions a re between t he same type of base 

CpG, i.e. ,.vith a phosphate in betvveen). The proofreading process is 'blind' 

to the location of the bases it is correcting, vvhich raises the question as to 

why these sequences are often n1utated. CpG couplets are n1ore <lifficult to 

co1Tect because both C and G involve three hydrogen bonds to pair vvitl1 the 

base on the opposite strand, which 1neans that this region of DNA is more 

strongly held together than if it ,vas c,vo purines side by side or a purine 

and a pyrim id ine. Regions rich in CpG are often h ighly 1nethylated , making 

proofreading a bit more difficult. 

I Ink 

For HL students, 
methytation as an 
ex-ample of epigenetic 
tagg ing is discussed 
in Chapter D2. 2, 
page 673 . 

5 Explain why 
some bases have a 

higher probability 
of 1r1utating than 
others. 

r,1"1 f I 

Environmentally induced mutations due to exposure to a mutational stimulus are biased because of 
the relative likelihood of exposure to specific stimuli, so they are not all equally likely, 

Mutations are not randomly distributed in geno1nes as n1ay be CJ\1)eCted . There are 'hot spots' o [ 

,nutation. Possible reasons for this include: 

• variations in the superstrucnire of DNA ('DNA supersu·ucture' refers to large-scale 
organizational structures ,vithin chromosomes, such as seginenrs of code that can be tens of 

n1illions of nucleotides long) 

• regions ,.vhere. accessory proteins are less com1non, leading to an increased localised error rate 

that exceeds the correction rate. 
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♦ Germ cell: a 
reproductive cell of 

t he body. 

Link 
For HL students, 
tumours and cancer 
are discussed in 
Chapter D2.1 , 
page 667. 

6 Distinguish 

between the 
effects of mutations 
in germ cells and 
somatic cells. 

Link 
Variation between 
organisms as a 
defining feature of life 
is covered in Chapter 
A3.1, page 102; 
evolution as change 
in the heritable 
characteristics of a 
population is covered 
in Chapter A4.1, 
page 138. 

Link 
Natural selection 
is covered in detail 
in Chapter D4.1, 
page 779. 

7 State the original 
source of all 
genetic variation. 

ConceRt: 
t:iange 

Mutation leads to 
variation within a 
population. This 
variation is the basis 
for selection. 

• 

Consequences of mutation in 
germ cells and somatic cells 
Mutations occurring in ovaries or testes (or anthers or embryo sacs of Ilo,vering plants) are called 

germ line mutations. Since these mutations occur in germ cells that give rise to gan1etes, they may 

be passed to the offspring. These can result in inherited diseases, for exan1ple Huntington's d isease 

(page 638). 

Mean1vhile, mutations that occur in body cells of multicellular organisms (somatic mutations) are 

only passed on to the immediate descendants of those cells, and they disappear 1vhen the organism 

dies. Ne,v mutations acquired during the lifetime of an individual in somatic cells are not heritable. 

Such mutations can lead, ho,vever, to cancers (see Chapter D2.l, page 667). 

Mutation as a source of genetic variation 
In Chapter A3.l, ,ve saw that variation bet\veen organisms is a defining leature of life, with no t,vo 

individuals identical in all their traits. The original source of all genetic variation is gene mutation. 
Alleles, ,vhich are different versions of the same gene (Chapter Al .2, page 21), are created by random 

mutations in genes. Many mutations, if they affect part or the non-coding region of a chromosome, 

are neutral and have no phenotypic effect. Other mutations may be harmful (e.g. sickle cell anaemia, 
page 623). Ho,vever, mutations are essential in the long term for evolution by natural selection 

(Chapter 04.1). Because all individuals in a population are different, changes to the environment can 

lead to some having a selective advantage, 1,vith increased chance of survival, leading ultimately to 

changes in the gene pool of a species. If reproductive isolation occurs (Chapter A4.l, page 149), 

speciation can take place. 

■ Figure D1.3.4 Variation in the colour and patterning of ladybird 
beetles - the result of mutat ions over many generat ions 
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How might the context 

in which knowledge 

is presented influence 

w hether it is accepted 

or rejected? 

A genetics test 

prescribed by a 

doctor may be more 

acceptable to an 

individual or society 

than one bought over 

the counter. Why 

would this be the case, 

if the genetic tests are 

identical? 

♦ Gene knockout 
(KO): technique that 
produces a genetically 
engineered organism with 
one non-functional gene, 
allowing researchers to 
investigate t he f unction of 
that gene. 

♦ Mutant: organism 
with altered genetic 
material (abruptly altered 
by a mutation). 

~ ;,tt• ,,.~ I .,.,.ipnrp. t:;I nha• - ::or+ r,I c;rien,;:cp 

Predictive genetic tests can provide consumers w ith knowledge of their health status and potential 

future health and disease risk, as well as providing commercial opportunit ies. 'Over-the-counter' and 

mail-order genetic tests are now available. However, this information could be problematic without 

expert interpretation. Issues associated with these tests include: 

Regulation of testing companies is currently lacking. 

This type of genetic testing cannot tell definitively whether an individual w ill or will not get a 

particular disease. Results often need to be confirmed with genetic tests carried out by a doctor 

or nurse. 

Tests may not be available for the health conditions that are of interest to an individual. 

They only test for a subset of variants w ithin genes, so disease-causing variants can be missed. 

Unexpected information about the health of an individual may be stressful or upset ting. 

Test are carried out outside of a healthcare clinic, and so individuals are often not provided w ith 

genetic counselling. 

Individuals may make important decisions about disease treatment or prevention based on 

inaccurate, incomplete or misunderstood information from test results. 

To address some of these issues, the sale of genetic tests to individuals can be made subject to 
ethical guidelines, for example to protect vulnerable groups. 

Gene knockout 
Gene knockout (KO) produces an organism \Vir.h one non-functional gene, alJo\ving researchers to 
investigate r.he function of that gene. The technique is used on model organisms. A model organism 
is a non-human organism that can be used ro understand simple and complex biological funcr.ions. 
One model organism used for gene knockout is r.he mouse (lvlus n1usculus). Researchers knock out or 
destroy the function of a particular gene (usually by incroducing a deletion) and observe the effect on 
the phenotype. 

The gene knockout technique has been used to create the p53 I<O mouse, vvhich has a mutated 
version of the p53 gene. Normally, the p5.3 gene directs the synthesis of a protein that regulates the 
cell cycle. When the protein is absent, tun1our cells are created, increasing the risk of bone and other 
cancers in mamn1als. 

Another remarkable exan1ple of this technique is the 
Methuselah KO 1nouse; increased longevity is shown in these 
mutants, allo\.ving researchers to study the complexity of aging 

and potentially leading to prevention of human aging diseases 
and better treatments. As shown in Figuie Dl.3.5, the obese 

KO 1nouse can give insights into the metabolic disorders that 
are involved in obesity in humans. 

■ Figure 01 .3.5 A mouse that has a knockout gene (left) 
compared with a normal mouse (right); the mouse with 
the knocked out gene showed an increase in body fat and 
developed metabolic-related disorders, leading to obesity 

Follo\ving the development of the gene knockout cechnique, 
the 7007 Nobel Prize in Physiology or Medicine was a1vardecl 
to three scientists: Mario R. Capecchi (Italy), Marcin]. Evans 
and Oliver Smithies (both UK). There is nov.r a library of 
knockout organisms for some species that are used as models 
in research (see next section). 

B Define the term 
gene knockout. 

Dl .3 Mutation and gene editing 



(e Common 
mistake 
Many people have an 
Idea of why model 
organisms are used, 
but few can outline the 
benefi ts clearly. Make 
sure you know why 
each model organism 
is used in scientific 
investigations (see 
Table D1 .3.2). 

♦ CRISPR sequences: 
sequences in the 
genornes of some 
prokaryotes that act as 
a genomic record of 
previous vrral attack. 

♦ Cas9 enzyme: a 
bacterial endonuclease 
that forms a double-
str and break in DNA at a 
specific target site within 
a larger recognition 
sequence . 

• 

■ Model organisms are useful for studying gene function 
The ,vay in which a gene controls a function can be studied using model organisn1s. enabling 

researchers co then apply the findings to ocher organisms, such as hun1ans. These n1odel organisn1s 
can range fro1n bacteria, such as Eschedchia coli (E. wli) , to n1a1nmals, such as tl1e mouse (Ivlus 

,nuscu/11s). Son1e plane models, for exan1ple Arabidopsis thaliana, are ,videly used for investigating 

crops and other plants. 

lt is the universality of the genetic code and cornrnonality of the basal biological processes performed 

by a]rnost all living organisn,s, such as oxidative phosphorylation during aerobic respiration, that 

make the use of n,odel organisms possible. Studies, perforiTJed in vivo using model organisms, such as 

gene knockout, are extremely valuable as they can predict similar effects in closely related organis1ns, 

■ Table D1.3.2 Some of the most common model organisms used 

Name and type of organism Example of its use 

Caenorhabditis nematode (soil understanding organ development and programmed cell 
e/egans (C. elegans) roundworm) death (apoptosis) 

Drosophila insect (fruit fly) a high homology with human cells means that the fru it fly 
melanogaster is being used to study Parkinson's disease and Alzheimer's 

disease in humans 
Danio rerio vertebrate (zebra embryos are transparent, allowing non-invasive in vivo 

fish) imagery to obtain data about the circulatory system; also 
useful in the understanding of the process of metastasis 

Arabidopsis thaliana angiospermophyte firs t plant to have had its genome sequenced; used in a 
(flowering plant) variety of studies, such as understanding floral production 

and the effects of environmental stress in plants 

Inquiry 1: Exploring and designing 

Exploring; designing 

Research a model organism and how It is used In experimental research . Ensure you 
consult a variety of sources and select suff icient and relevant sources of information. 

Design your own theoretical invest igation using the organism. Which organism have 
you selected and why? In which ways does your organism acts as a model? 

Formulate a research quest ion and hypothesis. State and explain your predictions using 
your scientific understanding. 

Use of the CRISPR sequences and the 
enzyme Cas9 in gene editing 
Prokaryoric cells have a n1echanisn1 to delend then1selves against inJecrion con1parable to, but very 

difterent fro1n, the immune response found in eukaryotic cells. In a prokaryocic cell, the response to 
a ' foreign' invasion is based on a region of DNA sequences called CRISPR, ,vhich stands lor clustered 

regularly interspaced short palindromic repeats. These CRISPR sequences are used tor an i □1111une 

response that protects Lhe prokaryote from bacteriophages (a type of virus that attacks bacte1ial 
cells). Along ,-vilh the CRISPR-associated Cas9 enzyme, bacteria use the sequences co recognize and 

deactivate future invading viruses. 

• When bacteria are infected by a virus, they use tbeir CRISPR system to cul up the invading viral 
DNA and insert pieces ol it (spacers) into their own genotne as a 'me1uory' ol the inJeccion. 
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DNA temp la le 

unwanted 
sequences 

• Bacteria transcribe the space.rs into RNA, \vhich can form a complex with the Cas9 enzyrne. 
These complexes monitor the. cell for any DNA sequence co1nple1nentary to the RNA. When 
DNA seqL1ences co1nple1nentary to the DN1\ are identified, the Cas9 enzyme is activated. 

• lf matching (viral) DNA is encountered, the spacer RNA- Cas9 co111plex binds to it and cuts the 
viral DNA at specific locations to prevent it from repliC'<1ting. This l,alts the viral infection. 

Scientists Errunanuelle Charpentier and Jennifer Doudna were a1varded the Nobel Prize for 

Che.misery in 2020 for their collaborative 1vork 1vitb the CRISPR-Cas9 'genetic scissors', developing 

tbe precise genome-ecliting technology. Th.is \Vas the Eirst time a Nobel Prize had been won by t,vo 

,vomen alone. Scientists can use this technology to ecti t the hun1an geno111e (Figure D1.3.6). 

desired 
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DNA target 
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target sequences I 
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■ Figure 01 .3.6 CRISPR and its application in gene editing 

ATL D1.3A 

Find out about how CRISPR technology can be used Lo treat genellc diseases. Use this weblink as. 
a starting point: 

www.bio-rad.com/en-uk/applicatrons-technologies/crispr-cas-gene•editing-teachfng• 
,esources?ID=Q5810DWDLBV5 

Summarize, in a poster or PowerPoint, how CRJSPR technology can be used to treat genetic diseases. 

The precise specil'icicy of the CRIS PR system oHers many opportunlcies for use in modlfying any 

gene of interest \Vith significantly reduced risk of accidentally affecting otber genes. Researchers are 

looking to CRTS PR as a technique for editing out genetic defects that result in cystic fibrosis, sickle 

cell disease, haemophilia and muscular dystrophy, for exan1ple, as v.rell as for developing more 

targeted and effective cancer treatments. One study sho,vecl tbat adult rats genetically engineered to 
have a genetic form of blindness could be treated using CRISPR gene therapy, ,,;hich means that their 

ofispring would not have the genes that cause genetic blindness. The goal of hutnan gene edlting is 
to remove diseased cells, ·fixed ' (i.e. the genetic 111utation removed and corrected for a code chat is 

functional) using CRISPR technology, and then rerumed to paciencs to r.reat the genetic condition. 

Dl ,3 Mutation and gene edit ing 645 



♦ Genome editing; 
the manipulation of DNA 
by deleting, replacing or 
inserting a DNA sequence, 
with the aim of, for 
example, correcting a 
genetic disorder: 

Genome editing 
changes the 
genetic code of an 
organism. This can 
be used to treat 
genetic disorders. 

That scientists work 
under regulatory 
systems is a 
prime example of 
how knowledge 
communities do not 
exist in isolation. 
Social, political and 
financia l concerns 
can be present in 
the development of 
scientific knowledge 
and can impact on its 
development. The peer 
review of scientific 
research also means 
that scientists work 
within a framework 
that ensures 
collaboration and 
mutual support . 

• 

Genome editing requires bio-molecular tools to speciCically recognize a target sequence on the 
geno1ne and cut it in a precise ·,vay. Cas9 recognizes the target DNA via a guide RNA. Multiple types 
of Cas enzymes are found in nature, bur Cas9 is con1monly used in the laborator)'. Research is being 
carried out to identify and 1nanufacture guide RNA for specific genetic diseases. Scientists have used 
CRlSPR technology to insert particular selected sequences of a genome into the Cas9 protein. 
This allo\vs for adding, replacing and removing genetic sequences fron1 genes, opening many 
opportun ities for research. 

■ Successful use of CRISPR technology: treating sickle 
cell anaemia 

CRIS PR is revolutionizing many aspects of biotechnology, scienri.fic research and genetic disorder 
treatment. Sickle cell disease is a blood disorder that can be difficult to treat effectively (page 623). 

1n an experimental trearment, scienti5ts used CRISPR to edit a gene from a patient's bone marrow so 
the cells \.Voulcl produce foetal haemoglobin - a form of haemoglobin that stops being made shortly 
after birth. By restarung production of foetal haemoglobin, scientists hoped this form of haemoglobin 
could compensate for the sickle-shaped haemoglobin . In one patient, blood tests showed that 
approximately 46°,6 of tlie haemoglobin \Vas foetal haemoglobin and it remained present in 99.7% 

of reel blood cells. Furtl1er samples of bone marro\.v found more chan 81°1o of the cells contained tlie 
generic change needed to produce foetal haemoglobin. This showed the edited cells \Vere continuing 
to survive and function in the patient's body for a sustained period. 

ATL 01.38 

Find out more about CRISPR technology and how it is being used to treat sickle cell anaemia. 
Use this site as a start1ng point: www.synthego.com/crispr•sickle•cell-disease#:-:text= 
Vl, toria%20Gray%20was%20the%20first,without%20any%20major%20side%20effects 

Produce a poster to summarize the key points. What is sickle cell anaemia and what causes this genetic 
disease? What current treatments exist? How can CRISPR technology be used to treat the disease? 

Despite the potential of CRISPR-Cas9 in treating many genetic diseases, the use of CRISPR to 
change genetic traits in humans has raised serious concerns within the scientific community. 
Possible unintended effects include: 

potential off-target mutations (unintended mutations) in the genome; such mutations may 
be deleterious 
the cost of germ line-editing technology is very high, to the extent that only people from rich 
countries might afford it. 

The ease of applying CRISPR has caused worry about the potential misuse of the technology. 
Certain potential uses of CRISPR raise ethical issues that must be addressed before 
implementation, including: 

genome editing in human embryos, which could have unpredictable effects on the future 
generation 
the use of the technology for non-therapeutic modifications, leading to loss of human diversity 
and eugenics. 

Scientists across the world are subject to different regulatory systems. For this reason, there is an 
international effort to harmonize the regulation of the application of genome-editing technologies 
such as CRISPR. 
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♦ Conserved 

sequences: identical 
or similar sequences in 
nucleic acids (DNA and 
RNA), across species 
or a group of species, 
that have remained 
essentially unchanged 
throughout evolution. 

I lnl 
Conserved genetic 
sequences and the 
evidence for the 
evolution of the last 
universal common 
ancestor is discussed 
in Chapter A2.1, 
page 47. 

9 Suggest why 
some genes are 
conserved. 

ATL D1.3C 

Write an essay on one of the following two titles: 
• What measures can be taken to regulate the application of genome editing? 

(Propose specific measures to help regulate the application of genome editing. In explaining 
these measures, include details of the CRISPR-Cas9 technology, its applications, and ethical issues. 
relating to its use.) 

• To what extent should CRISPR technology be encouraged, restricted or prohibited? 
(On a continuous scale from widespread use to total prohibition, choose and define a position. 
In defending that position, use and expla1n details of the CRISPR-Cas9 technology, its 
applications, and ethical issues relating to its use.) 

Hypotheses for conserved or highly 
conserved sequences in genes 
In Chapter A2.1, conserved genetic sequences were identified as a \Vay of providing evidence about 
the structure and function of the first life on Earth (LUCA). Conserved sequences are idenrical or 
sim ilar sequences in nucleic acids {DNA and RNA) across species or a group or species. Highly 
conserved genetic sequences are identical or similar over long periods of evolution. 

Examples of highly conserved sequences include proteins associated with ribosomes, ,vhich are 
organelles present in all domains of life. There are c,vo hypotheses chat explain the mechanism for 
conserved sequences: 
• funccional requirements [or the gene products; highly conserved sequences are usually required 

for basic cellular stability, function and reproduction, and so must be maintained from one 
generation co the next and on mroughout evolutionary history 

• slower rates of 1nucacion man the background 1nucacion rare. 

Research has sho,vn char mutation rare is linked ro the level of gene expression. Highly transcribed 
genes generally shov,, lo,ver mutation rares that less expressed genes. Ir has also been noted char 
the transcribed strand of a gene shows a lo,ver ,nutation rare rhan the non-transcribed strand. 
The in1pact of gene e.,'Cpression on mutation rare 1nay be due to enhanced proofreading and, 
therefore, repair mechanisms for these sections of DNA. 

ln addition to protein coding sequences, tbe geno111e cot1rains a significant an1ounr of regulatory 
DNA (page 626). These non-coding regions contain highly conserved sequences. In vertebrates, 
these sequences are in and around genes that act as developmental regulators. Highly conserved 
regions for transcription factors related ro en1bryonic and subsequent develop1nent is further 
evidence for a co1nmon origin of all vertebrates (see also Chapter r\2.l, page 47). 

How can natural selection lead to both a reduction in variation and an increase in biological diversity? 
• How does variation in subunit composit ion of polymers contribute to function? 
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♦ Parent cell: cell that 
divides to form daughter 
cells by mitosis or meiosis. 

♦ Daughter cells: 
cells produced when a 
eel I div ides by mitosis or 
me1os1s. 

All cells arise from 
pre-existing cells 
via cell division. 
This process allows 
the genetic code, 
which determines 
the structure 
and function of 
the organism, to 
be passed on to 
new cells. 

• 

Guiding questions 

• How can large numbers of genetically identical cells be produced? 

• How do eukaryotes produce genetically varied cells that can develop into gametes? 

--SYLLABUS CONTENTi 

This chapter covers the following syllabus content: 
► D2.1.1 Generation of new cells in living organisms by cell division 
► D2.1.2 Cytokinesis as splitting of cytoplasm in a parent cell between daughter cells 
► D2.1.3 Equal and unequal cytokinesis 
► D2 .1.4 Roles of mitosis and meiosis in eukaryotes 
► D2.1.5 DNA replication as a prerequisite for both mitosis and meiosis 
► D2.1.6 Condensation and movement of chromosomes as shared features of mitosis 

and meiosis 
► D2.1.7 Phases of mitosis 
► D2.1.8 Identification of phases of mitosis 
► D2.1.9 Meiosis as a reduction division 
► D2.1.10 Down syndrome and non-disjunction 
► D2.1.11 Meiosis as a source of variation 
► D2.1.12 Cell proliferation for growth, cell replacement and tissue repair (HL only) 
► D2.1.13 Phases of the cell cycle (HL only) 
► D2.1.14 Cell growth during interphase (HL only) 
► D2.1.15 Control of the cell cycle using cyclins (HL only) 
► D2.1.16 Consequences of mutations in genes that control the cell cycle (HL only) 
► D2.1.17 Differences between tumours in rates of cell division and growth, and in the 

capacity for metastasis and invasion of neighbouring tissue (HL only) 

Generation of new cells in living 
organisms by cell division 
Cell theo,y s taces that all cells arise from pre-e;...isting cells (Chapter A2.2. page 50) Multicellular 

organis1ns begin life as a single cell. ,vhi.ch gro,vs and divides. During gro,vth, this cycle is repeatecl, 

tor1ning many cells. Initially. stem cells can become any other cype of cell, but during embryonic 

development cell specialization occurs (see Chapter B2.3). lt is these cells that eventually make up 

the adult organisn1. In a ll living organisms, a parent cell - often referred to as a 'mother' cell

divides to produce t,vo daughter cells. 

There are two types of cell division - one produces genetically identical daughter cells and the other 
genetically different (varied) cells. Both cypes of cell division will be discussed in this section. 

' 

,ATL 02.1A 

Do cells divide a fixed number of tJmes, or can they do this continually with no set number of divisions? 
Find out about the 'Hayflick limit ', which is the number of tirne$ a normal group of differentiated (i.e. 
specialized) human body cells will divide before cell division stops. Are there exceptions to this 'limit'? 
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♦ Cytokinesis: splitting of cy toplasm 1n a parent 
cell between daughter cells, following the division of 
the nucleus. 

Cytoki nesis 
In cell division, the nucleus and cytoplasm will divide. Division of 

cytoplasm 
divides - :;::=========::-

in-tucking of plasma 
membrane at the 
equator of the cell 

the cytoplasm is kno,vi1 as cytokinesis and follows the fi11al stage of 
nuclear division. During division, cell organelles such as 1nitochondria 
and chloroplasts become distributed evenly between the cells. ln animal 

cells, division is by in-tucking of the plas1na n1e1nbrane at the equator of 
the cell, 'pinching' the cytoplasn1 in half (Figure 02.1.1). A 1ing of actin, 
myosin and other proteins fon11 a 'contractile ring' that pinches the cell 
n1en1brane together to split the cytoplas1n . 

■ Figure D2.1.1 Cytokinesis: the division of the cytoplasm 

In plant cells, the Golgi apparaLus forms vesicles of new cell ,vall 
materials, vvhich collect along the line of the equator of the spindle, 
known as the cell plate. 1-Iere the vesicles combine to form the new 
plasma membranes and cell \Valls beLween the two cells (Figure D2.1.2). 

cytoplasm 

Golgi apparatus secretes s::rt-\\\\\ 
vesicles of wall 
components 

cell plate 
(equator of spindle) 

plant cell after nucleus has divided 

0 

0 .. 

daughter nucleus 

ER secretes vesicles of 
wall-forming enzymes 

vesicles collect at the midhne 
·~ 

then fuse to form cell wall 
layers -t- new cell membrane 

cellulose cell wall 

' 
, 

-~ . daughter 
cells' ' 

-, 
' 

■ Figure D2.1.2 Cytokinesis in a plant cell 

I ink 

Oogenesis is covered 
in detail in Chapter 
D3.1, page 7 1 o. 

Cytokinesis differs between animal and plant cells. Plant cel ls cannot proceed with a cleavage 
furrow because they have a cell wall and animal cells do not Plants must first form a cell plate, 
which divides the old cell into two new ones. Vesicles assemble sections of membrane and cell wall 
to achieve splitting. In an animal cel l, a ring of contractile actin and myosin proteins pinches the cell 
membrane together to split the cytoplasm. 

Equal and unequal cytokinesis 
\AThen cells divide to form new cells in a body tissue, the division of cytoplasm is usually equal, so 
that tvvo daughter cells of equal size are produced (figure D2.1.2). Both daughter cells must receive 
at least one 1nitochondrion and, in plants, a chloroplast. These are the only organelles that can be 
1nade by dividing a pre-existing structure. 

However, in some cases Ll1e division of cytoplasm is nor equal. for example. tn egg production in 
humans, a process kno,V11 as oogenesis, one large egg (ovum) is formed as ,veil as several small cells 

rhat do nor go forv,1ard for fertilization. Oogenesis begins in rhe ovaries of the foetus before birth, but 

D2.7 Cell and nuclear division 



I Explain why 
some cell divisions 
produce cells that 
are unequal in size. 

primary @ 
oocyte 

secondary .r.-~-J . 

oocyt(g) a polar 
body 

r½r½ 
@oo o 
ovum 

■ Figure D2.1.3 The 
unequal division of 
the cytoplasm ln 
human oogenesis 

• Mitosis: nuclear 
division in which the 
daughter nuclei have 
the same number of 
chromosomes as the 
parent cell. 
♦ Meiosis: nuclear 
division with daughter 
cells (gametes) containing 
half the number of 
chromosomes of the 
parent cell. 
♦ Diploid: cells with 
nuclei containing two sets 
of chromosomes. 
♦ Haploid: cells with 
nuclei conta1n1ng one set 
of chromosomes. 

the final development of oocytes is only co1npleted in adLLlt life. An oocyte is an imn1ature egg cell 
(ovum) When a primary oocyte divides, the cytoplasmic division that (ollo,vs is unequal, forming a 
ti11y polar bo<ly and a secondary oocyte. Sirnilarly, \vhen the secondary oocyte divides, another polar 
body is formed (Figure 02.13). 

The polar bodies degenerate, and Lheir cytoplasm and cellular conLents are absorbed by r.he firial 
ovum. This means that one large egg is formed rar.her than four smaller structures. The ovum needs 
a large cytoplas1n co provide nuLrienLs and energy for the gro\ving embryo. 

ATL 02.18 
' 

Yeast, a single-celled fungus, also divides by unequal div1s1on of the cytoplasm. Cell division in 
yeast is known as budding. Find out about budding in yeast, and the reasons why cytokinesis 
forms daughter cells that are unequal tn size. 

Roles of mitosis and meiosis in eukaryotes 
·oivisions or the nucleus occur by a very precise process, ensuring rhe con·ect distribution of 
chromosoines bet\veen the new cells (daughter cells). Nuclear division mL1st happen before cell 
division to avoid production of anucleate cells (cells ,vit.hout a nucleus). l f nuclear division does not 
take place, one daLLghter cell would have a nucleus and the other \voukl not. 

There are two types of nuclear division: mitosis and meiosis. Both produce daughter cells from a 

parent cell. The nun1ber of cells produced and the fom1 of genetic material varies beCTveen mitosis and 
meiosis, as ,vill be clisc~1ssed later in Lhis chapter. Mitosis maintains me chromosome number and 
genome of cells, v,rhereas meiosis hah1es the chromosome number and generates genetic diversity 

Ln n1itosis, the daughter cells produced have the san1e nu1nber of chron1osomes as the parent cell, 
typically nvo of each type, ki10,v11 as the diploid (2n) state. Mitosis is the nuclear division that 
occurs \vhen an organis1n grows, ,~,hen old cells are replaced, and \vhen an organisn1 reproduces 

asex'Ually. Mitosis is explained on page 653 in tbis chapter. 

fn meiosis, the daughter cells conLain half rhe nu,nber of chromosomes of rhe parenL cell. That is, 
one chromoso1ne of each type is present in rhe nuclei formed; 1 his is kno,vn as the haploid (a) state. 
Meiosis is the nuclear division that occurs when sexual reproduction occurs, normally during rhe 
formation of 1 he gametes. 

The differences bet,veen mitosis and n1elosis are su1nmarized in Figure D2.l.4. 

Mitosis and meiosis only occur 1n eukaryotes. Prokaryotes divide by a process called binary fission. 
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2 Suggest why tt 
is essential that 
nuclear division is a 

. 
precise process. 

♦ lnterphase: the period 
between nuclear divisions 
when the nucleus controls 
and directs the activity 
of the cell and replicates 
chromosomes. 
♦ Chromatid: one 
of two copies of a 
chromosome after it 
has replicated, joined 
together at a centromere. 
♦ Centromere: 
constriction of the 
chromosome, the region 
that becomes attached 
to the spindle fibres 
during nuclear division. 

Linl 

For HL students, the 
details of interphase 
are on page 665. 

For new cells to 
form, DNA must 
first replicate so 
that copies of the 
genome can be 
sent into each new 
cell. In this way, the 
genetic code of an 
organism continues 
into new cel ls. 

mitosis 
nuclear division by mitosis (replication) 
occurs when organisms grow and develop, 
and tissues are repaired or replaced 

two cells are formed, each with nuclei 
identical to that of the parent cell - diploid (2n) 

meiosis 
nuclear division by meiosis (reduction division) 
occurs when sexual reproduction occurs (e.g. when 
gametes are formed in mammals and plants} 

r,,. 

four cells are formed, each with half the 
chromosome nurnber - haploid (n) 

■ Figure D2.1.4 Mitosis and meiosis - the sTgnlficant differences 

DNA replication as a prerequisite 
for both mitosis and meiosis 
DNA replication occurs in a stage of rhe cell cycle called interphase. The process produces double.

stranded chromosomes. Each strand is called a chromatid. Chromatids are held together by a 

centromere: a specialized DNA sequence that can be seen as the constricted region of a 
chromosome (Figure D2.l.5). During nuclear division, each of the sister chromatids separate and 

move into different cells. 

chromosome 
consisting 

of one 
chromatid 

duplicated 
chromosome 

I 
sister 

chromatids 

centromere 

I I 
daughter 

chromosomes 

■ Figure D2.1.5 Changes in chromosomes during interphase and mitosis (nuclear division) 

(e Common mistake 
To avoid confusion in terminology, you should refer to the two parts of a chromosome as 
sister chromatids while they are attached to each other by a centromere in the early stages of 
mitosis. Once the chromatids have been separated into separate cells, they can be referred to as 
distinct chromosomes. 
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♦ Histone: protein 
(rich in the amino acids 
arginine and lysine) that 
forms the scaffolding 
of chromosomes and 
is used in chromosome 
condensation to form 
nucleosomes. 
♦ Nucleosome: the 
basic unit of eukaryotic 
chromosome structure 
consisting of a ball of 
eight histone rr1olecules 
wrapped about by two 
coils of about 220 base 
pairs of DNA. 

♦ Supercoiling: form 
of DNA in which the 
double helix is further 
twisted about itself within 
nucleosomes, form ing a 
tightly coiled structure. 

11 1k 
For HL students, 
nucleosome structure 
is covered in Chapter 
A1.2, page 26. 

■ Figure 02.1. 7 The 
packaging of DNA in 
the chromosomes 

Condensation and movement of chromosomes 
as shared features of mitosis and meiosis 
The total length of the DNA in all 46 human chromosomes is over 21n. Each chromosome contains one 

very long DNA 111olecule. A typical chron1osome of 5µ111 length contains DNA that is approxi1nately 
50n1m long, ,vhich means that about 50000µ1n of DNA is packed into 5µ111 of chI01noso1ne. Today 
,ve kno,v that, ,vhile some of the proteins of the chro1noson1e are enzyn1es involved in the copying and 
repair reactions of DNA, the bulk o[ chron1oso1ne protein has a support and packaging role for DNA. 

DNA in the nucleus is packaged \vith proteins in a complex known as chro1natin. Flere, the 
much-coiled DNA double helix of each chromosome is looped around histone protein beads 
(nucleosomes, Figure D2.1.6). Hisrones are one sort of packaging protein. Histones are a basic 
(positively charged) protein containing a high concentrarion of amino acid molecules ~1ith additional 
basic funct ional groups (-NH), such as lysine and arginine. These hisrones occur clumped together, 
and provide support to 1:he lengths of the DNA double helix that occur ,,.,rapped around them. giving 
the appearance of beads on a thread. The 'bead rhread' is itself coiled up, forming the chromatin 
fibre. The chromatin fibre is again coiled, and rhe coils are looped around a 'scaffold ' protein fibre, 
made of a non-histone protein. This whole structure is folded again (supercoiled) into the much
condensed meraphase chromosome (Figure D2.1.7). 

part of a superco1led DNA strand 
looped around histone proteins 
forming t ightly packed 
nucleosomes ~ 

tightly packed nucleosomes -
transcription enzymes are excluded 

loosely packed nucleosomes 
follov,1ing acetylation - transcription 
enzymes have access to DNA 

-----

acetyl group
(-( OCH,) 

core o'f each nucleosome 
(8 tightly packed histone 
molecules forming a 
bead-like structure) 

DNA strand 

the double helix of DNA 

■ Figure 02.1.6 Histone prot eins forming tight ly packed nucleosomes 
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Chromoson1es are n1ovecl during cell division using tnicrotubules and 111icrotubule n1otors. 
Microtubules are cytoskeletal fibres thar are able to lengthen and shorten by polymerization and 
depolymerization of tubulin (Chapter A2.2, page 72). The n1ovement o[ chromosomes during 
cell division is achieved by the lengthening and shortening of microtubules. The moven1ent of 
chromosomes is facilitated by motor proteins (Chapter A2.2, Figure A2.2.25, page 73) carrying them 
along the n1icrotubules to the 1niddle of the cell. ready [or nuclear division 

(@fn 'PQJC 

3 Suggest a main 
advantage of 
chromosomes 
being 'supercoiled' 
during metaphase 
of ITl itosis. 

You need to know 
the names of the 
phases of mltosis and 
how the process as a 
whole produces two 
genetically identical 
daughter cells. 

♦ Prophase: first stage 
,n nuclear division, mitotic 
or meiotic, where the 
chromosomes condense. 
♦ Metaphase: stage in 
nuclear division (mitosis 
and meiosis) in which 
chromosomes become 
arranged at the equator 
of the spindle. 
♦ Ana phase: stage in 
nuclear division where 
chromosomes move away 
from one another to 
opposite poles of the cell. 
♦ Telophase: a phase 
in nuclear division when 
the nuclear membrane 
re-forms around daughter 
cell nuclear materia I. 

In 1922 the number of chromosomes counted in a human cell was 48. This remained the 
established number for over 30 years, until 1956 when Joe Hin Tjio and Albert Levan published a 
paper in which they proposed that the nu1nber of human chromosomes was 46, not 48. Why are 
we slow to change our beliefs? How can we judge when evidence is adequate? 

Phases of mitosis 
\/\Then cell division occurs, the nucleus divides first. In mitosis, the chromosomes, present as the 
chromatids fom1ed during the interphase part of the cell cycle (see page 665, HL only), are 

separated, and accurately and precisely distributed to t\VO daughter nuclei. Each of the daughter cells 
are identical to each other and to the parent cell. 

Here, mitosis is presented and explained as a process in rour phases (figure D2.1.8), but rernembe.r 
this is for convenience of description only. Jvlicosis is a continuous process ,vith no breaks betvveen 
the phases. 

You can follow the events oj-n1itosis in Figure D2.1.8. 

• In prophase, the chromoson1es become visible as long thin threads. Now, they increasingly 
shorten and thicken by a process of supercoiling. You can see an electron micrograph oI a 
supercoilecl chromosome in Figure D2.1.7. lt is only possible to see at the encl of prophase that 
chromosomes consist of two chromatids held together at the centromere. At me same time, the 
nucleolus gradually disappears and the nuclear membrane breaks do,vn. 

• In metaphase, the centrioles n1ove to opposite ends of me cell. Microtubules in the cytoplasm 
start ro forn1 into a spindle, radiating our from the cenrrioles (Figure D2 1.8). Microtubules 
anach to the centromeres of each pair of chromaticls, and these are arranged at the equator of the 
spindle. (Note that, in plant cells, a spindle of exactly tl1e sa1ne structure is formed, but 1;vithout 
the presence of the cenrrioles.) 

• In anaphase, the cenrromeres divide, the spindle fibres shorten and the chromaticls are pulled by 
their centromeres to opposite poles. Once separated, the chromatids are relerrecl ro as chron1osomes. 

• In telophase, a nuclear membrane reforms around both groups of chromosomes at opposite 
ends of the cell. The chromosomes deconclense by uncoiling, becoming chromatin again. 
The nucleolus reforms in each nucleus. Interphase follows division of the cytoplasm. 

( • Common mistake 
To avoid confusion in terminology, you should refer to the two parts of a chromosome as 
sister chrornatids while they are attached to each other by a centromere in the early stages of 
mitosis. Once the chrornatids have been separated into separate cells, they can be referred to as 
distfnct chromosomes. 
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For simpl icity, the drawings 
show mitosis in a cell w ith 
a single pair of homologous 
chromosomes. 

cytoplasm 
divides -~=========:: 

spindle 
disappears 

• 

chromosomes 
uncoil --,...~o ~;!:---.,. 

~~ 

' ' 

nucleolus and 
nuclear membrane 
reappear 

centromeres divide 

' ' ' 

chromatids 
pulled apart 

' 
' 

by microtubules 

■ Figure D2.1.8 Mitosis in an animal ce ll 

cytokinesis 

telophase 

anaphase 

plasma 
membrane 

prophase 

metaphase 

interphase 

nuclear 
'----I- membrane 

pair of 
10-----lL centrioles 

Chromosornes are shown here as divided into 
chromatids, but this division is not immediately visible. 

centrioles 
,..---- --+~duplicate 

nucleolus 
disappears 

chromosomes 
condense, and 
become visible 

3D view of spindle 
centrioles 
at pole 

~ 7 microtubule 
fibres 

nuclear 

spindle forms 
membrane 
breaks down 

...-;i-----....... 
oo 

,~', 1'~ .. ,,, ,,., ,, 
, ' \ \ ' ,,,,,, , 

f I I \ \ 
I I I \ \ 
I I \ \ \ 
I I I \ 

' ' ' ' ' ' ' ' ' 

chromatids joined 
by centromere 
and attached to 
spindle at equator 
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Identification of phases of mitosis 

Tool 1: Experimental techniques 

Preparation of temporary mounts 

Observing chromosomes during mitosis 

After looking at the photos and diagrams in 
Figure D2.1 . 8, apply your knowledge by identifying the 
phases of mitosis in cells viewed with a microscope. 

Act ively dividing cells, such as those at the growing 
points of the root tips of plants, include many cells 
undergoing mitosis. This t issue can be isolated, 
stained with an orcein ethanoic (acetic orcein) stain, 
squashed, and then examined under the high-power 
lens of a microscope. Nuclei at interphase appear 
red-purple with almost colourless cytoplasm, but the 

growing roots 1 the tip of a root 
(5 mm only) cut off 
and retained 

onion bulb 2 t ip transferred to 
a watch glass 

roots 
--1-water 

~ beaker 

growing cells 

""----- region of cell division 

---root cap 

root tip in LS (LP) 

6 additional drops of stain added 
followed by a cover slip 

root tip 

chromosomes in cells undergoing mitosis will be visible, 
rather as they appear in the photomicrographs in 
Figure D2.1.8. The procedure is summarized in the flow 
diagram in Figure D2.1.9. From the resulting temporary 
slides, the proportion of cells with nuclei at any stage 
of mitosis can be observed. 

Produce a stained slide of a root tip squash, or other 
growing region of a plant. Identify cells that are 
undergoing mitosis and draw the position of the 
chromosomes in these cells, identifying which stage of 
mitosis you can see. 

You could also go on to try identifying the phases of 
mitosis in diagrams or micrographs of cells. 

3 30 drops of acetic orcein 
stain added, with 3 drops 
of hydrochloric acid (cone) 

s tissues transferred to a 
microscope slide and root Hp 
cells gently teased apart with 
mounted needles 

4 gently heated for 3- 5 
minutes using a steam bath 
(or hot plate or by passing 
through a low Bunsen flame) 

1 if excess evapora.tion 
I , occurs, more stain 

added 

-& 
heat 

8 the slide e)(amined 
under the high-power 

7 tissue flrmly squashed by 
-----!►► 'thumb pressure' - avoiding 

lateral movements 

objective of the -----
microscope 

■ Figure 02.1.9 The orcein ethanoic stain of an onion root tip squash 

D2.1 Cell and nuclear division 



r;:., T.-. inl 

When drawing the 
stages of mitosis, 
make sure you show 
a membrane (intact 
or disappearing) in 
prophase, the number 
of chromosomes 
changing during 
the different stages, 
and the movement 
of chromosomes 
(not chromatids) in 
anaphase. Make sure 
diagrams are large 
enough so that their 
structures are distinct 
and easlly labelled. 

~ Distinguish 

between the 
terms haploid and 
diploid. 

♦ Bivalent: a pair of 
duplicated homologous 
chromosomes, held 
together by chiasmata 
dunng meiosis. 
♦ Chiasma (plural. 
chiasmata): site of 
crossing over (exchange) 
of segments of DNA 
between homologous 
chromosomes 
during meiosis. 
♦ Crossing over: 
exchange of genetfc 
material between 
two homologous 
chromosomes 
during meiosis. 

• 

4 Using slides they had prepared to observe chromosomes during mitosis ,n a plant root 
t ip (Figure D2.1.9), five students observed and recorded the number of nuclei at each 
stage in mitosis in 100 cells as shown in the table below. 

Number of nuclei counted 

Stage of mitosis Student 1 Stude nt 2 Student 3 Student 4 Student 5 

prophase 64 70 75 68 73 

metaphase 13 10 7 11 9 

anaphase 5 5 2 8 5 

telophase 18 15 16 13 13 

a Calculate the mean percentage of dividing cells at each stage of mitosis and present 
your results as a pie chart. 

b Assuming that mitosis takes about 60 minutes to complete in this species of plant, 
deduce what these results imply about the lengths of the four steps. 

Meiosis as a reduction division 
Meiosis involves t\vo divisions of the nucleus, knovm as meiosis l and meiosis II. The parent cell is 
diploid, and n,eiosis produces daughter cells that arc haploid. Flgure D2.1 .10 sh.o,vs the stages of 
rneiosis - refer to this as you read through the text below. 

Asin mitosis, chro1nosomes replicate 10 form chromatids duringinterphase before meiosis 
occurs. Then, early in meiosis I, homologous chromosomes pair up. By Lhe end of n1eiosis I, 
homologous chromosomes have separated again, but me chromatids they consist of do not separate 
until meiosis IL Thus, meiosis consists of c,vo nuclear divisions but only one replication of 
the chromoso1nes. 

In the interphase (page 665) that precedes 1neiosis, the chromosomes are replicated as chron1atids. 
but between n1eiosis I and II there is no further interphase, so no replicanon of the chromosomes 

occurs during meiosis. 

As 1neiosis begins, the chromoson1es become visible. The parent cell is diploid, containing 
homologous pairs of chromosomes. The homologous chromoso1nes pair up. (Reme1nber, in a diploid 

cell each chromosome has a partner chat is the same length and shape and v.ri.th the sa1ne linear 
sequence o[ genes. Lt is these partner chromoso111es that pair.) 

Wl1en the homologous chromosomes have paired up closely, each pair is called a bivalent . Members 
of the bivalent continue to shorten - a process known as condensation. 

During the coiling and shortening process within the bivalent, me chron1atids frequen tly break. 
Broken ends rejoin more or less in1111ediately. When non-sister chron1atids fron1 ho1nologous 
chromosomes break and rejoin, they do so at exactly corresponding sites, so that a cross-shaped 
structure called a chiasma is lormed at one or 111ore places along a bivalent. The event is kno,vn as 
a crossing over because lengths of genes have been exchanged between chron1atids. This generates 
variation (see page 102). 

Next, the spindle forms. Men,bers of the bivalents becon,e attached by their centron1cres to the fibres 
of the spindle at the equatorial plate of the cell. Spindle llbres pull rhe homologous chromosomes 
apart to opposite poles, but the individual chromatids re,nain attached by their cenrromcres . 
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during interphase 

during meiosis I 

during meiosis II 

chromosomes separa te 
and enter daughter cells 

cytokinesis 

division of cyloplasm 

product of meiosis IS 
four haploid cells 

chromosome number= 2 (diploid cell) 

replication (copying) of 
chromosomes occurs 

homologous chromosomes 
pair up 

homologous chromosomes 
separa te and enter different 
cells - chromosome numoer 
is halved 

n 

n n 

2n 

■ Figure D2.1.10 What happens to chromosomes during meiosis? 
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now 
haploid cells 

n 

n 

breakage and reunion of parts of 
chromatids have occurred and the 
result ,s visible now, as chromoso,ries 
separate (crossing over) 

n 



(e Common 
mistake 
Limited use of 
accurate and effective 
terminology is 
sometimes lacking 
in descriptions of 
meiosis, which 
restricts descriptions 
concerning, for 
example, the reduction 
division of meiosis. 
Accurate use of the 
words 'homologous', 
'maternal ', 'paternal', 
'diploid (2n)', 

'haploid (n)', and 
'random' will help 
describe movement 
of chromosomes and 
how this results in 
genetic variety during 
reduction division and 
ensures better answers. 

♦ Non-disjunction: the 
fai lu re of homologous 
chromosomes or sister 
chromatids to separate 
properly during meiosis. 

(e Common 
mistake 
A common 
misunderstanding is 
that non-disjunction 
can only happen 
if additional 
chromosomes are 
present rather than 
if one were missing. 
Non-disjunction can 
involve either the 
addition or reduction 
in the standard number 
of chromosomes. 

Meiosis l ends with n.vo cells each containing a single set o[ chromosomes made of two cl1romarids. 
These cells do not go into interphase, but rather continue sn1oothly into meiosis ll. This takes place 
at right angles to meiosis J, and is exactly like 1nitosis. Centromeres of the chromoson1es divide and 
individual chromaticls no\v move to opposite poles. follo\.ving division of the cytoplasm, there are 
four cells - each \Vith half the chrornoso1ne nu1nber o[ the original parent cell. Cfhe [our cells are said 
to be haploid.) 

ATL D2.1C 

This animation shows the process of rneiosis: https://javalab,org/enlmeiosis_en 

Compare (look at similarities) and contrast (consider the differences) the details in this animation 
to those in Figure D2.1.10. Wh,ch details does the animation not include, and how would you 
change the animation to more accurately reflect t he events of meiosis? 

Why is the first series of events in meiosis known as the 'reduction division'? Look again at the 
animation and write a summary of what is happening to the number of chromosomes 
during meiosis. 

Somatic body cells are diploid, containing pairs of homologous chromosomes. 
By producing haploid gametes, meiosis allow s the number of chromosomes to be 
maintained from one generation to the next. A haploid male gamete fuses w ith a 
haploid female gamete at fertilization, forming a diploid zygote. W ithout the reduction 
division of meiosis, t he number of chromosomes would double at each fertilization. 

ature of sr-ience: Observations 

The discovery of meiosis 

Meiosis was discovered by careful microscope examination of divid ing germ-line cells. This was 
possible after the discovery of dyes that, when applied to tissues, specifically stained the contents of 
the nucleus. First, chromosomes were observed, described and named. Further careful studies then 
revealed the steps of mitosis and meiosis. The unravell ing of the complexities of meiosis followed 
the observation of the doubling of the chromosome number at fertilization. Appreciation of a need 
for a reductive division preceded its discovery. 

Germ-line cells are found in the gonads (testes and ovaries). Meiosis is part of the life cycle of every 
organism that reproduces sexually. In meiosis, four daughter cells are produced - each having half 
the number of chromosomes of the parent cell. Halving of the chromosome number of gametes ts 
essential because at fertilization the number is doubled. 

Down syndrome and non-disjunction 
\ Tery rarely, errors occur in the precisely controlled movements of the chromosomes during meiosis. 
The outcome is an alteration to part of the chromosome ser. For example, chromosomes that should 
separate and move to opposite poles during the nuclear division of gamete formation fail to do so. 
1nstead, a pair of chro1nosomes can move to the same pole. This malfunction event is referred to as 
non-disjunction. It results in some gametes ,vith 1nore than and some ,vith less than the haploid 

number of chromosomes. 
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♦ Down syndrome: a 
congenital condition in 
which a person has an 
extra chromosome 21 as a 
result of non-disjunction. 

For example, people \vich Down syndrome have an extra chromosome 21, giving then, a tota1 of 
47 chromosomes. Ho\v this non-disjunction ari.ses is illustrated in Figure D2.1.11. The symptorns of 
Down syndro1ne are variable but, \vhen severe, they include congenital (hereditary) heart and eye 
defectS. The incidence of all forms or chromosomal abnormalities increases significantly ,vith age. 
People over the age of 40 \vho becorne pregnant are advised to have the chromosomes o[ the foetus 
assessed by screening. 

Non-disjunction, resulting in crisomy (a condition in \vhich an extra copy of a chron1osome is 
present), does not only occur in chromosome 21. Ir can occur in chromosomes 18 and 13. as well as 
occasionally in or.her pairs of chromosomes. 

An extra chromosome causes Down syndrome. 
The extra one comes from a meiosis error The two 
chromatids or chromosome 21 fail to separate, 
and both go into the daughter cell that forms the 
secondary oocyte. 

Steps of non-disjunction in meiosis 
(illustrated in nucleus with only t>No pairs 
of homologous chromosomes - for clarity) 

germ cell at 
start of meiosis 

meiosis I 

meiosis II >-------< 

karyotype of a person with Down syndrome 

)( )\ f( \\ ,1 
1 

l) 
a 

\I 
ll ,. 
It 

1 l 

ll ,1 ll ,, 
' I 1 10 

·• I ,, 
•• ~ b It 

,a ~ , 1. 
l9 n 
~ 

an extra chromosome 21 

homologous pairs 
pulled to the same pole 

these cells will form 
gametes (egg cells 
or sperm) with an 
extra chromosome 

' ' ,, 
I I! It 

II II ,, ii 
11 II ,. 

)( y 

0 ~ if the gametes formed 
take part in fertilization 
the zygote will have a 
chromosome mutation 

these cells will form 
gametes short of 
a chromosome 

■ Figure D2.1.11 Down syndrome, an example of a non-disjunction 

ATL D2.1D 

Find out aboul other examples of congenital conditions result1ng from trisomy In other 
chromosomes. Research and present your findings to the rest of your class. These sites are useful 
starting points'. 
www.betterhealth.vic.gov.au/health/conditions.andtreatmentsltr1son1y-disorders 
www.nhs.uk/conditions/pataus-syndrome 
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♦ Random 

orientation: refers to 
the way chromosomes line 
up in the centre (equator) 
of the cell during rnelosis, 
with each chromosome 
of a given pair behaving 
independently to 
the chromosomes in 
other pairs. It results in 
each sperm and each 
egg having different 
combinations of 
chromosomes from the 
rnother and father. 

(0 Tnr j I 

Non-dis Ju nctlon, 
resulting in trisomy 
(a condition in which 
an extra copy of 
a chromosome is 
present), does not only 
occur in chromosome 
21. It can also occur in 
chromosome 13 and 
chromosome 18. 

1 Homologous chromosomes 
commencing pairing to iorm a 
bivalent as they continue to 
shorten and thicken by coiling. 

5 When homologous 
chromosomes move apart 
in anaphase I. crossing over 
becomes fully apparent. 

Going further 

Chromosome mutations are detected by karyotyping the chromosome set (see 
Chapter A3.1, page 111) of a foetus. The two methods for obtaining foetal cells are 
known as amniocentesis and chorionfc vi llus sampling. Both techniques carry a slight 
risk of m1scarrfages of the foetus, so they are only recommended in cases where there 
1s significant likelihood of genetic defect. Parents must consent to the procedure. 

The four haploid cells produced by 111eiosis differ genetically rrorn each other for rwo reasons: 

• There is crossing ove.r of segmenLs or individual maternal and paternal homologous 

chromosomes. These events resul t in nev,i combinations or genes on the chromosomes of the 

haploid cells produced. 

• There is random orientation (independent assortment) of marernal and paLerna\ homologous 

chromosomes. This happens because rhe way the bivalents line up at I he equator of the spindle 

in meiosis l is en1irely random. \.Vhich chromosome of a given pair goes to which pole is 

unaffected by (independenr or) rhe behaviour or the chromosomes in or.her pairs. 

■ Crossing over 
As the chromosomes thicken in i:he hrst stage of meiosis, homologous chron1oson1es come together 

in specific pairs all along their length. The product of each pairing is called a bivalent. 

The homologous chromosomes of the bivalents continue to shorten and thicken. Later in prophase, 

the individual chromosornes can be seen to be double-stranded, as the sister chromatids (of ,vhich 

each consists) become Visible. 

Within the bivalent, during rhe coiling and shortening process, breakages of the chromatids occur 

frequently. Breaks are cornmon in non-sister chromatids, at the same points along 1.heir lengrhs. 

Broken ends rejoin more or less immecliarely but , where these 'repairs' are beiween non-sister 

chromaticls, S\vapping o[ pieces of rhe chromatids occurs, hence the term 'crossing over'. 

Once crossing over is complete, the non-sister chromaticls continue to adhere at rha1 point, called a 

chias1na (plural, chiasrnata). The chiasma stabilizes I he bivalent. 

\Tirrually every pair of homologous chromoso1nes forms at least one chias1na at this tin1e, and to have 

t,vo or more chiasmata in the san1e bivalent is very common (Figure D2.1.12). 

Chias1nata increase genetic variability because the process results in the exchange of DNA between 
111aternal and paternal chromosomes. Ren1ember, crossing over can occur many tin1es and between 

different chron1atids ,vithin each bivalent. So, crossing over can produce ne,v combinations of alleles 

on the chron1osomes or the haploid cells that are finally formed by meiosis, follo,ved by cytokinesis. 

2 Breakages occur in parallel 
non-sister chromatids at 
identical points. 

3 Rejoining of non-sister 
chromatids forms ch iasmata. 

---■ , -f 

4 Positions of chiasmata 
become v,sible later, as 
tight pairing of homologous 
chromosomes ends. 

■ Figure D2.1.12 Formation of chiasmata 
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6 Explain how 
variation is 
generated during 
me10s1s. 

7 Compare and 

contrast mitotic 
and meiotic cell 
division. 

Crossing over and 
random orientation 
during meiosis 
generates variation. 
Each gamete is 
different from every 
other gamete. These 
differences are a 
source of variation 
for evolution by 
natural selection. 

■ Random orientation 
The random orientation of chro1noson1es is illustrated in Figure D2.l .13 in a parent cell ,vith a 

diploid number of four chromosomes. In hu1nan cells, the number of pairs of chromosomes is 23; 

the nu1nber of possible co1nbinations of chro1nosomes that can be formed by randon1 orientation 

during meiosis is 221, ,vhich is over 8 million. \Ve see that random orientation alone generates a huge 

an1ount of variation in the coded information canied by different gan1etes into the fertilization s tage. 

Random orientation is illustrated in a parent cell with two pairs of homologous chromosomes (four bivalents). 
The more bivalents there are, the more variation is possible. In humans, for example, there are 23 pairs of 
chromosomes giving over 8 million combinations. 

homologous 
chromosomes 

In meiosis I the bivalents move 
to the equator of the spindle 

nucleus of parent cell 
(diploid) 

B 

and line up randomly. Then, 
~vhen homologous chromosomes 
separate they move to the 
nearest pole. This may occur . . like this. or 

homologous 
chromosomes 

...like this 

bivalents i i biva lents 

In meiosis II the final 
outcome is one of these 
alternative combinations 
of four haploid cells . 

A a 

,,~ ~ !/ _o ,,,~ # '' 
b 

I \ 

A B 
a lb 

A B a b 

Here the resulting gametes 
will be f AB, I ab. 

or 

■ Figure D2.1.13 Genetic variation due to random orientation 

A 

.:~ 
·-9~ 

~ o·· # 9:: 
b 

I 

A b a 

A b a 

Here the resulting gametes 
will be I Ab, ~ aB. 

B 

B 

ln fertilization, the fusion of gan1etes fron1 different parents then pron1otes genetic variation as ,veil. 

The second stage of meiosis also results in an increase of variety, not just the first stage. Crossing 
over in meiosis I has led to non-identical chromatids in meiosis II. During meiosis 11, the sister 
chromatids separate and are randomly distributed to the gametes. The outcome of which chromatid 
will go into which gamete is random, so that each gamete has a potentially unique combination of 
genetic material. 
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♦ Proliferation: 
increase in the number 
of cells as a resu It of cell 
growt h and cell division. 

♦ Meristem: a group 
of cells in plants that 
retains the ability to 
divide by mitosis and 

Cell proliferation for growth, cell 
replacement and tissue repair 
Both anin1als and plants gro,-v from a single cell, the zygote, by repeated cell divisions to fon11 an 
e111bryo. Proliferation for gro,vth then occurs (i.e. Tapid increase in number), \vhich happens in 

anu11al early-stage en1bryos and in plant 111eristen1 tissue. 

Plant me rist e ms 

form new cells and tissues 
throughout the life of 

Once a plant has gro\vD past the early embryo srage, all later growth of the ph\nt occurs at resLricted 
poinrs in the plant, called me1istems. A meristem is a group or cells thar retain the abiUty to divide 
by mitosis. These cells are sn1all, \Vith thin cellulose \valJs and dense cytoplasmic contents. Vacuoles 
in the cytoplasm are mostly absent, marking them apart from typical mature plant cells (1.vhich have 
large, Ouiclcfi]Jecl vacuoles). Me1istems occur either at terminal gro,ving points of sterns and roots, or 
they are found laterally. In Figure D2. l.l 4, botb types of merisce1n can be idenLil:iecL a plant. 

stem in LS, showing 
vascular tissue 
(diagrammatic) 

procambial 
strand apical 

meristem 

later, vegetative growth 
switches to flowering 

--- 4 and the capitulum with 
flowers is formed 

TS in region of 
primary growth 

•I• 
• • 

vascular--+-
8 

• 
bundle 

--=--- terminal 
bud - growing 
point of stem 

,,..,_,,.-,, leaf blade of 
two leaflets 

leaf stalk 
it---- lateral bud 

in axil of leaf 

developing central 
stele with procambial 
strand cells 

cell 
enlargement 

,.1, 

lateral-~ 
bud 

iv+- collenchyma 

epidermis TS in region of 
secondary growth 

»---- leaf base expanded 
into leaf-like flaps 
(stlpules) 

cortex-+ 

pith--- -

primary 
phloem 
primary 
xylem 

~- exposed cotyledons 
of seed 

tap root system 

- -seconda~-4 
phloem 
secondary 
)(ylem crushed cortex 

•• • ,_..,,. 

apical 
meristem ~ 

of root 

rootcap --

• • 
position • • 
of the • • 
cambium • • • 

first step in 
secondary 
growth 

ring (cylinder) 
of cambium 
formed
lateral 
meristem 

growing - ~) 
poinl of 

root 

(protects growing 
root t ip as ,t is pushed 

through soil) 

■ Figure D2.1.14 The roles of apical and lateral meristems in the growth of stems and roots 

Apical meristeins occur ac the tips of the sten, and root, and are responsible for their primary 
growth (Figure 02.1.14). Cell division and the subsequent gro\vth of the cells produced here leads 
to the formation of stein (and root) tissue. First, the ne\v cells formed by division rap-iclly increase in 
size. This cell enlargement phase is then follo\ved by cell differentiation. 

Lateral meris tems (Figure 02.1.14) form from the cambium cells (meristematic Lissue -
undifferentiated cells that are capable of indefinite division) in the centre of vascular bundles, 
between the (outer) phloem tissue and the (inner) xylem tissue. When the lateral meristem forms 
and gro,vs, it causes the secondary growth of the plant, resulcing in an increase in the girth of the 
sten,. Growth of the lateral meristem increases the circumference and also the strength of the stem. 

Table 02.1.1 con1pares the grov,tb due to apical and lateral meristerns. 
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8 Define the term 
meristem. 

Link 
The development 
of unspecialized 
cells following 
ferti lization is covered 
in Chapter 82.3, 
page 256. 

• 

Feriilization 

8cell stage 

■ Table D2.1.1 Comparison of growth due to apical and lateral meristems 

Growth due to apical meristem 

occurs at t ip of stems and roots 

product of embryonic cells 

produces initial t issues of actively 
growing plant from the outset 

produces growth in length and 
height of plant 

Growth due to lateral meristem 

position of meristem occurs laterally, between primary phloem 
and primary xylem 

origin cambium - meristematic cells left over from 
primary growth 

timing of activity 

outcome for stem 

functions in older stems (and roots), and in 
woody plants from the early development 

produces growth in girth of stem, plus 
strengthening of stem 

■ Early-stage animal embryos 
Following fertilization, the zygote divides rapidly by mitosis to form a ball of cells (Figure D21.15). 

After approxin1ately six days, a blastocyst has formed, from \Vhich the placenta develops and the 

main body of the organism. At this stage, all cells are undifferentiated, \vith the potential to become 

any type of cell and tissue in the body . 

Zygote 2 cell s1a9e 4 cell stage 

I 

Morula Moruta Blastocyst 
16 cell stage 32 cell stage 

■ Figure D2.1.15 Cell proliferat ion in the ear ly-stage embryo of an animal 

♦ Cell proliferation: 
the process of generating 
an increased number of 
cells through cell division 
(mitosis). 

■ Cell proliferation during routine cell replacement and 
wound healing 

Cells in the body are constantly being ,vorn our and need replacing. The average adult hun1an loses 

approxin1ately 500 1nillion skin cells per day, and red blood cells at a rate of 2 1nillion per second. 

Cell replace1nenr is a routine process for all cell types (except those which cannot carry out mitosis, 
such as nerve cells, see page 467). 

Cell proliferation is the process of generating an increased nun,ber of cells through celJ division 

(n1itosis). Because cells are regularly lost from the skin, routine celJ replacement is needed. The outer 

layers o[ the skin epidermis are replaced 1nany thousands of times during a lifeti,ne. Stems cells in the 

basal (bottonv layer of the epidennis ren1ain undifferentiated and continue dividing throughout life. 
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■ Figure 02.1.16 The 
process of wound healing 

9 Outline how skin 
repairs itself to 
heal a wound. 

♦ Cell cycle; repeating 
process of an orderly 
sequence of events where 
cells arise by the division 
of existing cells, grow, 
and then divide. 

second phase of growth (G2) 

• more growth of cell 
• then preparation 

for mitosis 

Daughter cells of these cells differentiate and leave the basal layer. The process can be maintained 

because the basal cells are self-renevving. 

Wound healing in the skin also involves cell proliferation. Follo,ving blood clotting (see 

Chapter CJ.2, page 520), inf1ammation causes increased blood f!o\v to the ,vound, enabling white 

blood cells (macrophages) and fibroblasts to travel rapidly to the damaged skin. The macrophages 

remove infection and the fibroblasts produce proteins that help ,vound closure (Figure D2.1.16). 

blood clot fibroblast 

blood vessel 

macrophage 

scab fibroblast proliferating freshly healed epidermis 

subcutaneous fat freshly healed dermis 

Fibroblasts proliferate ro enable \vound healing to occur rapidly. They break do1,vn che fib1in clot and 

creare new excracellular matrix (ECM; made from collagen), that supports the other cells associated 

with eflective wound healing as 1,vell as nan·owing che \Vound. 

Phases of the cell cycle 
The cycle of gro1,vth and division of cells is called the cell cycle. Cell proliferation is achieved using 

the cell cycle. This cycle has three main stages (see Figure D2.1.17): 

• interphase ,vhich includes G1, Sand G2 phases (see Figure 02.1.17 for details of each) 
• cHvision of the nucleus by a process (mitosis) that results in t\VO nuclei, each v,iith an identical 

set of chro1noso1nes 
• division of the cytoplas1n and ,vhole cell (known as cyt:okinesis). 

fn fact, in each stage of the cell cycle parncular events occur. These events are summanzed in 

Figure D2. l.17, and they are also discussed belo,v. Look at the subdivision of interphase now - distinctive 
jeature.s are identified in each stage. 

prophase 
mitosis 

metaphase (M) 

anaphase 

change in cell volume and quantity of DNA during a cell cycle 

s M 
,le cell cycle 
t repeated ------

cell cycle 
telophase 

cytokinesis (C) 
• division of 
cytoplasm 

• two cells 
f ormed 

synthesis of DNA (S) 
• chromosomes copied (replicated) 
➔ chromatids 

cell cycle 
repeated 

first phase of growth (G1) 

• cytoplasm active 
• new organelles formed 
• intense biochemical activity 

of growing cell 

■ Figure 02.1.17 The stages of the cel l cycle 

• 

-+--- length of cell cycle (time) --+ 
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10 List the stages of 
the cell cycle. 

11 State what 
structures of 
the interphase 
nucleus can be 
seen by electron 

. 
microscopy. 

♦ Cyclin: regulatory 
protein whose 
concentration rises and 
falls at specific times 
during the eukaryotic 
cell cycle. 

■ The steps of interphase 
During 1·he n rst phase of growrh (G

1
), the synthesis of ne"v organelles takes place in the cyloplas1n . 

This is also a time of intense biochemical activity in the cytoplasm and organelles, and there is an 
accumulation of energy stores be[ore nuclear division occurs again. 

Next is a period of synthesis of DNA (S). vvhen each chro1noson1e makes a copy of itself. lt is said 
to replicate. ·n,e 1,vo identical structures formed are called chrornatids. The chromatids re1nain 

attached until they divide during mitosis. 

Finally, rhere is a second rhase of growLh (G
2
), which is a conrinua1ion of rhe earlier time of intense 

biochemical activity and increase in an1ounr of cytoplasm. 

Cell growth during interphase 
I nterphase is always the longest part of the cell cycle, but it is of extremely variable length. 

\/\!hen growth is fast, as in a developing human embryo and in the gro,vingpoint of a young 

stem, interphase may last about 24 hours or less. On the other hand, in mature cells that divide 
infrequently, it lasts a very long period, for example in liver, bone, kidney and lung cells. Some cells, 

once they have difterentiated, rarely or never divide agato0 such as brain ceUs. Here, the nucleus 
remains at interphase pern,anently. 

■ An overview of interphase 
V\fben che nucleus of a living ceU at interphase is observed by light microscopy, tbe nucleus appears 

to be 'resring'. This is not d ie case. lnterphase is a metabolically active period and that gro\vth 

involves the synthesis of cell components including proteins and DNA. The numbers of mitochondria 

and chloroplasts are also increased by grovvth and division of chese organelles. During inr.erphase. 

the chromosomes are actively involved in protein synthesis. From rbe chromosomes, copies of che 

inlormation of particular genes or groups of genes (in che [orm of mRNA, page 616) are taken [or use in 

the cytoplasm. Tt is in che ribosomes of che cytoplasm that proteins are assembled from amino acids. 

combined in sequences dictated by che information from che gene and relayed in the form of mRNA. 

The distinctively compact chro1noson1es. visible during mitosis (Figure D2.1.8), become dispersed in 

i.nterpbase. They are now referred to as chron1atin. Among the chro1natin can be seen one or 1nore 
dark-staining structures, known as 11ucleoli (singular, nucleolus). Chen1icaUy, the nucleoli consist of 

protein and RNA, and they are the site of synthesis of the 1iboso1nes. These tiny organelles then 

n1.igrate our into the cyroplas1n. 

Control of the cell cycle using cyclins 
Look back at rbe stages of the cell cycle (figure 02.1.17). Nore that it consists of distinct phases, 

represented in shorthand as G, , S, Gl , Mand C. 

The cell cycle is regulated by a 1nolecular control system. The key points of this systen1 are outlined 

below, best understood together vvitb Figure D2.l.18. 

• l n the cell cycle there are key checkpoints ,vhere signals uperare. These are stop points \Vh ich 
have to be overridden. 

• Three checkpoints are recognized - at G,, G2 and in M. 

• At the G2 checkpoint, if the 'go-ahead' signal is received here, the cell goes through to M then C, 

for example. 
• The molecular control signal substance in the cytoplasm of cells are proteins kno"vn as ki.nases 

and cyclins. 
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· Conc~rft; 
Contintiit 

Each cell divides 
into two, which 
then themselves 
divide. The cell 
cycle is a repeating 
and continuous 
process that 
ensures the 
continuity of cells 
within an organism 
and between 
generations. 

• Kinases are enzymes tl1at either activ,;1te or inactivate other proteins. K.inases are present in the 

cytoplasm all the time, though sometimes in an inactive state. 

• Kinases are acrivated by specific cyclins, so they are referred to as cyclin-dependent kinases (CDKs). 
• Cyclin concencrations in the cytoplasm change constantly. As 1.he concentration of cyclins 

increases, they combine wicb CDK tnolecules co forn1 a complex chat functions as a mitosis
pro1nocing factor (tvlPF') (Figure D21.18) 

• As MPF accumulates, it triggers chromosome condensation, fragmentation of the nuclear 
1nen1brane and, finally, spindle forn1ation - that is, n1itosis is svvitched on. 

• By anaphase of mitosis, destruction of cyclins commences (bur CDKs persist in che cytoplasm). 

The concentration o[ different cyclins increases and decreases during the cell cycle, and there is a 

threshold level of a specific cyclin required co pass each checlqioinc in the cycle. Figure D2.1.18 shows 

how the action of cyclin and CDK control cell division at the G, checkpoint. 

\ 
G2 checkpoint accumulated cyclin 

molecules combine 
with recycled CDK \ c ~ ___ to produce MPF 

Ml'F 

..f.1 

MPF triggers mitosis 
- concentration of 
MPF peaks in 
meta phase 

the ce ll cycle 
©0 dO~ 

'--......... 
5 G 

synthesis of fresh -. 
cyclin begins in late 5-phase 

■ Figure 02.1.18 The molecular cont rol system of the cell cycle: the role of 
kinase and cyclins fn controlling mitosis at t he G

2 
checkpoint 

The accidental discovery of cyclins 

cyclin 
broken 
down 

The discovery of the proteins that control the cell cycle came partly from work by Tim Hunt, as nis 
team investigated protein synthesis more generally in the eggs of sea urchins. While the synthesis 
of most new proteins proceeded steadily, as anticipated, a minority of others went through short. 
abrupt cycles of increasing and decreasing concentra tion. High threshold levels of these individual 
proteins were found to correlate with changes in the cell cycle. By this means, and with the 
contributions of others (including from work on yeasts) the roles of four different proteins in the cell 
cycle were discovered. They were named cyclins at this stage. 

In 2001, Paul Nurse, Tim Hunt and Leland Hartwell were awarded the Nobel Prize in Physiology or 
Medicine for their contributions to the discovery of the control of the cell cycle. Tim Hunt makes 
clear that his discovery of c.yclins was accidental in his Nobel Prize lecture, whKh you can access as a 
paper, or watch the video made at the ceremony: 
www. n obel prize. org Ip r izes/ rnedidne/2 0 o 1 / hun t/1 ecture 

The contributing studies of Paul Nurse were made on yeasts. The background of this scientist, a 
former President of The Royal Society. makes an interesting contrast with that of the others, and 
helpfully (and encouragingly) establishes how diverse the paths to a distinguished career in research 
can be: www.crick.ac.uk/research/find-a-researcher/paul-nurse 
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G proteins and 
cascade of protein 
kinases are discussed 
in Chapter C2.1 
(HL only), page 459. 

♦ Proto-oncogene: 
gene that codes for 
proteins that stimulate the 
cell cycle and promote cell 
growth and proliferation, 

♦ Oncogene: a gene 
that, when actfvated, 
can potentially make a 
cell cancerous. Typically a 
mutant form of a normal 
gene (proto-oncogene) 
involved in the control of 
cell growth or division. 
♦ Tumour-suppressor 
gene: a gene that in a 
normal tissue cell inhibits 
cancerous behaviour. Loss 
or inactivation of both 
copies of such a gene 
frorn a diploid cell can 
cause it to behave as a 
cancer cell, 

Consequences of mutations in genes 
that control the cell cycle 
ln a healthy cell, the cell cycle is regulated by a n1olecular control systen1 in which cychns are 
involved (page 665). When n1utations occur in genes that control the cell cycle, cancer can result 

because the norn1al controls of the cell cycle are absent. 

Vlhalever the cause of a cancer, c,vo types of genes play a parr in initiaring a cancer if they mu1ate: 

• Proto-oncogenes are genes that encode proteins that stimulate normal cell division. Mutar.ions 

in pror.o-oncogenes converts them to oncogenes, 1vhich leads to increase in the amount of a 

proto-oncogene's protein product or pennanenrly activated proteins. This results in uncon1rolled 

cell division, possibly leading to cancer. 

For example, the Ras gene codes for Ras protein, a G protein thac relays a signal from a gro\vth 

factor receptor on the cell surface membrane to a cascade of protein kinases, ,,vbich leads co 

normal cell d ivision. The Ras oncogene codes for a permanenrly activated Ras protein chat 

1riggers the kinase cascade in the absence of growth factor, resulting in uncontrolled cell division . 

The mutation results in a dominant allele, and the effect of the normal allele is masked by the 

mutated allele. Only one allele of a gene needs to be mutated to have an effect. 

• Tumour-suppressor genes encode for proteins thar inhibit cell division or promor.e apoptosis 

(controlled cell death) if damaged DNA is being copied. Mutation of tumour-suppressor genes 

leads to no pror.ein product, a decrease in the amounc of protein product or permanently 

deactivated proteins. This will result in uncontrolled cell division, possibly leading r.o cancer. 

For example, the p53 gene codes for p53 protein, a cranscriprion factor rhat promotes the 

synthesis of protein that triggers cell cycle arrest or promotes apoptosis ,.vhen DNA damage is 

derected. The mutated p53 tu111our-suppressor genes resulr in no p53 being produced. Cells 

with damaged DNA that are not supposed to proliferate will continue to divide, resulting in 

uncontrolled cell division. 

The mutation results in a recessive allele as the normal dominant allele encodes functional 

prot.ei n. Two alleles of a gene need r.o be 111utated to have an effecr. 

P. Ton tinl 

When a proLo-oncogene mutates it becomes a cancer-causing oncogene. The role of tumour
suppressor genes is to prevent cancer - when they mutate they can lead to tumour formation. 

Differences between tumours in 
rates of cell division and growth 

!\\\ ■ Cancer - diseases of uncontrolled cell division 
... "''' 

There are n1any different torn1s of cancer, affecting different tissues of the body. Cancer is not 

thought of as a single disease Today, in n1ore economically developed counnies, one in three 
people ,vill suffer fro1n cancer at son1e point in their life, and approximately one in four 1,vill die 

fro1u it. ln these regions, the n1ost co1u1non cancers are of the lung in n1en and of the breast in 
,von1en. Ho,vever, in many parts of the ,vorld, cancer races are different - often they are significantly 

lo,ver. Biologists in laboratories throughout the ,vorld are carrying out research into the causes and 

treatment of cancer. You can see the range of com1non cancers and c.heir incidences world,vide at the 

Global Cancer Observatory: https://gco.iarc.fr. 
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12 Describe three 
environmental 
conditions that 
may cause normal 
cells to become 
cancerous cells. 

13 Describe how 
the behaviour of 
cancerous cells 
differs from that of 
normal cells. 

♦ Benign tumour: a 
tumour that tends to 
grow slowly and does not 
spread to other parts of 
the body. 

♦ Malignant tumour: 
a tumour that grows 
rapidly, invades and 
destroys nearby normal 
tissues, and spreads 
throughout the body. 

♦ Primary tumour: a 
cancer growing at the 
site where the abnormal 
growth first occurred. 

♦ Secondary tumour: 
formed when cancerous 
cells detach from the 
pri,nary tumour, penetrate 
the walls of lymph or 
blood vessels, and circulate 
around the body, causing 
tumours elsewhere. 

♦ Metastasis: the 
movement of cells from a 
primary tumour to set up 
secondary tumours. 

14 Distinguish 

between a tumour 
and cancer. 

♦ Mitotic index: 
the number of cells 
undergoing mitosis divided 
by the total number of 
cells visible, which can also 
be shown as a percentage. 

In all cancers, cells start to d ivide repeaLedly by mitosis, \Vithout control or regulation. Where this 

occurs in the body, the rate of cell multiplication is much faster than the rate of cell death. 
An irregular n1ass of cells is fanned, called a tumour (figure D2.1.19). S01ne tun1ours are benign: 

these grow slowly and clo not pass to orher parts of the body. Ocher tumours are malignant, 

gro,ving rapidly, destroying nearby norn1al tissues and spreading throughout the body. Benign 
tumours are non-cancerous whereas malignant tumours are cancerous. 

Normally dividing cells subJected 
to prolonged exposure to 

The carcinogen causes 
mutation in a cell . 

carer nogens. 

tobacco smoke 
\ 

ultraviolet light 

I 
asbestos 

"' 

A benign tumour absorbs nutrients. enlarges, 
may compress surrounding tissues, but 
does not spread from its site of initiation. 

0 

The mutated cell undergoes repeated, 
rapid mitosis (the cell cycle is not 
inhibited). The cells formed do not 
respond to signals from other cells and 
are not removed by the immune system. 

mitosis 

I 
rapid 
mitosis 

abnormal cel ls 
(do nol cause serious 
problems and can 
be removed by surgery) 

This step is possible A malignant tumour consists of cells that 
secrete signals triggering growth of blood and 
lymph vessels to serve the tumour cells at the 
expense of other tissues. Attachments to 
other cells are lost and then malignant cells 
may be carried around the body, setting up 
secondary growths. The functions of invaded 
organs are typically impaired or obstructed. 

rapid 
mitosis 

j but not inevi table. 

blood 
vessels 

The spread of cancer cells to other 
localions is called metastasis. 

\ 

lymph 
vessel 

This step is possible 
but not inevitable. 

■ Figure D2.1.19 Steps in the development of a malignant tumour 

malignant tumour cells 
may have unusual 
chromosomes and 
their metabolism is 
disabled 

Sometimes tumour cells break away fro111 the primary tumour and are car1ied to other parts of the 

body, vvhere they rorm a secondary tumour. This process is kno1~1n as a metastasis. Unchecked, 

cancerous cells ultimately cake over the body at the expense of the surrounding healthy cells, leading 
to n1alfunction and death. 

■ Calculating the mitotic index 
When observing a population of cells, 'vVe can detern1ine its mitotic index. The 1nitotic index 
measures how ,nany cells in a sample are in mitosis compared co the total nu1nber or cells. It is 

calculated in the following \Vay: 

(number of cells in mitosis+ total nu1nber of all cells) x 100 

For example, Figure D2.1 .20 sho\vs a micrograph 1vich cells, son,e of \vhich are in rniLosis. 

Theme D: Continuity and change - Cells 



(e Common 
mistake 
Sometimes the word 

'tumour' is used as 

an equivalent term to 

'cancer' This is not 

the case. Tumours 

are growths caused 

by uncontrolled cell 

division, but benign 

tumours do not cause 

cancer. Only malignant 

tumours are cancerous. 

■ Figure D2.1.20 Cells in 
different stages of the cel l 
cycle, including mitosis 
- this can be used to 
calculate the mitotic index 

Tool 1: Experimental techniques 

Counts 

Micrographs can be used to perform counts, e.g. of cells in stages of mitosis. 
Repeated counts of objects in the field of view at high power illustrate the variability 
of biological material and the need for replicate trials. 

1 

Tool 3: Mathematics 

Using basic arithmetic 

To calculate the mitotic index, the number of cells visible in the micrograph is counted, and 
the number of cells undergoing mitosis. In the case of Figure D2.1.20: 

• number of cells visible = 95 

• number of cells undergoing mitosis = 10 

So, the mitotic index=(~) x 100 = 0.105 x 100 = 10.5% 

For greatest accuracy, the mean of three or more samples of I 00 cells should be used. This is important 

because the mitotic index is used to differentiate benign from malignant tumours (benign tumours 
have a lov-.rer mitotic index than 1nalignant tumours) - a critical distinction. Tissue ,vith a high n1itotic 

index indicates a rapidly dividing cell mass - a possible indicator of tumour formation. The mitotic 

index can also be used to investigate the response to che1notherapy in most types of cancer (Le. a 
reduction in the mitotic index indicates that treatment has been successful in reducing the cancer). 

1 What processes support the growth of organisms? 
, How does the variation produced by sexual reproduction contribute to evolution? 

D2.1 Cell and nuclear division 



♦ Phenotype: 
observable traits of 
an organism resulting 
from genotype and 
environmental factors. 

(e Common 
mistake 

Do not confuse the 
terms genotype and 

phenotype. Genotype 

refers to the 'genetic 
makeup' of an 

individual (the genetic 

informat ion ,n the cell), 

whereas phenotype 

is the outward effect 

of the genotype on 

the body. 

• 

Guiding questions 

• How is gene expression changed in a cell? 

• How can patterns of gene expression be conserved through inheritance? 

This chapter covers the following syllabus content: 
► D2.2.1 Gene expression as the mechanism by which information in genes has effects on 

the phenotype (Hl only) 
► D2.2.2 Regulation of transcription by proteins that bind to specific base sequences in 

DNA (Hl only) 
► D2.2.3 Control of the degradation of mRNA as a means of regulating translation 

(HL only) 
► D2.2.4 Epigenesis as the development of patterns of differentiation in the cells of a 

multicellular organism (HL only) 
► D2.2.5 Differences between the genome, transcriptome and proteome of individual 

cells (HL only) 
► D2.2.6 Met hylation of t he promoter and histones in nucleosomes as examples of 

epigenetic tags (HL only) 
► D2.2.7 Epigenetic inheritance through heritable changes to gene expression (HL only) 
► D2.2.8 Examples of environmental effects on gene expression in cells and organisms 

(HL only) 
D2 .2.9 Consequences of removal of most but not all epigenetic tags from the human 

ovum and sperm (HL only) 
► D2.2.10 Monozygotic twin studies (HL only) 
► D2.2.11 External factors impacting the pattern of gene expression (HL only) 

Gene expression and its effect 
on the phenotype 
Gene expression is the mechanism by whjcl, inforrnaLion in genes has e[ects on the phenotype. 

lnformaLion contained in the genetic code is Lranscribed in lo mRNA, ,vhich is Ln cun, translaLed into 

proteins ar. ribosomes. The proLeins produced by an organism cletennine iLS phenotype. 

Gene expression is explored throughout this IB Biology course 

• Transcription is the first stage of gene expression and is a key stage ,vhere the expression of a 
gene can be switched on and off (Chapter Dl 2). 

• The existence of non-coding sequences in DNA that do not code for polypeptides, and that these 

include regulators of gene expression, ,vas introduced 1n page 626. 

• Different patterns of gene e::\"pression are the basis for cell differentiation, often triggered by 
changes in the envi.ron1nent (Chapter A2 2). 

• Bioche1nical graruents affect gene expression within an early-stage embryo (Chapter B2.3) . 

Theme D: Continuity and change - Cells 



(e Common 
mistake 
The relationship 
between gene 
expression and cell 
differentiation is 
sometimes not fully 
appreciated: genes are 
selected for expression 
to produce specific 
proteins needed by 
the cell. 

♦ Transcription factor: 
a protein that binds to 
specific DNA sequences to 
control the transcription 
of mRNA. 

♦ Enhancer: regulatory 
sequences on the DNA 
which increase the rate 
of transcription when 
activator proteins bind 
to them. 

Regulation by 
transcription factors 
determines which 
genes are encoded 
into proteins within 
the cell. In this way, 
the proteome of 
the cell can change 
according to the 
needs of the cell 
and its function. 

D2.2 Gene expression 

• Intracellular receptors affect gene expression \vhen a signalling chemLcal binds to it, causing the 
activated receptor to bind to specific DNA sequences to pro1note gene transcription (Chapter C2.l). 

• Auxin affecrs gene expression 1nechanis1ns operating in the nucleus, regulating gro1,vch and 
development in plants (Chapter C3.l). 

To summarize, tbe most co1nmon stages in gene e>,.,.pression are rranscripcion. rranslacion and !.he 

function of a protein product, such as an enzyme. 

The mechanism of gene expression ensures that the genetic code is transcribed into 
mRNA, which is in turn translated into proteins at ribosomes. The proteins produced by 
an organism determine its phenotype. There is therefore a continuity between genetic 
code and phenotype, maintained by gene expression. 

Regulation of transcription by proteins that 
bind to specific base sequences in DNA 
Transcription factors are proteins that bind to specific sequences of DNA to control transcription. 

Each transcription factor has a DNA-binding site that gives it the ability to bind to specific sequences 
of DNA called enhancer or pro111oter sequences. Enhancer sequences are regulatory sequences 

that. \Iv hen bound by uanscription factors, enhance the transcription of an associated gene. 
Regulatory sequences can be thousands of base pairs and are generally upstrean1 fro1n (i.e. before) 

the gene being transcribed, although they can also be do,vnstrean1. Regulation of transcription is the 

1nost con1mon fonn of gene control. The action of transcription factors allows for unique expression 

of each gene in different cell types and during devclopn1ent. 

The definition and role of promoters in regulating rranscription ,vas discussed in Chapter Dl .2 

(page 625). Promoter regions occur on DNA strands just before the start of a gene's sequence of 

bases. Only ,vhen this transcrip1ion complex of proteins (enzyme plus factors) has been asse1nbled, 

can transcription of the template strand of the gene begin, 

The rate of transcription may be increased (or decreased) by the binding o( specific transcription 

factors on the enhancer site for the gene (figure Dl.1.7, page 612). This is at some distance prior to 
the promoter and gene sequence. However, \Vben activator proteins bind to this enhancer site, a ne1,v 

complex is formed and makes contact ,vith the polyrnerase-transcription fac tor complex. Then the 

rate of gene expression is increased. 

Control of the degradation of mRNA as 
a means of regulating translation 
111RNA molecules are synthesized during the process of transcription. From there, the mRNA is 

examined, 1nodified and transported to ribosomes, before eventually being translated into proteins. 

1nRNA is eventual!)' broken down (degraded) by nucleases. In human cells, mRNA 1riay exist 

for minutes or up to clays. The 3' poly-A tail (Chapter Dl.2, page 628) must be degraded before 

the m RNA is broken do,~1n. When them RNA is no longer being used for translation, poly-A tail 

shorten ing is one of Lhe key steps initiating degradation of the rnRNA. Degradation of mRNA 

ensures that proteins are synthesized only ,vhen 1hey are needed, and that mRNA is removed once 

its job is done. 

671 



♦ Epigenesis: the 
development of patterns 
of differentiation 
in the cells of a 
multicellular organism. 

♦ Epigenetics: the 
study of heritable changes 
in gene activity that are 
not caused by changes in 
the DNA base sequences. 
Mechanisms that 
produce such changes 
are DNA methylation and 
h1stone modifications. 

♦ Genotype; the 
combination of alleles 
inherited by an organism. 

1 Outline how 
mRNA 1s degraded 
and why this is 
necessary. 

'1 Describe how 
' gene expression 

is controlled 
in eukaryotic 
organisms. 

Proteomics is the 
study of the structure 
and function of the 
ent ire set of proteins 
of organisrns. 

l1rl< 
Cell differentiation 
and the development 
of specialized tissues 
in multicellular 
organisms (HL only) 
is covered in Chapter 
A2.2, page 85. 

genome 
(-22 000 genes) 

Epigenesis 
Epigenesis refers to the developn1ent of an organis1n by differentiation fron, an undifferentiated 

zygote. lt is rhe developn1ent of patterns of differentiation in the cells of a multicellulaT organisn1. 

As we have seen, this is derern1ined by the genome of an organisn1 and gene expression. Research 
has sho,vn, ho,vever, that environn1ental factors can change the activity of the genes, and these 

changes can be passed on to offspring, thereby affecting their develop1nent. 

Epigenetics is the study of heritable changes in gene activity that are not caused by changes in the 

DNA base sequences (epi = outside). Examples of mechanisms that produce such changes are DNA 

merhylation and hiscone modifications (see page 673, this chaprer). Nore that these modifications 

affect the \Vay cells 'read' the genes, rather than alter the base sequences of DNA itself (which we 
,vould describe as a mutation). 

The tern, phenotype refers to the characteristics or appearance of an organism. The phenotype is 
determined by the genotype (the generic code of an organism). DNA base sequences are not altered 

by epigenetic changes, so the phenotype, but not the genotype, is al tered. Later in this chapter 

(page 674), ,ve will examine ho\V epigenetic changes take place. 

Differences between the genome, 
transcriptome and proteome of individual cells 
As ,ve savv in Chapter A2.2, the proteome of an organisn1 refers to all the proteins expressed vvithin a 

cell, tissue or organism at a certain tin1e. Because the genon1e, the \vhole of the genetic inforn1ation of 

an organism, is unique to each individual then the proteon1e it causes to be ei(pressed is also unique. 

The genome is the same in all the cells of an organism because all cells in a multicellular organism 

are ultimately derived from one original cell by cell division. The genon1e instructs the expression 

of proteins. Because individual tissues have specific structures relating to their function, diffe rent 

proteins are expressed in each specific tissue cell type. For example, in r.he gur., specific organs 

synthesize digestive enzymes, whereas in bone and other skeletal structures, collagen is produced. 

No cell expresses all its genes; the process of gene expression determines v,rhich genes are s,vir.ched 

on or off at any one tilne. lt requires energy r.o express genes, so it is more efficienL to turn on only 

the genes that are needed. It ,voulcl 1vaste energy ro have all genes expressed at the sa1ne time when 

the)' are not required. Specific genes are therefore expressed (turned on or ofO in different cells 

according to a required func1ion. 

As the proteome is all the proteins produced by a cell, the proteon1e varies \Vith the function , location 

or environmental conditions of the cell through the process of cell differentiation. This means that 

while the genome stays the same, the proreome varies and is dynamic due to gene expression. 

alternative 
promo1ers, 
alternative 
splicing, 
mRNA 
editing 

1 ~ • 
• ~ it ; , 

~ 
, , , 

• 

t ranscriptome 
(-200 000 transcripts) 

• ii-• , 
~ 

post-translational 
modifications 

proteome 

■ Figure D2.2 .1 The relationship bet ween geno me, transcripto me and proteome (> 1 million proteins) 
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♦ Transcriptome: 
the range of mRNA 
transcripts produced in a 
specific cell or tissue type 
at a particular time. 

3 Distinguish 
between genome, 
t ranscriptome and 
proteome. 

In contrast with 
the genome, which 
is characterized 
by its stability 
and continuity, 
the transcriptome 
actively changes. 
An organism's 
transcriptome 
varies depending 
on many factors, 
including stage 
of development 
and environmental 
conditions. 

♦ Methylation: the 
reversible addition of 
a methyl group (- CH~) 
within chromatin. 
♦ Epigenetic tag: 
chemical tags (such as 
methyl or acetyl groups) 
that are added directly 
to DNA or on to histone 
proteins to regulate gene 
expression, blocking 
or allowing access to a 
gene's 'on' switch. 

D2.2 Gene expression 

1-he t ranscriptome is the range of m RN;-\ transcripts produced in a specific cell or tissue type ar a 
particular tin,e. ·rhis depends of the differential expression of genes ,vithin a cell. As ,ve sa,v in 
Chapter A2.2, the pattern of gene expression in a cell derennines how it differentiates. The 
transcriprome ,-vill determine ,vhich proteins are syntl1csized ,vithin a cell, which in turn depends on 
,vhich pans of the genome arc activated via gene expression (see Figure D2 1.l). 

Every 1ndiv1dual has a unique proteome. Most, but not all, organisms assemble their proteins from 
the same am,no aods, but the proteorne of an organism 1s unique. Th1s 1s because the genome, 
the whole of the genetic information of an organism, is unique to each individual (except in the 
example of rnonozygotic 1wins) and so the proteome it causes to be expressed ,s also unique. 

Methylation of the promoter and 
histones in nucleosomes 
Nucleoson1es are stable protein- DNA complexes (page 26), bur they are not sratic. For example, they 

can inhibit or facilitare transcription. Methylation is the reversible addition of a methyl group (- CH) 

within rbe chron1arin, sometimes to histone tails but usually to the DNA molecule itself at the 

pro1noter region. These are knoW11 as epigenetic tags. Enzymes bring about this addition to the base 

cytosine (Figure D2.2 2). The addition occurs while the DNA is wrapped around histone proteins. 

The eflect is to change the activity of the gene - usually extensive n1ethylation inactivates a gene, 

repressing transo·iption and therefore expression of the gene do,-vnsrream. Re1noval of methyl groups 

may rurn genes back on again. Methylation of amino acids in bistones either enables or disables t11e 

recruirrnenr o[ regulatory proteins to the chron1atin, causing u·anscription co be repressed or acuvated. 

methylation - a methyl group 
has been added to cytosine 

H 

I 
--L--~I 

I 
H 

methyl group 

DNA double helix 
't----L 

5-methylcytosine 

i hovv methylat,on 
A 

is brough L about 
NH2 0 

I -o+ o 
,;7' C '----._ 0 

fH2 
1111 

I II C 1111 

1111 
C C o-:7' '----._N / -o+o cytosine 

0 
■ Figure 02.2.2 Methylation of DNA 
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other sites \Vhere 
methylation has 
occurred 
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The promoter is an 
example of a length of 
non-coding DNA with 
a special function. 

• Eprgenetit 
inheritance: an 
inheritance pattern in 
which a modification 
to chromatin alters 

. ' gene expression 1n an 
organism; a parent's 
experiences, in the form 
of epigenetic tags, can be 
passed down to offspring. 

• 

Once a gene has been methylated, it may remain in this condition. The n1ethyl groups persist in situ 

fron1 cell division to cell division . furthermore, external conditions adverse to the cell or organism 

can leave their mark on our DNA through extensive 1nechylations, leading to s,1vitched-off genes. 

T . tir' 
Cell differentiation and the regulation of gene expression allow proteins (e.g. insulin) to be produced in 
only certain types of body cell. When explaining these processes, chemical modification of DNA needs 
to be discussed, as well as the role of non-coding sequences in the regulation of gene expression. 

Epigenetic inheritance through heritable 
changes to gene expression 
Epigenetic inheritance is the acquisition of characteristics gained by a parent in their lifetime and 

passed on to their offspring. It comes about by modification of chromatin via epigenetic tags, such as 
ON,'\ 1nethylation or histone 1nodification. Phenotypic changes in a cell or organism can cheretore be 

passed on to daughter cells or offspring without changes in the nucleotide sequence of DNA. It can 

occur if epigenetic cags remain in place during 1nitosis or meiosis. If the cags are removed during cell 

division, epigenetic inheritance ,vill not take place. 

It now appears that, not only does methylation last a lifetime, it can be, and often is, transmitted to 
offspring - and sometimes to further generations. The environment of a cell and an organism may 
have an impact on gene expression for generations. 

In 1944, communities in the western Netherlands were deprived of food supplies as a result of 
wartime hosti lities for over six months. Many people died of extreme starvation, but among the 
survivors were pregnant mothers who gave birth. Although these babies born after the famine were 
underweight initially and were fed normally after the war was over, they ended up heavier than 
average as adults and suf fered from higher rates of obesity. It seems the parents' starvation was 
imprinted on their children's DNA, where as a survival strategy children developed a heavier mass 
than normal. 

From the time Mendel deduced the existence of 'factors' (page 726), through to Crick and Watson's 
discovery of the nature of the gene in chemical terms (page 20), genes and alleles were seen 
as unchangeable by external factors. The effects of environmental change were believed to be 
restricted to wh1Ch genes (alleles) survived and contributed to the gene pool of future generations. 
The environment 's impact was held to be on selection, not gene performance. Today, it seems 
poor diets (for example) can interfere with the performance of genes in succeeding generations, 
presumably as a result of 'markers' attached to parent DNA in earlier times, 

Information based on www,nytimes.com/2018101!31/science!dutch-famine-genes. 
html and https:l!theanalytica/scientist.com!fields-app/ications/a-Jasting·legacy 

Examples of environmental effects on 
gene expression in cells and organisms 
Many external fac tors can affect gene expression, such as diet, oxygen levels, humidity, light cycles, 

drugs, temperature and exposure to mutagens. Here, \Ve \Vilt explore the effect of air pollution on 

gene express1on . 

Theme D: Continuity and change - Cells 



l inl 
The adaptations of 
mammalian lungs 
for gas exchange ls 
covered in Chapter 
B3.1, page 277. 

4 Outline the role 
of methylation 
in epigenetic 
inheritance. 

♦ Imprinting: process 
by which only one copy 
of a gene in an individual 
(either from their 
mother or their father) 
1s expressed, while the 
other copy is suppressed. 
Gene expression is 
silenced by the epigenetic 
add ltion of chemical tags 
to the DNA during egg or 
sperm formation. 

5 Explain why 
most epigenetic 
tags are removed 
from human ovum 
and sperm. 

(e Common 
mistake 

Do not confuse 

genetic imprinting 

with a different type 

of imprinting you 

may have read about, 

for example animal 

imprinting, where 

young birds follow 

their mother. 

D2.2 Gene expression 

i\ir pollution caused by traffic includes particulate 1narcer (s1nall particles produced by diesel 
vehicles that can enter lung tissue and cause damage), ozone (0

1
), carbon 1nonoxide (CO) and 

nitrogen oxides (NO). Air pollution has n1.11nerous hannful effects on health and contributes to 
the develop111ent of cardiovascular disease and a number of lung conditions, including asthma and 
chronic obstructive pulmonary disease (COPD). Recent research indicates that exposure to air 

pollution can 1nodify DNA and histone 1nechylation patterns, and that these changes might in turn 
affect infla1nmarion and the development o[ diseases. 

Exposure to air pollution has been correlaced ,vith long-term negative resptracory health outcomes, 
including the development of lung diseases. Intersritial lung diseases OLDs) is an overall term for 
diseases cha[ cause inl]ammation of tissues within the lung, including the bronchioles, alveoli and 

tbe capillaries surrounding the alveoli, leading [O scarring and thickening of tissue. ln the alveoli. 
tbickening of tissue can lead to decreased rates of oxygen di ffusion in[o the blood. Inflammacion of 
tbe bronchioles causes asthma. 1-iypersensitivicy pneumonitis (I IP), one of the most common forms 
of lLD, is niggered by the inhalation of organic and inorganic substances from, for example, air 
pollulion. These pollutantS influence rlP development through epigenetic modifications. 

Treatn1ents, such as exercise and B vitamins, have been suggested as solutions to reduce the impact 
of air pollution on 1nethylation patterns and health. 

Consequences of removal of most 
but not all epigenetic tags from 
the human ovum and sperm 
Many organis1ns retain and pass on epigenetic marks [rom environ111ental exposure via gametes. 
This means that the epigenetic tags can be passe<l on to the next generation. In humans and other 
1na1nmals, egg and spenn cells undergo extensive reprogram111ing during development, which removes 
nearly all epigenetic ,narks (the epigenetic tags are said to be 'silenced '), Any tag that is not removed 
1nay affect the development and r unction of subsequent generations, as ,ve have seen earl ier (page 674). 
Research bas suggested that one of the important purposes of epigenetic reprograrnming in hu1nan 
sperm and egg cells is to remove epigenetic changes that might be caused by rhe environ1nent, 1-he 
1nechanism evolved to prevent changes in 1nethylation patterns caused by environmental <lisrurbances 
from being transn1itted across generations. For a small minority or genes (approximately 1%), ho1.vever, 
epigenetic tags survive this process and pass unchanged fro111 parent to offspring, through a process 
k11own as imprinting. linprinting is a process ,vhere the DNA in sperm and eggs are 1nodi[ied <luring 
gametogenesis (i.e. during tl1e formation o[ gametes by meiosis). T11is involved the addition of epigenetic 
tags that can s,vitch 'on' parts of the DNA and S\vitch 'off' other parts, 

Different genes are epigenetically sLlencecl in eggs and sperm. For most genes, two ~vorking copies are 
inhe1ired, one from each parent. Wilh imprinted genes, only one \vorking copy is inherited, clue to 
tbe differential silencing of epigenetic tags in sperm and egg development. Depending on the gene. 
either the copy from n1other or the copy from father is epigenetically silenced. In sperm development, 
1naternal tags are silenced and in egg development, paternal tags are silenced. 

■ Imprinting in tigons and ligers 
Tigons and ligers are both lion- tiger hybrids produced by interbreeding lions and tigers. Crossing a 
1nale tiger ,vith a female lion produces a tigon, vvhich is about the same. size or smaller rban either 
parent. Hov.rever, the cross beC\veen a fen1ale tiger and a male lion produces a tiger, which is known 
[or its great size as it is bigger than both lions and tigers. 
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You can read more 
about tigons and ligers, 
and other examples 
of genetic imprinting, 
here: www.thetech. 
org/ask-a-genetidst/ 
why-are-tigers-so-big 

male lion 
170-230kg 

on l 
growth gene 

X 

The differences can be accounted for by genetic imprinting: tigers and lions i1n print their DNA 
differently. It is possible these differences have evolved because of the different reproductive habitats 
and lifest}1les of the two species. female lions 1nay rnate ,.vith multiple 1nales, so a male lion passes 
on genes that encourage gro~1th in his own cubs in that litter. Jn contrast, the fe1nale lion has 
evolved imprinted genes that are anti-gro,vth (figure D2.2.3), because she is equally related to 
all the potential cubs and so wants to equally distribute resources to 1naximize the number \vho 
might survive. 

Tigers have a different social structure to lions and are not subject to the same pressures. A female tiger 
mates \vith one male, 1vho is equally related r.o all the cubs. liis genes ,vould not ,vant to 'encourage' 

growth because there is no competicton bervveen cubs from the male's perspective. The female tiger 
does not therefore need to evolve anti-gro\vth in1printing 'defences'. If a female tiger, \\rith no imprinted 
defences against paternally inheri ted genes encouraging growth in her offspring, is crossed (i.e. bred) 
,virh a male lion, who \\rill contribute genes that encourage growth, a liger JS produced (Figure D2.2.3). 
Gro,vr.h in the tiger is therefore a consequence of different patterns of epigenetic and genetic 
inherir.ance in lions and r.igers. This sho1vs how the phenotypic differences in tigons and tigers have an 
epigenetic origin, although the exact genes that are imprinted in lions or tigers. orvvhich of these genes 
make rhe biggest differences in terms of gro\vrh., are nor currently kno,vn. 

female tiger 
140-80kg 

on 

growth gene 

male tiger 
160-230kg 

on 

growth gene 

female hon 
120-SOkg 

off! 
growth gene 

liger 
>400kg 

t igon 
(sarne size or smaller than parents) 

~ 

on! 
growth gene 

on 

growth gene 

on 

growth gene 

off! 
growth gene 

■ Figure D2.2.3 Different patterns of epigenetic inheritance in l ions and tigers explains dif ferent phenotypes in ligers and t igons 

6 Define the 
term epigenetic 
inheritance. 

7 Outline the effect 
of epigenetic tags 
rema1n1ng 1n sperm 
and eggs. 

• 

ATL D2.2A 

Read more about how epigenetic tags can be inherited, and the rore of 1mpnnt1ng, using 
these websites: 
https: I II earn. gene ti cs .u ta h . ed u/ co nten ti epi gen et, cs/in herita nc e 
https:1/learn.genetics.utah.edu/contentlepigenettcs/imprinting 

Write an essay explaining how hybrid animals can be used to understand the role of epigenetic 
inheritance in t he determination of phenotypic t raits . 

Theme D: Continuity and change - Cells 



♦ Monozygotic twins: 
identical twins result from 
the fertilization of a single 
egg by a single sperm, 
\-Vith the fertilized egg 
then splitting into two. 
Identical twins share the 
same genomes and are 
always of the same sex. 

♦ Monozygotic: 
derived from a single 
ovum, and so genetically 
identical. 

f• Common 
mistake 
Do not just refer to 
'twins' when referring 
to siblings born at 
the same time -
refer to the specific 
type of twin, i.e, 
either monozygotic 
(developed from 
the same zygote) or 
dizygotic (developed 
from two different 
zygotes) twins. 

8 Describe the role 

of monozygotic 
twin studies. 

D2.2 Gene expression 

Monozygotic twin studies 
\Vithin fa1nihes there are remarkable sin1ilari ties ber,veen parents and their offspring, but no two 

111en1bers of a fa1nily are identical, apart Erom identical rvvins. 

Differences can be clue to: 

• genetic factors: some differences may be controlled by genes - such as human blood groups 

• environmental factors: other differences bet\veen individuals may be clue to r.he effect of our 

environment, such as a suncan acquired from exposure to the Sun 

• a combination of genetic and environmental factors: other differences beLween individuals 

may be due ro both generics and environment, such as our body heighr and weight. 

You may have heard the question 'nature or nurrure7' This refers to the origin of phenotypic variation: 

,vhethe.r ir is due to the genetic code of an individual ('nature') or rhe environme.J1r they v1ere brought 

up in ('nurture'). Studies using monozygotic twins attempt to ans,ver this ques tion and are designed 

to measure the conrribution of genetics, as opposed to the rnvironment, for a given trait. 

Identical t,vins are monozygotic, n1ean1ng that they come fro111 the same dividing cell, so are 

genetically identical. They cannot be distinguished by DNA fingerprinting. This contrasts ,vi_th 

dizygotic t,vins, v1hich are non-identical (i .e. may be a n1ale and a female) because they develop fro111 

t\vo separate fertilized eggs (Figure D2.2.4). Because non-identical twins con1e from t,vo different 

egg cells, each one \Vith a different co111bination of alleles, fi ngerprinting techniques are able to find 
differences between the1n . 

monozygotic 

shared 
placenta 

o g.eneti~ally @ 
1dent1cal 

"' / zygote splits Q 
t 

© 
t 
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dizygotic 

© genetically 
distinct 

t 

0 
1 

© 
l 

r 

separate 
placenta 

© 
t 

0 
t 

© 
t 

f 
■ Figure D2.2.4 Comparing monozygotic (ident ical) and d izygotic (non-identica l) twins 

Studies can compare evvins that have been brought up together or separately .. Measuren1ents of 

specific phenotypic traits can be measured and variation atrributed to genotype or the envii on1nent 
(or possibly a con1bination of both). If separated r,vins show si1nilar characteristics then the cause or 

the rrait is probably genetic, \\;hereas i.f there are significant differences then it is probably due to 

the environn1ent. 



ATL 02.28 

Identical genes in 
monozygotic twins may 
be expressed differently 
due to epigenetic 
changes - differences 
In methylation 
patterns influenced 
by the environment. 
Read the followi ng 
research paper, which 
investigates changes in 
levels of methylation 
between 3-year-old 
twins and SO-year-old 
twins: https://www. 
pnas.org/dol/10.10731 
pnas.0500398102 
Summarize the findings 
of the study. What 
conclusions do you 
deduce from the 
methylatfon patterns 
seen in the two sets 
of twins? 

• 

In t\.v in studies, results for monozygotic t\vins can be co1nparecl co those for dizygocic r,vins. 
ln these investigations, many pairs of twins are studied to gather an accurate es ti1nate o[ the 
relative importance of genes and che environtnent. Monozygotic tvvins share all their genes and 
so di!Terences bet\veen twins can therefore be due to non-shared environmental infl uences. If 
both monozygotic and dizygotic nvins resemble each other closely, this must be due to sharetl 
en,·ironmental influences. If monozygotic t,vins rese1nble each other more closely than dizygotic 
t\vins, then it suggests that genetic factors may play a role. Although rnonozygotic tvvins share tl1e 
same genotype, most monozygotic t,vins are not identical. -rhey may have differences in physical 
features and predisposition to disease, [or example. One explanation for these observations are 
epigenetic changes, due to differences in DNA methylation and histone acetylation over the lifetime 
of the twins. Methylacion levels can be expectetl to increase ,.vith age. 

One r.vin study. carried out by geneticist Claude Bouchard in 1990 and published in TIil: New 

England Jou, 11al of Medicine, examined the importance of genes for body-far storage and the 
developmenl of obesity, Houchard gave male monozygoric t,vins excess calories (an additional 
1000 calories a day) for three rnonths. Every participant ,vas heavier by the end of the experiment. 
although ,~1eighc gain within pairs of twins ,vas much lnore similar than ,veight gain ber.veen 
differenc nvin pairs. T~rLns in each pair tended co gain ,.veight in the same parts of the body, 
suggesting thal genetic factors are involved. You can read lnore about this study here: 
https://pubmed.ncbi.nlm.nih.gov/2336074 

Inquiry 1: Exploring and designing 

Exploring; designing 

If you were designing a monozygotic twin study, which phenotypic aspect would you 
study? What ethical issues would you have to address? Consult a variety of sources and 
from these select sufficient and relevant sources of information . 

Formulate a research question and hypothesis for the monozygotic twin study you 
have proposed. Be sure to state and explain your predictions using your scientific 
understanding, and identify and justify your dependent, independent and control 
variables. Justify the range and quantity of measurements in your investigation. 
Refer back to the investigations of twin studies you have read about in research papers . 
How does your hypothesis, prediction and methodology compare to these studies? 

External factors impacting the 
pattern of gene expression 
Factors fro111 outside tbe ccU can affect gene expression. For exan1ple. both honnone.s and 
biochemical factors can i111pact the pattern of gene expression. 

The effect of a hormone 
'0le have seen in Chapter C2.l ho,v steroid hormones oestradiol, progesterone and testosterone can 
affect gene expression (page 465). ln each case, the hormone binds Lo receptors in the cytoplas1n, 
\vhich act as ligand-gated transcription factors that in turn bind to DNA, ivith the help of co
actlvators and co-repressors, to alter DNA transcription . 
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♦ Operon: sequence 
of adjacent bacterial 
genes all under the 
transcriptional control of 
the same operator. 

♦ Operator: a DNA 
region at one end of 
an operon that acts as 
the binding site for a 
repressor protein. When 
the operator is complexed 
with the repressor, 
transcription is prevented. 

♦ Lac operon: an 
inducible operon 
including three loci 
involved in the uptake 
and breakdown of lactose 
1n the bac1·erium E coli. 

♦ Repressor: the protein 
product of a regulator 
gene that acts to control 
transcription of an operon. 
The repressor binds to 
the operator and prevents 
transcription by RNA 
polymerase of an operon. 
♦ Inducer: a molecule 
that is capable of 
activating the transcription 
of a gene by combining 
with and inactivating a 
genetic repressor. 

P..: Tnn tiFll 

Operons are only found 
in prokaryotes (bacteria 
and cyanobacteria). 
The regulator-gene 
mechanisms in 
eukaryotes are more 
complicated. 

Li nit 
The definition of 
al losteric regulators 
and more details 
about them is 
in Chapter C1 .1, 
page 399. 

D2.2 Gene expression 

■ The effect of lactose in bacteria 
In bacteria. control of gene expression occurs most con1n1only at the level of n·ansaiption, ,vhich 

means that bacteria regulate hov.r much n1R.~A is made fron1 111ost genes. A second way for bacte1ia 
to regulate gene expression is to conrrol the rate at v,hich mRNA is translated into protein, that is, 

translational level of control. 

In prokaryotes, operons are regions of DNA that contain a group of closely related genes consisting 

of structural genes and regulating elen1ents. The regulatory sequences u,on-coding DNA regions) 

include a prornoter, operator and term inator. Structural genes encode the enzyn,es of a n,erabolic 

path,.vay. The operator position is important as its regulation enables or prevents the rranscripcion of 
genes into rnRNA. 

The baccerium E. colt can be found in che human gut. Lactose is available to E. coli \vhen we drink 

milk. Lactose merabolism begins with its hydrolysis into monosaccharides. By producing the 

appropriate enzymes only ,vhen che nutrient is available, the E. coli cell avoids wastLng energy and 
resources making proteins char are nor needed. lt is che lac operon (lactose operon) that ensures 

that the E. coli cell only produces the enzymes required to metabolize lac rose ,vhen lactose is present. 

The process is illustrated in figure D2.2.5. 

This n1echanisn1 involves a repressor tuolecule (coded for by a regulator gene), an operator gene 

situated close to the gene that is being regulated (a structural gene, in this case coding for rhe 
Jactose-111etabolizing enzyme), and a promoter gene. When there is no lactose, the repressor 

111olecule binds to the operator and prevents transcription of the structural gene that codes for the 
laccose-111ecabolizing enzyme. l [ lactose is present, the lactose n1olecule reacts with the regularor 

protein, preventing it from binding with the operator gene. The lactose-metabolizing gene can then 
be transcribed and lactose n1etabolized by the cell. \Vhen all the lactose has been n1etabolized and it 

is no longer present, the repressor 111olecule blocks transcription again. 

In the presence of-the substrate lactose: 

0 
0 

0 

o-, iactose--() 

0 

1 lactose has combined with the 
repressor and inhibited its action. 

0 repressor 0 0 

2 RNA polymerase has bound to the 
promoter and is about to express the 
structural gene for lactase mRNA for 
lactase synthesis will be transcribed 
and pass straight to ribosomes in the 
surrounding cytoplasm, where lactase 
is synthesized. RNA polymerase 

operator 

promoter 

In the absence of the subst rat e lactose: 

gene for lactase 
3 Eventually, all the lactose will have 
been metabolized, and the repressor 

The gene is turned on. will be free to bind to the operator 
again. 

1 There 1s no lactose to combine with 
the repressor. 

2 The repressor binds with the operator. 

3 The RNA polymerase is obstructed 
from binding to the promoter. 

The gene ,s turned off. 

■ Figure D2.2.5 The function of the lac operon in bacteria 

The lac operon is an inducible operon. Transcription is turned on by the presence of a small effector 
molecule called the inducer, in this case, lactose. The ability of the repressor to bind the operaror 

and inhibit transcription depends on the protein's conforn1ation, ,vhich is allosterically regulated 

by an inducer. Thus, the concentration of the inducer detern1ines the activny of the ope.ran. 



9 Suggest why 
operons are 

. 
necessary 1n 
bacteria. 

r;:: Tnn., nl 

The lac operon is an inducible operon. Its transcription is usually switched off but can be turned on 
when a specific small inducer molecule (lactose) binds allosterically and inactivates the repressor. 
In the absence of lactose or when lactose concentration is low: 

no lactose binds to the lac repressor 
the lac repressor binds to the operator si te and blocks RNA polymerase from transcribing the 
structural genes, thus inhibiting transcription. 

■ The effect of tryptophan in bacteria 
E. coli synthesizes tryptophan (an amino acid) from a precursor molecule in a series or metabolic 
steps, each catalysed by a specific enzyine. The five coding regions for the tryptophan enzyines thai
synrhesize tryptophan are arranged sequentially (starting ~vith trpE) on the chromosome in Lhe 
operon (Figure D2.2.6). When E. coli needs to make tryptophan for itself because it lacks lhe am ino 
acid, all rhe enzymes in 1he metabolic patl,\vay are synthesized ar. one rime. 

The trp operon is a repressible operon because its transcription is usually turned on but can 
be inhibited (repressed) when a specific small n1olecule (tryptophan) binds allosterically (see 

Chapter Cl.1) to a regulatory protein. 
• The trp repressor is the product of a regulatory gene called trpR, \vhich is located some distance 

away fro1n the operon it controls, and it has its o,vn promoter. 

• The trp repressor is synthesised in an inactive form with little affinity for the rrp operator. 
• Only if tryptophan binds to the trp repressor does the repressor protein change to the active form 

that can bind to the operator, inhibiting transcription of the structural genes. 

in the presence of the substrate tryptophan: 

promoter 

mRNA synthesis is blocked 

trpE trpD trpC trpB trpA 

RNA polyrner a~e 
tryptophan 

repressor 

in the absence of the substrate tryptophan: 

operator trpE mRNA synthesis can proceed 

LINKING QUESTIONS 

What mechanisms 
are there for 
inhibition in 
biological systems? 
In what ways does 
the environment 
stimulate 
diversification? 

• 

promoter trpD 

repressor 

■ Figure D2.2.6 The function of the trp operon 

trpC trpB trpA 

Tryptophan functions as a co-repressor (as opposed to lactose acting as the inducer ln lac operon) 
that cooperates with a repressor protein to s,.vitch an operon off. As more tryptophan accun1ulates, 
more tryptophan molecules can then bind to the trp repr.essor, ,vhich can then bind to the trp 
operator and inhibit the synthesis enzymes involved in the tryptophan biosynthetic pathway . 
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♦ Solvation: the 
interaction of a solvent 
with dissolved molecules 
or ions. 

D2.3 Water potential 

' 

Guiding questions 

• What factors affect the movement of water into or out of the cell? 

• How do plant and animal cells differ in their regulation of water movement? 

This chapter covers the following syllabus content: 
► D2.3 .1 Solvation with water as the solvent 
► D2.3.2 Water movement from less concentrated to more concentrated solutions 
► D2.3.3 Water movement by osmosis into or out of cells 
► D2.3.4 Changes due to water movement in plant tissue bathed in hypotonic and 

hypertonic solutions 
► D2.3.5 Effects of water movement on cells that lack a cell wall 
► D2.3.6 Effects of water movement on cells with a cell wa ll 
► D2.3.7 Medical applications of isotonic solutions 
► D2.3.8 Water potential as the potential energy of water per unit volume (HL only) 
► D2.3.9 Movement of water from higher to lower water potential (HL only) 
► D2.3.10 Contributions of solute potential and pressure potential to the water potential 

of cells with walls (HL only) 
► D2.3.11 Water potential and water movements in plant tissue (HL only) 

Salvation with water as the solvent 
Solvation is the inceracLion of a solvent ,vith the molecules and ions that dissolve in ir (the solute) 
As seen in Chapter Al.l , \Yater is an ideal solvent because of its polariry, 1vhere the hydrogen ends of 
the V-shaped 111olecule are posilive and the oxygen end is negative. \/\later molecules can rherefore 
interact ,virh the positive and negative charges of che soluce and form hydrogen bonds, or ion-dipole 
forces (if ions), bet\veen the t\VO. Solvent polarity is che mosl important factor in determining how 
\vell the solvent solvaces a particular solute. Polar solvent molecules can solvare polar solutes and ions 
because they can orient the appropriate partially charged porrion of che molecule to\vards the solute 
through hydrogen bonding or ion-dipole forces (Figure D2.3.1). This stabilizes the system and 
creates a hydration shell around each particle of solute (Figure Al. 1.9, page 8) 

□ 
' 

ion-dipole forces 
.~ r-e: ,-t-,...,..--,-..-, 

' ' 
' ' , • water 
~ ' 00 - molecules , 
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' 
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' ' 
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d ·· ~Q -....,,,~~- chloride ion (-ve) 
, CC) attracts +ve pole 

' , of water 
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', 111::1-...::.,-.,_::.,- ;:.,-,;-:;;, 
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'~~~f----! 

sodium ion ( +ve) 
attracts - ve pole 
of water 

undissolved sodium chloride 
■ Figure 02.3.1 Solvation of a salt solute 
(sodium chloride) in a solvent (water) 
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Link 
The definition of 
osmosis is on page 
227. The movement 
of water molecules 
across membranes by 
osmosis and the role 
of aquaporins starts 
on Chapter 82.1, 
page 228. 

♦ Hypotonit: when the 
external solution is less 
concentrated than the cell 
cytoplasm and there is a 
net inflow of water into 
the cell by osmosis. 

♦ Hypertonic: when the 
external solution is more 
concentrated than the cell 
cytoplasm and there is a 
net outflow of water from 
the cel l by osmosis. 

♦ Isotonic: when the 
external solution is the 
same concentration as the 
cell cytoplasm and there 
is no net entry or exit of 
water from the cell by 

' osmosis. 

(e Common 
mistake 
It is incorrect to refer to 
water as 'osmosising'. 

There is no verb 'to 
osmosis' Tile corre.ct 
terminology is to 
say 'water moves by 
osmosis' 

cytoplasm 

Water movement from less concentrated 
to more concentrated solutions 
Osn1osis is a special case of diffusion involvi11g \vater molecules. Because ,vater is an in1portant 

component of cells, the diffusion of \vater is referred to specifically as 'osn1osis'. Water, although 

polar, is sn1all enough to 1nove through the phospholipids of the bilayer, although it also moves 

through special pore proteins called aquaporins (page 228). Osn1osis is the net (i.e. overall) 

n1ovement of ,vater molecules fron1 a less concentrated solution (i.e. more dilute) to a region of n1ore 

concentrated solution, across a selectively pern1eable membrane. Osmosis is therefore the passive 

n1ovement of ,vater molecules across a panially permeable n1en1brane, fron1 a region of lower solute 

concentration to a region of higher solute concentration (Figure D2 3.2). 

water molecules 

0 0 0 6 0 0 
O oe o 0 

0 0 • 0 
o 0 0 0 o O 0 

0 0 0 0 

0 Oo 0. 0 . 0 0 

0 0 0 0 
0 0 0 

membrane 
I 

net movement of t,,ater - ~ 

dilute solution 

low concentration of solute 

concentrated solution 

high concentration o'f solu le 

■ Figure D2.3.2 Water moves by osmosis from a less concent rated to a more concentrated solution 

Figure 02.3.3 sho,vs three different concentrations of a solution outside a cell. I[ the solution outside 

the cell (i.e. below the membrane in Figure D2.2.3) is more dilute than the cytoplasm inside the cell, 

it is referred to as hypotonic. This means that the external solution is less concentrated than the cell 
cytoplasm. In these conditions, there ,vill be a net inllo,v of ,vater into the cell by osmosis. Tf the 

solution outside the cell is more concenrxated than the cytoplasm inside the cell, the solution is said 
to be hypertonic. This means there ,.vill be a net outflow of ,vater from the cell by osmosis. If the 

solute concentration is the same on both sides of a membrane (i.e. inside the cell and in the external 

solution), the e,'(ternal solution is said to be isotonic, and there is no net entry or exit of ,vater from 

the cell by osmosis. 

cytoplasm cytoplasm •o 0 •• 0 • 0 
0 0 • • 0 0 

membrane 

0 
aquaporin 

O'rffm 

•
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outside the cell 

a Hypotonicity 

0 

() 

O'fff«i 

• 0 • 

outside the cell 

b lsotonicity 

• 
O'fff«i 

O O O . 
outside the cell 

c Hypertonicity 

o water 

e solute 

■ Figure D2.3.3 Flow of water into or out from a ce ll depends on the osmotic concent ration 
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(e Common 
mistake 
It is incorrect to 

say that there 1s no 
movement of water in 
an isotonic solution. 
There ,s movement 

of water across the 
membrane, but the 
movement out from 
the cell is balanced by 
movement into the cell, 
i.e. there 1s dynamic 
equil ibrium, and so no 
net osmosis. 

1 State the 
significance of 
the use of three 
tissue strips in each 
of the tubes in 
Figure D2.3.4. 

D2.3 Water potent ial 

A way to remember the difference between hypertonic and hypotonic is that in a hypotonic 
solution, the solute concentration is lower than the cell cytoplasm, whereas in a hypertonic solution 
the solute has a higher solute concentration than the cell cytoplasm; i.e. hypo = low (in terms of 
solute concentration) and hyper = high. 

W ater movement by osmosis into or out of cells 
The direction of the net 1novement of water can be predicted depending on ,vhether the external 

solution surrounding a cell is hypotonic or hypertonic. In Figure D2 3.3. the area belo,v the plasma 
membrane represents the solution outside the cell, the area above the membrane is the cytoplasm. 

In an isotonic solution, there is no net 1noven1ent of water because solute conce11tration is the sa1ne 

on both sides of the merubrane. The condition in an isotonic solution is said to be in dynamic 

equilibrium, which means cl1at although 'Nater moves across the membrane (i.e. the situation is 
dynamic) there is no overall change in water concentration on either side o( the me111brane (i.e. the 

situation is at equilib1iun1). 

Water moves into and out of cells by osmosis. In this way cells can maintain their osmotic 
concentration. This is important in animal cells, where the internal environment needs to 
be the same as the external environment to avoid cell lysis (bursting) or shrinkage. 

Changes in plant tissue bathed in 
hypotonic and hypertonic solutions 

■ Estimation of osmotic concentration of plant tissue 
V-Then plant cells are bathed in a solution that is isotonic vvith the cell cytoplas1n, there is no net 

entry or exit of ,,.,ater from tl1e cells. The tissue retains the same dimensions and n1ass. Alternatively, 

if similar plant tissue is placed in a hypertonic solution, the tissue decreases in dimensions and 
n1ass. \\Then placed in a hypotonic solution, it increases in din1ensions and 111ass. This observation is 

the basis of the experi1nent illustrated in Figure D2.3.4. Here the aim is to discover the concentration 
of the bathing solution isotonic ,vith the cells of potato tuber. 

Study the sequence of steps involved in the ex-periment. Note Lhe importance or: 

• accurate ~>.reighing out or the solute (sucrose in this case) 

• accurate pipetting of solution Fron, tube to tube in the process or serial dilucion 

• the use of replicate samples of tissue in each tube 

• the accura1:e measurement of the length or tJ1e tissue strips ar rhe end of Lhe experimenL 

Examine the graph to identify v,hat 1nolar concentration of sucrose is isotonic ,vith the cytosol of the 

potato tissue used in this experiment. 



10 cm 

1 Preparing different concentrations of sucrose solution, 0.8 mol dm·3 ➔ 0.2 mol dm·3 

100 cm3 of 1 mol dm· 3 solution was taken and the following dilutions carried out: 

Volume of 
1 mol dm·• Concentration of 

Volume of distilled water (cm') sucrose (cm3) sucrose (mol dm·1) 

2 8 0.8 
4 6 0.6 
6 4 0.4 
8 2 0.2 

2 Preparing the tissue strips and the setting up of the experiment 

replicate strip (1 O x 1 >< 0.5 cm) or cylinders (1 O x 1 cm 
cork borer) cut from a large potato tube 
t issue strips/cylinders washed and three placed in each tube 

3 Measuring the final lengths of the t issue strips 

After a period of 30 minutes the tissue strips were retrieved, blotted dry, and t heir lengths 
measured accurately. The mean change in length of the t hree strips in each tube was calculated. 

4 Graphing the results and estimating the osmotic concentration of potato tuber tissue 

■ Figure D2.3.4 The investigation of the osmotic concentration of potato tuber tissue 

• ■ Estimation of osmotic concentration of t issues by bathin,g 
samples in hypotonic and hypertonic solutions 

♦Osmotic 

concentratioti; the 

measure of solute 

concentration, defined as 

the number of osmofes 

(Osm) ot solute per 

litre (L). 

• 

Changes in rissue lengrh and mass can be measured and analyzed ro deJuce isotonic solute 
concentration. The ain1 of thls experiment is to detennine the solute concentration, or osmotic 

concentration, of a planr tissue. Poraroes are ideal for the experi 1nent, although other root vegetables 
can be used. Pora10 tissue 1s put in a range of sucrose solutions of different osn1oric concentr,ition to 
see ho\v they change in mass and length . Osn1oric concentration or potato tissue is estimated by 
fincling the concentration of sucrose that results in no change in the potato tissue mas:; or length. 

We can use standard deviation and s1andard error Lo help in our analysis or the data. These 
measuremencs indicate variarion around the mean. Standard deviation and standard e1Tor could 
be derennined for I he resulrs of this experiment if there are repeat5 [or each concenLTation, which 
would allov, the reliability or length and mass measurements to be compared. You are noL required ro 
memorize formulae for calculating these statistics. 

Inquiry 2: Collecting and processing data 

Collecting data 

For the investigation you will need the following equipment: 

• 1.00 mol dm-3 sucrose solution • boiling tubes 

• cork borer/chip-maker • electronic balances 

• distilled water • stop clock 

• pipettes • ruler or calipers 

• measuring cylinders • balances 

Theme D: Continuity and change- Cells 



The most important 
part of this experiment 
1s uniform blotting 
(i.e., drying of potato 
t issue). Ideally, this 
should take into 
account a uniform 
pressure applled by the 
blotting/tissue paper 
when drying a chip, for 
a known time. 

D2.3 Water potent ial 

Safety 

Take care cutting the potato chips. Use a white t ile to cut the potato on and do not cut 
towards the body. 

Procedure 
1 Make up six sucrose solutions of 1.00, 0.80, 0.60, 0.40, 0.20 and 0.00 mol dm-3 

(see Table D2.3.1). 
2 Use the cork borer to prepare 30 chips of potato. each 30 mm in length. 

/ 
■ Figure D2.3.S Preparing potato chips using a cork borer 

3 Weigh and measure each chip and record its mass (each length should be 30 mm). 
4 Put one chip in each of the solutions. Repeat the test five times with each 

sucrose concentration (i.e have f ive boiling tubes containing the solution at each 
concentration, with a chip of known mass and length in each tube). 

s After 40 minutes, remove the chips and reweigh and remeasure them - taking care to 
remove any excess solution fi rst (Why do you do this?) 

Processing data 
6 Calculate the percentage change in mass and the percentage change in length for 

each chip. This is calculated by working out the change in mass or length, dividing it 
by the original mass or length. and multiplying by 100 (to produce a percentage) (see 
Chapter C3.2, page 546). 

7 Plot a graph of percentage change (y-axis) against sucrose concentration (x-axis) for 
both length and mass. 

8 Est imate the concent ration of the potato tissue (its solute potential). This is the point 
when there is no change ,n mass/length (i.e no net osmosis, because the solute 
potential is the same in the solution as the cell cytoplasm). Is it the same for both 
length and mass? 

■ Table D2.3.1 Preparlhg different concentrations of sucrose 
solution, 0.80 mol dm-" to 0.20 mol dm-• 

Volume of Volume of 
distilled water/cm3 1.00 mol dm-3 sucrose/cm• 

2.00 800 

4.00 6.00 

6.00 4.00 

8.00 2.00 

Concentration of 
sucrose/mo I dm-3 

0.80 

0.60 

0.40 

0.20 



♦ Standard error (SE): 
an estimate of the 
reliability of the mean 
of a population sample. 
A small standard error 
indicates that the mean 
value is close to the actual 
mean of the population. 

Tool 1: Experimental techniques 

Accurately measuring mass and le ngth 

Accurate measurements are needed in scientific experiments. The term 'accuracy' 
relates to how close your results are to the t rue value. Accuracy can be improved by 
carefully measuring mass and length in the experiment on page 685. Limitations in your 
equipment and method will reduce the accuracy of the results. The mass of a substance 
can be measured in the laboratory with an electronic balance. The SI unit for mass is the 
kilogram (kg), smaller masses can be measured in grams (g), and milligrams (mg). 

In length measurement, the standard SI unit is the metre (m). However, a metre rule will 
be subdivided into centimetres (cm) and millimetres (mm). Which of these units is used 
depends on the object being measured. The calibration (markings) of a metal or plastic 
rule are likely to be more accurate than a wooden metre rule. 

Tool 3: Mathematics 

Applying genera l mathematics 

Standard deviat ion 

Processing uncertainties 

When graphs are presented showing mean values, the 
standard error can be shown graphically as error bars. 
Error bars are added to each plotted value to demonstrate 
the deviation of the sample from the true population 
mean. Error bars (±1SE) extend above and below 

Calculate the standard deviation for each chip. 
The equation and calculation method are shown in 
Chapter C4.1, page 552. 

Standard error 

The standard error (SE) represents how well the 
sample mean approximates to the population mean. 
The larger the sample, the smaller the standard error, 
and the closer the sample mean approximates to the 
population mean. The standard error is obtained by 
dividing the standard deviation, SD, by the square root 
of n, the sample size. 

standard deviation (SD) 
Standard error (SE) = [ii 

the points plotted on a graph to show this variability 
(Figure D2.3.6). Non-overlapping error bars demonstrate 
that the difference between mean values is significant (as 
shown in Figure D2.3.6), whereas overlapping error bars 
suggest a non-significant difference. 

Data must be expressed to an appropriate number of 
decimal places. Raw and processed data should be 
recorded to a number of decimal places appropriate to 
the sensitivity of the apparatus or instrument. All raw data 
of the same type should be recorded to the same number 
of decimal places. In Table D2.3.2, percentage change was 
recorded to two decimal places and so the mean values 
should be expressed to the same level of precision. 

Daca \Vere collecced using che methodology outlined in the Inquiry 2 above. This is shown in 

Table D2.3.2. 

■ Table D2.3.2 Results from investigation to establ ish t he osmotic concentration of potato tissue 

Sucrose concentration/ Percentage change in the mass of the potato chip 

moldm-3 Repeat 1 Repeat 2 Repeat 3 Repeat4 Repeat 5 Mean SD SE 

0.0 18.43 15.65 21.55 16.53 19.98 18.43 2.42 1 08 

0.2 3.88 6.44 2.22 5.23 1.05 3.76 2 .18 0.98 

0.4 -6.55 - 3.05 - 6.55 -4.88 -4.12 - 503 1.53 0.69 

0.6 -1 1.09 - 9.55 -1 0.05 -15.53 - 9.55 - 11.15 2.53 1.13 

0.8 - 15.40 -18.55 - 17.55 -13.76 - 13.42 - 15.74 2.27 1 01 

1.0 -16.58 -17.23 - 21.65 - 14.23 - 15.22 - 16.98 2.86 1.28 

Theme D: Continuity and change - Cells 



Concluding 

Standard deviation (SD) was calculated L1sing the STDEV function in Excel. Standard error ,vas then 
calculated using the formula: =ST'DEV(B3:F3)/SQRT(COUNT(B3:F3)). This shows the calculation 
[or data between cells B3 and F3: the equation ,vas copied and apphed to other cells. 

A graph of the data was plotted (Figure D2.3.6). Error bars v,rere added by clicking on the line of best 

Eit. then selecting 'error bars - custon1 - specify values' and then highlighting the SE calculations 
from Excel (for both positive and negative values). 
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■ Figure D2.3.6 Graph showing the relationship between solute concentration and mean 
percentage change in mass; error bars indicate variation of data around mean values 

1'he resL1lts sho,v that the chip does not change ,nass at a sucrose concentration of 0.3 mol dm-3. 

This is rhe isotonic point, ,vhere there is no net osmosis (i.e. no overall moven,ent of water into or out 
of rhe chip} This gives lhe 0s1notic concenr.ration of rhe chip. The SE for 1nean values between 0.0 
and 0.6mold1n-3 are non-overlapping, \vhich suggests that these differences are real and signiricant 
·rhe SE bars for 0.8 and 1.0 n,oldn, -3 do overlap, ho,vever, ,vhich suggests rhat the percentage change 
of chips at these t,vo sucrose concentrations a.re not significantly different. 

Inquiry 3: Concluding and evaluating • 

Eva luat ing 

Describe and explain your results from the Inquiry on 
page 684. Interpret your processed data and analysis 
to justify your conclusions. Compare the outcomes of 
your investigation to the accepted scientific context 
discussed in this chapter. The point where the line 
between the data points crosses the x-axis is the point 
at which there is no change in mass. This means that 
there is no net osmosis. (Why is it incorrect to say that 
there is 'no osmosis'?) This indicates the concentration 
of the cell solution (i.e. it is the same as the external 
solution), that is, the 0s1notic concentration. 

1 What were the limitations of the experiment? How 
might they have affected the accuracy of the result? 
How could you improve the experiment to reduce 
these limitations and improve accuracy? 

2 Comment on reliability and identify any anomalous 
results. What is standard deviation and standard 
error, and what does this tell you about your results? 
(Hint: variation around the mean.) Identify and 
discuss the sources and impacts of random and 
systematic errors. 

3 Which results provided the more accurate results -
the percentage change in length or the percentage 
change in mass1 Why is this? Relate the outcomes of your investigation to your 

stated research question or hypothesis. What was the 
impact of uncertainties on your conclusions? 

D2.3 Water potential 

4 Explain any realistic and relevant improvements you 
could make to the investigation. 



When the external 
solution is less 

concentrated than the cell 
contents (hypotonic) 

cell swells and bursts -~'----

net inflow 
of water 

When the external 
solution is at the same 

concentration as the cell 
contents (isotonic) 

no net water 
movement 

When the external 
solution is more 

concentrated than the cell 
contents (hypertonic) 

net outflow 

cell out line 
becomes 
crinkled 

of water 

cell solution becomes 
more concentrated 

■ Figure D2.3.7 Osmosis 
in animal cells 

♦ Contractile vacuole: 
a sma II vesicle in the 
cytoplasm of many 
freshwater protists that 
expels excess water. 

A • 

Effects of water movement on 
cells that lack a cell wall 
The effects of osmosis on plant and ani111al cells can be quite different. 

Canyou suggest IvfD,? 

In an anin1al cell, the absence of a protective cellulose ,vall generates a serious problem in terms of 

water relations. A typical animal cell - for example a red blood cell - ,.,,hen placed in pure ,vater or 

a hypotonic solution \¥ill quickly s,-vell and break open fron1 the pressure generated by the entry o[ 

an excessive amount of water by osmosis (figure D2.3 7). Notice that the san1e cells, ,vhen placed in 

a hypertonic solution, shrink in size due to net water loss from the cytoplasm. Cells in hypertonic 

solutions are described as crenated. These cells are less likely to n1ove smoothly through capillaries, 
which can lead to blood clots. Isotonic tissue fluid (the solution that surrounds cells) therefore needs 

to be maintained in multicellular organisms to prevent harmful changes. 

ln n1ammals and other animals, the osmotic concentration of body fluids (blood plasma and tissue 

fluid) is very carefully regulated, maintaining rhe san1e osmotic concentration inside and outside 

body cells (isotonic conditions) to avoid such problems. 111is process is an aspect of osmoregulation 

(Chapter D3.3, page 768). 

■ Osmosis in freshwater aquatic unicellular animals 
Many unicellular animals survive in freshwater aquatic environ1nents ,vhere the external medium 

is normally hypotonic co their cell solution. These organisms experience a continuous net innow of 

,vater by osmosis and are in danger of disruption of the plas1na membrane by high internal pressure. 

The protozoan Arnoeba is one example. In fact, the cytoplasm of amoebae contains a tiny \Vater 
pun1p, kno,vn as a contractile vacuole, \Vhich \vorks continuously to pump out excess ,vater. 

The in1portance of the contractile vacuole to these organi.s!ns is fatally demonstrated if the cytoplasn1 

is te111porarily anaesthetized. The protist quickly bursts (Figure D2.3.8). 

pond water - -
is less concentrated 
than the solution 
in the cytosol of 
the Amoeba cell 

net inflow of water 
over the w hole 
cell suriace membrane 

nucleus 

contractile vacuole: 
water collects here 
and is then expelled 
from the cell by the 
pumping action of 
the vacuole 

■ Figure D2.3.8 Amoeba - the role of the contractile vacuole 

Single-celled organisms without a cell wall are adapted to change by using contractile 
vacuoles to remove water from the cell. This maintains the osmotic concentration of the 
cytoplasm and functioning of the organism. 

Theme D: Continuity and change - Cells 



♦ Turgor pressure: 
hydrostatic pressure in 
a cell that pushes the 
plasma membrane against 
the cell wait 

♦ Turgid: condit ion 
where the vacuole of a 
plant cell is full of water, 
pushing the cell membrane 
against the cell wal I. 

♦ Flaccid: plant cell that 
has become soft and less 
rigid than normal because 
the cytoplasm w ithin 
its cel ls has shrunk and 
contracted away from 
the cell walls through loss 
of vvater. 

♦ Plasmolysis: 
condition when plant cells 
are in hypertonrc solutions 
when the cell membrane 
pulls away from the cell 
wall due to reduced cell 
volume and pressure. 

Effects of water movement 
on cells with a cell wall 
Osmosis in an individual plant cell, ,vith its cellulose cell ,val! (Figure D2.3.9), produces different 
outco1ues to those of animal cells and protists that do not have a cell \vall. Whether the net disection 
of water n1ovement is into or out of a plant cell depends on \vhether the concentration of the cell 
solution is n1ore or less concentrated than the external solution. 

Vllhen the external solution is less concentrated than the cell solution (hypotonic), there is a net 
inno,,v of \Vater into the cell by os1nosis and the cell solution becomes diluted. Then the pennanent 
vacuole s,vells clue to \Vater uptake, and the membrane oE the vacuole pushes against the cytoplasm, 
\vhich in turn presses hard against the cell ,vall, increasing turgor pressure. If thLs happens the cell 
is described as turgid. The pressure that develops (clue to rhe stretching of the cell ,val]) eventually 
becomes so great that it prevents furrher uptake of water. The cell wall has protected the delicate cell 
contents from damage clue ro osmosis, but the tissue may be quite rigid due to the internal pressure. 

\1-lhen the external solution is n1ore concentrated than the cell solution (hypertonic), there is a net 

flow of water our of che tell by osn1osis and the cell solucion becomes 1nore concencraced. As d1e 
volume of cell solucion (cytoplasm and pern1anent vacuole) decreases, the cytoplasm pulls a\vay from 
parts of rhe cell wall (contact \Vich the cell \Vall is maintained at points where there are cytoplasn1ic 
connecrions benveen cells). The cell becomes flaccid and it is said to be plasmolysed (from plas1no 

= cytoplasm, lysis = splitting). 

When the external solution 
is less concentrated than the 

cell contents (hypotonic) 

When the external solution 
is at the same concentration 
as t he cell contents (isotonic) 

When the external solution is 
more concentrated than the 

cell contents (hypertonic) 

eel I solution 
diluted 

rnembrane of -,...__ 
perrnanent vacuole 
( tonoplast) 

plasma membrane 
(partially perrneable) 

net inflow 
of water . 

/ cel l 1s surrounded 
/ by similar cells 

cytoplasm 

permanent vacuole 

cellulose cell wall 
(fully permeable) 

no net water 
movement 

net outflow 
of water 

eel I solution 
, "'v becomes more 

concentrated 

cell wall stretched 
cytoplasm pulls away from the cell wall; 

the cell is said to be plasmolysed 
(prevents rupture of the cell surface membrane) 

■ Figure D2.3.9 Osmosis in plant ce lls 

D2.3 Water potent ial 

ln the case ofhypotonic solutions, the cell ,va1l stops the cell bursting and allo,vs the cell to develop 
turgor pressure, ~,hich helps to support plant tissues (in the absence of supportive structures such 
as skeletons or shells that ani1nals have). ln hypertonic solutions, plant tissue can survive under 
plasmolysed conditions, although not for extensive pe1iods of ti1ne. The 1novement of the plasn1a 
n1en1brane away from the cell wall enables the solute to enter the space bet\veen the \vall and 
n1en1brane. Over ti111e this can lead to dan1age to the 111en1brane. 
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Cont1nu1ty· _ 

The osmotic 
concentration of a 
drip, or a solution 
used to bathe 
transplant organs, 
must be the same 
as that of the blood 
plasma and tissue 
fluid (i.e. isotonic). 
This maintains 
the osmotic 
concentration of 
the blood plasma 
and body tissue, to 
ensure continuity in 
body functions. 

.,,; 

♦ Water potential: the 
potential energy of water 
per unit volume, relative 
to pure water, denoted 
by the symbol 'l'w (psi) 
and expressed in units of 
pressure (kPa). 

3 Define the term 
water potential. 

ATL 02.3A 

Why are plants rare in sea water? Whal issues do they face? Use your knowledge of osmosis lo 
explain the problems plants encounter ln salt water. 

Some plants do exist around coasts and spend some or ,nuch of their time in sea water, such as 
mangrove forests. Seagrasses (of which around 60 species exist) are the only f lowering plants 
that grow underwater in marine environments. What adaptations do marine plant species have 
that enable them to exist in this environment? (Look back at Chapter B4.1, page 342, to help 
you answer.) 

Medical applications of isotonic solutions 
An intravenous (lV) drip is a piece of medical equip1nent that delivers nuids directly into a patient's 

circulatory syste1n. The fluid is contained in a small bag, held on a stan<l above the patient so liquid 

can drip do\vn easily. lt is used to treat dehydration (i.e. to replenish lost salts and \Vater to the body) 

and to deliver medicine. 

A sterile saline solucion of 0.9% NaCl is safe to use because it has the same solute concentration as 

body tissues and the cells in che blood. If a hypotonic solucion is introduced to the body it v.rould 

cause a decrease in the solute concentration of blood plasma, leadjng to red blood cells s,velling 

and bursting, resulting in decreased delivery of oxygen to cells. A high concentration of salt \voulcl 

cause water to be lost from reel blood cells, causing them to move less freely in capillaries, ,vith the 

potential of blood clots forming. 

In the san1e \vay that drips need to be isotonic 111 relation to body tissues and blood plasn1a, ,vhen 

hun1an organs are donated for transplant surgery, they must be n1aintained in a saline solution that 
is isotonic \vith the cells of the tissues and organs. This is to prevent damage to cells due to ,vater 

uptake or loss duri11g transit to the recipient patienL 

2 An organ is being prepared for transplant. Explain how the osmotic concentration of 
the solution used to bathe the organ can be determined . 

Water potential as the potential 
energy of water per unit volume 
lr. is useful 10 be able to quantify the potential o[ \varer to move from one area ro ano1 her, in order ro 

predict the direction and degree of movement. Water potential is used 10 quantify the 1.endency of 

,vater to move from dilute to concentrar.ecl solutions due r.o osmosis. Vlater potential is the potential 

energy of water per unit volume. As the 1novemen1 of \var.er \Vithin cells generates pressure against 

the me1nbrane, \Vater potential is 1neasured in kilopascals (kPa), which is an Sf unit. It is represented 

by Lhe Greek lener IJI.,, (psi). 

It 15 not possible to measure the absolute quantity of potential energy o[ warer, and so measures of 
water potential are standardized relative to pure ,vater at standard atmospheric pressure and 20°C. 

Theme D: Continuity and change - Cells 



4 Explain why 
water moves from 
a higher to lower 
water potential. 

5 Describe the 
ef fect of adding 
salt to a solution 
that is bathing 
animal tissue. 

D2.3 Water potent ial 

Movement of water from higher 
to lower water potential 
\/\later with a lo\v concentration of solute, and therefore a high \Vater potential, ,vill have a hi.gh 

potential energy for moven1enr, \vhereas a solution that has a high concentration of solute and 

therefore lo\v \vater potential, will have a lower potential energy for the n1ove1nent of \Vater. 

ln solutions containing a solute, the ,vater molecules form hydrogen bonds \vith the solute 

(figure D2.3.l, page 681), restricting the freedon1 of moven1ent of ,vater and lo1ve1ing the potential 

energy. Water containing a solute ,viJJ have a lo,ver \Vaterpotential than pure \Vater. Water therefore 

n1oves fro1n a region \vhere it has a higher \Vater potential (i.e. lo,ver solute concentration and higher 

potential energy) to a region where it has a lower ,vater potential (i.e. higher solute concentration and 

101,ver potential energy). 

Contributions of solute potential 
and pressure potential to the water 
potential of cells with walls 
1\s ,ve have seen, 1 he concentration of a solute determines the \vater potential of a solution. 

The pressure \Vi thin a cell also detennines the movement of water - a higher pressure 1,vill result in 

greater potential energy and, therefore, ,vater potential. 

Dissolving any solute in pure water lo,vers lhe ,vater potential (i.e. leads to a more negadve 

value). The highest water potential is genera lly taken to be zero, which is found in pure water 
(Figure D2.3.10). 

Solution Water potential ('l'wl 

pure water 0 (zero) highest water potential 

dilute solution (of solute) negative 
e.g, -so kPa 

concentrated sQlutton (of solute) more negative l(.)wer water potential ' • eg. - lOO kPa 

■ Figure D2.3.10 Water potent ial becomes more negative as solut e is added to a solution 

Water potential can be calculated using the tollovving equation: 

where \JI,.= water potential 

'I'.,= solute potential 

\j/
1
, = pressure potential 

Boch solute and pressure potentials are measured in terms of their effect on ,vater potential, and so 

the unit in both cases is kPa. Because adding a solute to a solution lowers the ,vater potential. solute 

potentials can range from zero down,vards (Figure D2 .3JO). 

691 



6 Distinguish 

between solute 
potential and 
pressure potential. 

7 Describe how 
solute potential 
and pressure 
potential are used 
to determine water 
potential. 

8 Deduce the 
changes to the 
pressure and solute 
potential of a plant 
tissue placed in a 
hypotonic solution. 

ConceP-t: 
Ctian e 

The water potential 
of a cell will 
change if placed 
1n a hypertonic or 
hypotonic solution, 
although the effects 
on solute and 
pressure potentials 
are different in 
each case. 

• 

Pressure potentials, because of the 1novement o[ \Vater molecules pushing against the cell n1embrane 
and the cell wall o[ plant, fungi and prokaryote cells, are generally positive inside cells. Negative 
pressure potentials can occur, ho,.vever, inside xylem vessels ,vhere sap (mainly \Vater) is being d1<1,vn 
up the plant under tension (see Chapter 83.2, page 303) 

Water potential and water 
movements in plant tissue 
As we sa,v in the experiment ro determine the osmotic concentration of plant tissue (page. 683), 
plant cells gain \Yater in a hypotonic solution and lose water in a hypertonic solurion by osmosis. 
The [ollo,ving changes occur \\Then plant tissue is bathed in these solutions. 

ln a hypotonic solunon: 
• As \Vater moves into the cell, pressure potential increases. This is because there are a 

greater number of water molecules in the cell. The increased potential energy o( 1.varer means 
that there is increased potential for \\Tater molecules to 1nove and e..'Cert pressure on the 

plas1na membrane. 
• The solute concentration decreases because the number o [ solute 1nolecules relative ro water 

1nolecules decreases. 

• Overall, the ,vater potential of the cell increases (due to a decreasingly negative solute 
concentration and an increasingly positive pressure potential). 

ln a hypertonic solution: 
• As water 111oves out fro1n the cell, pressure potential decreases. This is because there are 

[ewer ,vater 1nolecules in the cell. The decreased potential energy of \vater means that there is a 
decreased potential for ,vater 1nolecules to 1nove and exert pressure on the plasma membrat1e. 

• The solute concentration increases because the nun1ber of solute 111olecules relative to ,vater 
1nolecules increases. 

• Overall, the \vater potential of the cell decreases (due to an increasingly negative solute 
concentration and a decreasing pressure potential). 

What variables infl uence the direction of movement of materials in tissues? 
What are the implications of solubility differences between chemical substances for 
living organisms? 

Theme D: Continuity and change - Cells 



♦ Asexual 

reproduction: 
reproduction not 
involving garnetes and 
fertilization 

♦Sexual 

reproduction: 
reproduction involving 
the production and fusion 
of gametes. 

D3.1 Reproduction 

' Guiding questions 
' 

• How does asexual or sexual reproduction exemplify themes of change or continuity? 

• What changes within organisms are required for reproduction? 

This chapter covers the following syllabus content: 
► D3.1.1 Differences between sexual and asexual reproduction 
► D3.1.2 Role of meiosis and fusion of gametes in the sexual life cycle 
► D3.1.3 Differences between male and female sexes in sexual reproduction 
► D3.1.4 Anatomy of the human male and female reproductive systems 
► D3.1.5 Changes during the ovarian and uterine cycles and their hormonal regulation 
► D3.1.6 Fertilization in humans 
► D3.1.7 Use of hormones in in vitro fertilization (IVF) treatment 
► D3.1.8 Sexual reproduction in flowering plants 
► D3.1.9 Features of an insect-pollinated flower 
► D3.1.10 Methods of promoting cross-pollination 
► D3.1.11 Self-incompatibility mechanisms to increase genetic variation within a species 
► D3.1.12 Dispersal and germination of seeds 
► D3.1.13 Control of the developmental changes of puberty by gonadotropin-releasing 

hormone and steroid sex hormones (HL only) 
► D3.1.14 Spermatogenesis and oogenesis in humans (HL only) 
► D3.1.15 Mechanisms to prevent polyspermy (HL only) 
► D3.1.16 Development of a blastocyst and implantation in the endometrium (H L only) 
► D3.1.17 Pregnancy testing by detection of human chorionic gonadotropin secretion 

(HL on ly) 
► D3.1.18 Role of the placenta in foetal development inside the uterus (HL on ly) 
► D3.1.19 Hormonal control of pregnancy and chi ldbirth (HL only) 
► D3.1.20 Hormone replacement therapy and the risk of coronary heart disease (HL only) 

Differences between sexual and 
asexual reproduction 
There are t\VO types o [ reproduction: asexual and sexual. [n asexual reproduction there are no 

gametes (e.g. eggs and sperm) and no fertilization. Eukaryotic ce]l<; undergo mitosis (see Chapter D2.l ) 

and a structure \vhich breaks away from the main body is formed: chis structure grows into a ne,v 

creature. All offspring produced by asexual reproduction are genetically identical. 

Single-celled organisn1s tend co reproduce asexually as they cannot have specialized reproductive 

organs. A yeast cell, for example. sin1ply divides in two to reproduce (Figure D3.11). Single-celled 

protiscs also divide asexually, such as An1oeba. 



■ Figure D3.1.1 A 
yeast ce ll re producing 
asexually- a process 
known as budding 

■ Figure D3.1.2 Asexual 
repro duction in hydra 

♦ Gamete: a haploid 
male or female sex cell 
that is able to unite with 
another of the other sex 
to form a zygote. 
♦ Fertilization: the 
fusion of male and female 
gametes to form a zygote. 

link 
The process of meiosis 
is covered in Chapter 
D2 .1, page 656. 

Examples of asexual reproduction in plants include the production of runners (for example, in 

strawberries) that grov.; into clones of the parent plant, bulbs that can divide and produce clones, 

and tubers (such as the potato) that can split to produce several genetically identical new plants. 

Some animals can reproduce asexually, for example many insects such as greenfly, and aquatic 

hydra. I-Tydra reproduce asexually by budding off a daughter polyp (as seen in Figure DJ 1 2). 

The mouth of che hydra (upper centre) is surrounded by tentacles that it uses to capture small items 

of food chat float past on the currenc. 

Sexual reproduction is the production of offspring fro1n two parents using gametes (e.g. eggs and 
spern1). The cells of the offspring have c,vo sets of chromoso1nes (one fron1 each parent). Sexual 

reproduction involves two stages: 

• 1neiosis - the special cell division that makes gametes with half the number of chro1noso1nes 
(one set) (Chapter D2.l) 

• fertilization - the fusion of male and female gan1etes to tonn a zygote (back to two sets of 
chron1oson1es). 

In sexual reproduction, DNA rro1n one generation is passed to the ne.'Xt by gan1etes. Sexual 

reproduction is a source of genetic variation, vvhen DNA from a 1nother is 'shuffled ' 111ri th DNA from 

a father. Ir involves the random fusion of gametes, ,vhich also leads to variation (any sperm can 

(ertihze the egg). Variation is therefore produced by combi ning genes i n different combinations in the 

ga1netes and by random r usion or ga1netes. 

Sexual reproduction is a much more complex process than asexual reproduction. Some animals 

reproduce through external fertilization, where n1ales and females release their game1es into the 

,vater. Many species of fish do this - the process is called spa,vning. Most animals on land reproduce 

through internal fertilization, ,vhere males ejaculate sperm into the bodies of the fen1ales. 

By reproducing sex"Ually, organis1ns generate variation in a population, \Vhich is an advantage i[ the 

environment is changing and they need to adapt to these changes. Or they can reproduce asexually 
when the conditions are constant and all offspring can be identical. For exa1uple, aphids (greenfly) 

reproduce asexually in spring and summer, 1,vhen conditions are predictable and stable, and sexually 

in aurun111, creating variation in off'Spring to allow populations to adapt to changing conditions. 

p; Tnr ti11I 

While reproduction ensures cont1nu1ty of a species though time, with sexual reproduction the 
genetic code of a species is passed on to the next generation with modification derived from 
meiosis and random ferti lization, which produces variation. Variation allows a population to adapt 
to a changing or changed environment. In asexual reproduction, offspring are genetically identical 
to their parent, which allows a population to grow rapidly ,n an unchanging environment. 

Role of meiosis and fusion of 
gametes in the sexual life cycle 
ln sexual reproduction, a n1ale and a female gamete (specialized sex cells) fuse to forn1 a zygote, 

v,rhich then gro,vs into a ne,v individual. In the process of gamete formation, a nuclear division by 

meiosis (page 656) halves the norn1al chromoson1e nun1ber. Gan1etes are haploid and fertilization 

restores the diploid number of chron1osomes (Figure D3.1.3). 

Without the reductive nuclear division in the process of meiosis, the chro1nosome number would 

double in each generation.. Ren1ember, the offspring produced by sexual reproduction are unique, in 
complete contrast ,vith offspring formed by asexual reproduction. 
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(e Common 
mistake 

The chromosome 
numbers shown in 
Figure 03.1.3 are only 
for Homo sapiens. 
Other species have 
different nu rnbers of 
chromosomes. Defining 
haploid cells as having 
23 chromosomes is 
incorrect outside the 
context of human 
reproduction. 

r;:;. Tnn tjnf 

Make sure you can 
draw diagrams of 
Che male-typical 
and female-typical 
reproductive systems, 
and annotate them with 
names of structures 
and functions, 

D3.1 Reproduction 

Egg (ovum) 
23 chromosomes 

Sperm 
23 chromosomes 

Fenilizat1on 

oo 
0 ooo oo o oOO o 

O 0 
0 o 

0 0 0 
0 

Zygote 
46 chromosomes ,n 
23 pairs 

Embryo 
46 chromosomes in 
23 pairs 

■ Figure D3.1.3 Meiosis maintains the number of chromosomes in the cells of offspring, 
preventing the doubling of the number of chromosomes that would occur otherwise 

During meiosis, paternal and maternal chromosomes are randomly assorted inco ne,v haploid cells 

(page 110). ln this way, meiosis breaks up parencal combinations of alleles. Ga1netes, due to random 

assortment and crossing over, have a unique sequence of alleles that were nor present in either parent 
(see page 660). 

The fusion of ga1netes is random - any 1nale gamete can fertilize cl1e egg, and the egg itself has a 

unique set of allele.s nor present in any other egg. The fusion of gan1etes is kno,vn as fertilization. 
This process produces new combinations of alleles that are unique to the ne,v organism. 

Differences between male and female 
sexes in sexual reproduction 
h1ale and fe1nale gan1etes (sex cells) are adapted to their specific roles in reproduction (Chapter B2.3, 

page 271). The male gan1ete travels to the female gamete, so it is s1naller, ,vith fe,ver energy reserves 

Lhan the egg. For at least one male gamete to reach the egg, large numbers muse be produced -
another reason for its sn1all size. Fen1ale gan1etes are fe,ver and larger in size to provide nutrients and 

energy for the growing embryo. 

ln the anin1al kingdom, because fema les generally produce relatively few eggs compared to sperm. they 
tend to choose their male carefully and not have multiple pan.ners. In mammals, once pregnanL, the 
fen1ale feeds and nurtures the gro,ving offspring; there is no benefit of sexual intercourse \Vid1 other 

1nales, and there are periods when she cannot carry out further reproduction. The reproductive strategy 

of a male is different, because of the large number of sperm produced and the ability to fertilize eggs 

&-om multiple fen1ales. Males can have several n1ates and reproduce continually throughout life. 

Anatomy of the human male and 
female reproductive systems 
Organisms that carry out sexual reproduction have highly specialized reproductive organs to ensure the 
gan1etes fro1n the male can reach the gametes of the female. ln mam1nals, as in most of the vertebrates, 

the sexes are separate (t1nisexual individuals). In the body, the reproductive and urinary (excretory) 

systen1s are closely bound together, especially in the 111ale, so biologists reler to the.se as the urinogenical 
system. Here, just the hu1nan reproductive syste1ns are considered (Figures D3.1.4 and D3.1.5). 
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♦ Testis (plural, 
testes): site of sperm 
production; produces 
testosterone. 

♦ Sperm 

(spermatozoa): motile 
male gamete. 

♦ Sperm duct: tube 
carrying sperm from the 
epididymis to the urethra. 

♦ Seminal fluid 
(semen): male 
reproductive fluid, 
containing spermatozoa 
in a liquid that supports 
the sperm. 

♦ Prostate gland: 
releases alkaline secretion 
that neutralises any urine 
left in the urethra and 
aids sperm mobility. 

♦ Urethra: tube that 
runs from the bladder to 
the outside of the body; 
in mate vertebrates also 
conveys semen. 

♦ Penis: an external male 
organ used for urination 
and sexual intercourse. 

seen from the front 

■ Male reproductive system 
The male reproductive systen1 has the following anatomy: 
• T\vo testes (singular, testis) are situated in the scrotal sac (scrotutn), hanging outside the main 

body cavi ty; chis allo\l.rs the testes to be at the opdmutn ten1perature for sperm production, 
2-3 °C lov,er than the nonnal body te1nperature. As vvell as producing the 1nale gan1etes, 
spermatozoa (singular, spermatozoon) or sperm, the testes also produce Lhe male sex hormone, 
testosterone; the testes are, therefore, also endocrine glands (page 493). 

• The epididymjs stores the sperm and the sperm ducts carry them in a nuid, called seminal 

fluid (semen), to the outside of the body during a process called ejaculation. 
• Ducted or exocrine glands secrete the nutritive sen1inal nuid (made of alkali, proteins and 

fructose) in \Vhich the sperm are transported; these glands include the seminal vesicles and 
prostate gland. Seminal fluid (se1nen) therefore contains sperm as well as fluid fron1 the seminal 
vesicles and prostale gland. 

• The urethra is a duct that carries semen during an ejaculation (and u1ine during urination) to 
the outside. 

• The penis contains spongy erectile tissue that can fill \Virh blood ,vhen the male is sexually 
stimulated. This causes the penis to enlarge, lengthen and become rigid, in a condition kno,vn as 
an erection. The erect penis penetrates tl,e vagina in sexual intercourse. 

in section 

---H- ureter 

H-- -+f-- sperm 
'--~ duct 

-'----~--- seminal 
vesicle 

}--,?-----+ - prostate 
gland 

l--++-----1-sperm duct 

11 ri, m 1~..-,il\,\t- ---+--- urethra 
urethra 

penis ---1 
~ ------1-- testis 

IJ?'-----+-- penis foreskin 

glans - -..:::..~ ':;I 

test,s 
scrotum 

■ Figure 03.1.4 The male urinogenitaf system 

♦ Ovary: fernale 
reproductive organ in 
which the female gametes 
are formed; gland which 
secretes oestradiot and 
progesterone. 

♦ Oviduct: tube 
connecting ovary to 
uterus; site of fertilization. 

■ Female reproductive system 
The female reproductive system has the foll.o\ving anatom>r: 
• l'he ovaries are held near the base of the abdominal cavicy. As \veil as producing the [emale 

gametes, ova or egg cells, 1 he ovaries are also endocrine glands. secreting the female sex 
hormones oestradiol (which used ro be known as oestrogen) and progesterone. 

• A pair of oviducts (also known as fallopian cubes) extend from che uterus and open as funnels 
close to the ovaries. The oviduccs transport egg cells and are the site o[ fertilization. 
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♦ Uterus: the organ 
in which the embryo 
develops in female 
mammals. 
♦ Endometrium: the 
lining of the uterus. 
♦ Menstruation: 
shedding of the 
endometrium from the 
uterus. 
♦ Vagina: muscular 
canal leading from uterus 
to outside of body. 
♦ Cervix: ring of muscles 
at neck of uterus. 

Diagrams drawn as 
a side view tend to 
be better in terms 
of proportions and 
relative positions of the 
different structures. 

D3.1 Reproduction 

• The uterus, ~,hich is about the size and shape of an inverted pear, has a thick 1nuscular wall and 
an inner lining o[ 1nucous membrane that is richly supplied with arterioles. This lining, called che 
endometrium, undergoes regular change in, on average, a 28-day cycle. The lining is built up 
each mooch in preparation for implantation and early nutrition of a developing embryo, should 
fertilization occur. lf it docs not occur, the endometrium disintegrates and menstruation begins. 

• The vagina is a rnuscular tube that can enlarge to allow enny o[ che penis and exit of a baby at 
birth. The vagina is connected to the uterus at the cervix and it opens to the exterior at che vulva. 

seen from the front 

oviduct-~~~::::::--::--::~=-=-=-:::~~~~ 

uterus--------1 

vagina------+-,. 

in section 

vulva---~-.:::::::::.._ _ _ __ _:.:::::,.____,, 

■ Figure D3.1.5 The fema le urinogenital system 

(e Common mistake 

oviduct 
uterus 

ovary 

__ _,,_ __ rectum 

When drawing the reproductive system, it is important to ensure that connections between the parts 
of the reproductive system are correct. In the male reproductive system, the distances between and 
connections of the sperm duct, prostate gland and urethra need to be drawn correctly, for example. 
In the female reproductive system, oviducts need to lead to the space within the uterus, not into the 
wall of the uterus. 
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♦ follicle-stimulating 
hormone (FSH): 
hormone that stimulates 
the growth of ovarian 
follicles in the ovary. 

♦ luteinizing 
hormone (LH): 
hormone that stimulates 
ovulation and corpus 
luteum formation. 

♦ Menstrual cycle: 
monthly cycle of ovulation 
and menstruation in 
human females. 

♦ Ovarian cycle'. the 
monthly changes that 
occur to ovarian follicles 
leading to ovulation and 
the 'formation of a corpus 
luteum. 

♦ Uterine cycle: cycle 
of changes to the uterus 
lining (approximately 
28 days). 

■ Figure D3.1.6 
Hormone regulat ion of 
the menstrual cycle 

• • 

Changes during the ovarian and uterine 
cycles and their hormonal regulation 

Changes in the blood concentration of four hormones, controlled by feedback loops, 
coordinate the menstrual cycle. 

ln the female reproductive sysrem: 
• The secretion of oestradiol and progesterone is cyclical, rather than at a steady rate. Together \Vith 

follicle-stimulating hormone (FSH) and luteinizing hormone (LH), the changing concentrations 
of all four hormones bring about a repeating cycle of changes that \Ve call rhe menstrual cycle. 

• The menstrual cycle consists of t\VO cycles: the ovarian cycle taking place in the ovaries 

and the uterine cycle in the uterine lining. The ovarian cycle is concerned ,vith the monthly 
preparation and shedding of an egg cell from an ovary, ,vhile the uterine cycle is concerned with 
the build-up o[ the linLng of the uterus. 'Menstrual' means 'rnonthly'; the combined cycles take, 
on average, 28 days (Figure D3 16) 

anterior 
pituitary 
gland 

1 secretion of 
FSH 

i 

\ 
oestradiol + 
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negative feedback control 
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ovulation 
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® 
( 

.,._, 
' Inhibits LH 

' \ 
\ 

releasing hormone from 
hypothalamus controls release 
of FSH and LH by the 
anterior pituitary 

\ 

-----... 

\ 
\ 
\ 
I 
I 

\ 4 corpus luteum 
l secretes 
, progesterone 

/ 
progesterone 

S falling levels of LH + FSH allow corpus 
luteum to degenerate 
.... levels of progesterone+ oestradiol fall 
..,. endometrium breaks down 
_. stimulates restarting of the cycle 
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I lllk 

Negative feedback is 
also covered in the 
fol lowing chapters: 
C2.1 (HL only), page 
465; C4.1, page 557, 
and D3.3, page 761. 
Positive feedback is 
also covered in the 
fol lowing chapters: 
C3.1, page 516; D3.1, 
page 723, and D4.3, 
page 825. 

♦ Ovarian follicle: 
a fluid-filled spherical 
sac that contains and 
nourishes an immature 
egg, or oocyte. 

♦ Ovulation: release of 
oocyte (egg) from ovary. 

♦ Corpus luteum: 
a hormone-secreting 
structure that develops 
from an ovarian follicle 
after an oocyte has been 
discharged. It degenerates 
after a few days unless 
pregnancy has begun. 

The graph in Figure 
D3.1.7 Oh page 700, 
shows the various 
hormone changes 
during the menstrual 
cycle. Can you explain 
what each hormone 
does, what feedback 
mechanisms (negattve 
and positive) are 
involved and how 
they operate? 

D3.1 Reproduction 

The 1nenstrual cycle is controlled by negative and positive feedback mechanisms involving ovarian 

and pituitary hormones. The changing concentrations of all four hormones bring about a repeating 

cycle of changes. 

By convention, Lhe start of the cycle is taken as lhe first clay or menstruation (bleeding), ,vhich is the 

shedding of the enclometrium lining of the uten1s. The steps, also summarized in Figure D3.l.7, are 
as follo,vs. 

1 FSH is secreted by the pituitary gland and stin1ulates the develop1nent of several imn1ature egg 

cells (in primary follicles) in the ovary. Only one will con1plete developn1ent into a mature egg 

cell (now in the ovarian follicle). 

2 The developing follicle r.hen secretes oesrradiol. Oesrradiol has t \VO Large Ls: 

a In the uterus it stin1ulates the build-up of the endometrium, the lining, (or a possible 

implantation of an e1nbryo should fertilization take place. 

b Leads to an increase in FSH receptors in the follicles, increasing oestradiol production furt her 
(this is an ~--ample of positive feedback). 

3 The concentration of oestradiol continues to increase to a peak value just before Lhe mid-point or 

the cycle. V,,Then oescradiol reaches irs highest level, it inhibits further secretion of FSI T from the 

pituitary gland. This prevents the possibility or further follicles being stin1ulated to develop (an 

example of negative feedback). 

4 The high level of oestracliol sritnulates the secretion of LI-£ by the pituitary gland. Ll-1 stitnulates 
ovulation (the shedding of the tnature egg cell from the ovarian follicle and it being released 

fro1n the ovary) on day 14 of the cycle. 

t\s soon as the ova1ian follicle has discl1arged its egg, LH also stimulates the conversion of the 

vacant follicle into an additional ten1porary gland, called a corpus luteum (plural, corpora lutea). 

5 The corpus lureum secretes progesterone and, ro a lesser extent, oesrracliol. Progesterone has 

C\VO r.argers: 

a In the uterus, it continues the build-up of the endometriu1n, further preparing for a possible 

iI11planration of an eu1bryo should fertilization take place. 

b ln rhe pituitary gland, it inhibits further secretion of LH. and also of FSH ; this is a second 

example of negative feedback control 

6 The levels of FS1i and u ~1 in the bloodsueam no,v rapidly decrease. Lo,v levels of FSI-1 and 

LH. allow the corpus luteum to degenerate. As a consequence, the levels of progesterone and 
oestracliol also fall . Soon the levels of these hormones are so low chat the exua bning of the 

uterus is no longer 1naintai.ned. The enclometrium breaks do\vn and is lost through the vagina 

in the first five days or so of the new cycle. Falling levels of progesterone again cause tbe secretion 

of FSH by the pituitary. 

7 A new cycle is under ,vay. 

8 lf the egg is fertilized (the start or a pregnancy), then the developing embryo itself hnmediately 

becomes an endocrine gland, secreting a honnone that circulates in the blood and maintains the 

corpus luLeum as an endocrine gland for at least 16 weeks of pregnancy. When, eventually, the 

corpus luLeum does break do,,,vn, the placenta rakes over as an endocrine gland, secreti ng 

oesn-acliol and progesterone. These hormones continue to prevent ovulation and maintain 

the endo1netrium. 



levels of 
FSH and LH 
in the blood 

levels of the 
female sex 
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■ Figure D3.1.7 Changing levels of hormones in t he menstrual cycle 

1 Identify the 
critical hormone 
changes that 
respectively trigger 
ovulation and cause 
degeneration of the 
corpus luteum . 

• 

(e Common mistake 
The roles of FSH and LH are sometimes confused. Make sure you know the dif ferences between the 
two. The two pituitary hormones have distinct roles and each of the different effects needs to be 
discussed and explained. For example, LH promotes secretion of oestradiol by cells in the developing 
follicle and stimulates ovulation. Follicle development itself is stimulated by FSH only. The LH surge is 
a good predictor of ovulation for someone wanting to conceive because LH stimulates ovulation 
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ATL 03.1A 

The change in lhe mean diameter of foll icles and the subsequent corpora lutea (see Ffgure D3.1.23, page 716) 
tn the ovary over a 40-day period is recorded 1n the table below. 

Days 

0 2 4 6 ' 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 

Follicles/mm 

1.5 1.8 2.0 2.5 3.0 3.5 4.0 4.1 4.3 8.0 11.0 6.0 

Corpora lutea/mm 

6.0 8.0 9.0 10.0 9.5 9.0 8.4 7.2 6.4 5.0 

Next batch of follicles/mm 

1.5 2.0 10.0 4.0 4.3 11.0 

1 Using an Excel spreadsheet, plot a graph to show the 
change in mean diameter in follicles and corpora lutea over 
the 40-day cycle. 

4 Draw a labelled diagram of the foll icle at the time 
of fertilization. 

5 What 1s the role of the corpora lutea? 
2 How do we know, from the data given, that fert11ization did 

not occur during these 40 days? 
6 a What hormones trigger the growth and development 

of follicles on days O and 20? 
3 When was fertillzation most likely to happen, if 

insemination had occurred? 
b Where are these hormones released from? 

D3.1 Reproduction 

Fertilization in humans 
At fertilizacion, the sperm·s cell membrane fuses with an egg ceU 1nembrane (see Figure B2.3.5, 

page 261). The sperm nucleus enters the egg but the rail and 1nirochondria remain outside the egg and 

are ultimately cles□·oyed. All rhe Lnitochondria in a cell therefore derive from the egg. 

Follo,vi.ng the fusion of the l'VO cells, the nuclear membranes of spe1m and egg nuclei break clo,vn. 

The nev.,ly joined homologous pairs of chromosomes, one set fro□1 tl1e egg and one from the spenn , 
condense and participate in a joint n1itosis to produce t>110 diploid nuclei. 

In mammals, including humans, ferrihzatlon the fusion of male and [emale gan,etes to Eorm a 
zygote is internal. Ir occurs in the upper part or the oviduct. 

Use of hormones in IVF treatment 
Narural fertilizacion and the production of a zygote requires both partners to be fertile, i.e. able Lo 

produce gametes and, in the case of the male, deliver them to the fen1ale. Nol aU partners, ho,vever, 
are fertile. Eicher Lhe 1nale or female, or both, may be inferrLle, due Lo a number of different causes 
(Table D3.1.1). 

■ Table D3.1.1 Causes of infert ility 

In males, infertility may be due to: In females, infertility may be due to: 

failure to achieve or maintain an erect penis conditions of the cervix that cause death of sperm 

structurally abnormal sperm conditions in uterus that prevent 1mplantat1on 

sperm with poor mobility of embryo 

short-lived sperm eggs that tail to mature or be released 

too few sperm blocked or damaged oviducts, preventing egg from 

a blocked sperm duct, preventing semen from 
reaching sperm 

containing sperm 
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♦ In vitro fertilization 
(IVF); medical procedure 
in which an egg is 
fertilized by sperm in a test 
tube (in vitro: in glass) .. 

2 Explain what 
in vitro and in 
. vivo mean. 

♦ Ovule: in the 
flowering plant flower, 
the structure in an ovary 
which, after fertilization, 
grows into the seed. 
♦ Pollen: microspore 
produced in anthers (and 
male cones) containing 
male gamete(s). 
♦ Pollination: transfer 
of pollen from anther to 
stigma. 
♦ Pollen tube: grows 
out of a pollen grain 
attached to a stigma, and 
down through the style 
tissue to the embryo sac 

• 

In some cases, a couple's infertility may be overcon1e by the process of fertilization of eggs outside the 
body - in vitro fertilization (IVF). The key step in LVF is the successful removal of sufficient eggs 
fron1 the ovaries. To achieve this, normal n1enstrual activity is temporarily suspended v-1itb hormone
based drugs. Then, the ovaries are induced to produce a large nu111ber of eggs sitnultaneously, at a 
ti111e controlled by doctors. ln chis \vay, the optimu1n 1no1nenc to collect the eggs can be 
kno\vn accurately. 

The steps of in vitro fertilization are as foUo\vs: 

1 Do'I-VTI-regulation is the first step in l\lf, shutting down of the mensu·ual cycle by stopping secretion 
of the pituitary and ovarian honnones. The process takes about c,vo \veeks and allows better control 
of superovulation. Do,vn-regu lat ion is done ,~rich a drug, com1uonly in the fo11n of a nasal spray. 

2 The nexr step is superovulation. High doses ofFSH are injected over approximarely a 10-day 
l'leriod to stimulate rhe development of multiple follicles. 

3 When follicles reach 15-20 mn, i:n dia1neter, an injection of hCG (hun1an chorionic gonadotropin 
horn,one, norn,ally secreted by the developing e1nbry.o and ,vbich n1aintains the corpus luceum) 
is given to start the n1aturation tJrocess; after approximately 36 hours, follicles (typically 8-12) 
are collected fro1n the ovaries under a general anaesthetic. 

4 Prepared eggs (Le. rernovecl from the follicles) are combined \ViLh spenn in see.rile conditions. 

5 Successfully fertilized eggs are then incubated before implantation. 

6 For approximately t,vo weeks before i1nplanration the woman takes progesterone (which 
rnainrains the endome1rium) to aid implantation. This rrearment is continued unril pregnancy 
resting and, if posirive, until 12 ,veeks of gesrarion. 

7 Embryos at the eight-cell stage may be placed in the uterus. IJ one (or n1ore) en1bed there. tben a 
nor□1al pregnancy may follov11. 

Because the natural success rate of implantation is around 40°1o, usually t\VO or three blastocysts 
(gro½ring fertilized eggs) are itnplanted: as a consequence, the chance of I\Tf treannent leading to 
multiple pregnancies is high . 

The first 'test-tube baby' ,vas born in 1978. Today, the procedure is regarded as a routine one. 

Sexual reproduction in flowering plants 
Flo,vering planes contain their reproductive organs in the no\ver. Flo,vers are often hermaphrodite 

structures, carrying both male and fe111ale pares. Note: reproduction in 11ovvering plants is sexual, 
even if a plant species is hermaphroditic. 

The reproductive srrucrures of plants are very different to chose of anin1als. The ovu1n is contained 
,vichin a structure called an ovule, which also contains a store of nutrients. The ovule, once the ovum 

has been fertilized, becon1es the seed of the plant. The male reproductive cells are pollen, which travel 
to the fen1ale reproductive part in rhe same plane, or from plant to plant, either carried by insects 
(e.g. bees) or on the \Vind. 

Pollination is the transfer of pollen Fro1n a mature anther to a receptive stigma, When the pollen 
travels to the female organs of the flo,ver, pollination occurs. The pollen travels down a structure 
in the flo,ver to allo,v it access to the ovule and, ultimately, che ovum, where fertilization occurs to 

produce an embryo. 

'Fertilization (fusion of male and female garnetes to form a zygoLe) in l1o\vering plants can occur only 
afLer an appropriate poUen grain has landed on the stig1na and germinated. Tl ie pollen grain produces 
a pollen tube, ,vhich gro,vs down bet,veen the cells of Lhe style into the ovule (Figure D3.1.8) . 
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pollen grain ---;1-
has germinated 

U!--+::---- male nuclei 

+---style 
pollen tube ----+-1 

pollen tube grows down into 
the ovary, tip enters the ovule 
via the micropyle (gap in the 
wall) 

lncidencally, the pollen tube delivers two male nuclei. One of 

these male nuclei fuses \Vith the egg nucleus in the e1nbryo 

sac, [orrning a diploid zygote. 1-he other fuses with another 

nucleus, triggering fonnation of the food store for the 

developing e1nbryo. Th is 'double fertilization' is unique to 

Oo,vering plants. 

. . . . 
Features of an insect
pollinated flower a male nucleus 

fuses here, 
which triggers 
formation of a ------1-- -1-1-----1='"<> 

The parts of flo,vers occur in rings or vvhorls, attached to food store for 
the embryo 

egg cell - a male 
nucleus fuses with the 
egg cell ➔ zygote 
(fertilization) 

-ovary 

rnicropyle 

the s,.vollen tip of the flower stalk, called the receptacle. 
The sepals (collectively, the calyx) enclose the flo,ver in 

■ Figure D3.1.8 Fertilization in a flowering plant 

the bud, and are usually small, green and leaf-like. The 

petals (collectively, the corolla) are often coloured and 

conspicuous, and may attract insects or other small animals. 

The stamens are the male parts of the flo,ver, and consist 

3 Explain the 
differences 
between pollination 
and fertilization in 
the flowering plant. 

♦ Sepal: green structures 
that cover the flower 
while it ls developing. 

♦ Petal: large, colourful 
structure that attracts 
pollinators to the flower. 

♦ Stamen: the male part 
of the flowers, consisting 
of the anther and filament. 
♦ Anther: produces 
pollen, which contains the 
male gamete. 
♦ Filament: structure 
that holds up the anther, 
presenting it to visiting 
animals. 

♦ Carpel: the female 
part of the flower, made 
from the stigma, style and 
ovary. 
♦ Stigma: the part of the 
female reproductive organs 
where the pollen lands, 

♦ Style: holds up the 
stigma and is the path 
down which the pollen 
tube grows, carrying the 
pollen nuclei to the ovum. 

D3.1 Reproduction 

of anthers (housing pollen grains) and the filaments (stalk). The carpels are the female part of the 

flower. There may be one or many, free-sLanding or fused together. Each carpel consists of an ovary 

(containing ovules), a stigma (a surface for receiving pollen) and a connecting style 

The buttercup flo,ver is shown in Figure D3.1.9. and other flo,vers that are common in different parts 

of the ,vorld are sho,.vn in Figure D3.l.10. 

the inflorescence of buttercup 
(Ranunculus acris) 

the buttercup flower in cross-section 

stigma - -,c-;--, 

style 
carpel ovary ---1 

containing \..x-"<-.. 
ovule 

carpels 
nectary 

anther } stamen 
filament 

receptacle 
(expanded tip 
of flower stalk} 

In the buttercup the nectaries occur 
once at the base of each petal. 

■ Figure D3.1.9 The buttercup (Ranunculus) flower 

Tool 1: Experimental techniques 
' 

Drawing an annotated diagram from observation 

Select a flower and create a half-f lower drawing of your specimen. You will have to cut 
the flower in half, in a longitudinal section (i.e. down the longest length of the flower), 
to do this. Annotate your drawing and add the magnification. 
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Choose an insect
pollinated flower that 
is available near your 
school or college. 
Study its structure 
and then work out its 
pollination mechanism. 
What insects can visit 
and benefit? 

♦ Cross-pollination: 
pollen transferred from 
the anther of one flower 
to the stigma of another 
flower of the same . 
spectes. 

Bougainvillea rosenka Native of tropical and sub
tropical South America. The flowers are small but 
surrounded by brightly coloured leaves (bracts). 

Hibiscus syriacus Native of warm 
temperate, tropical and sub-tropical regions 
throughout the world. The large, t rumpet
shaped flowers have five petals. 

■ Figure D3.1 .10 Other animal-poll inated flowers common in different parts of the world 

Methods of promoting cross-pollination 
Pollen may come frotn flov-,ers on a different plant of the san1e species, ,vhich is referred to as 

cross-pollination. Transfer of pollen is often brought about by animals (Figure D3.1.11). Pollinators 

include insects, such as butterflies or bees. ln other flo,vers, it 1nay be bird or bat visitors that 

un,vittingly carry out pollination. The pollinator is typically attracted by colour or scent (or both), 

and is rewarded by a sugar solution, called nectar, and pollen, which usually form a key part of the 
diet. ln return, they accidentally transfer pollen bet,veen flowers and bet,veen plants. Thus, there is a 

1nutuahstic relationship bet,veen pollinator and plant in plant se)l.'Ual reproduction. Alternatively, 

pollen n1ay be transfen·ed by the ,vind or, occasionally, by running ,vacer. 

■ Figure D3.1.11 Pollinators at work 

• 

A species of plant may ,vant to encourage cross-fertilization, i.e. fertilization ,vith another [lo,ver 

rather than with itself (self-poll ination). Cross-pollination is achieved by: 

• the stamen and stigma 111aturing at different times (Figure D3. l.12) 

• the stig111a and anthers at different heights in san1e flower (Figure D3. l. 13) 

• separate n1ale and female flo,vers . 
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a irnmature stigma b stigma positioned 

mature --+----+ 
anther 

immature 
anther 

above anthers anthers 

■ Figure D3.1.12 Anthers and stigma can mature at different times to avoid self-pollination: 
a) anthers are mature but not the stigma; b) stigma is mature but not the anthers 

■ Figure D3.1.13 Stigma and 
anthers at diffe rent heights 
to avoid self-pollination 

(e Common 
mistake 

It is incorrect to say 
that pollination delivers 
pollen to the ovary. 
Pollination delivers 
pollen grains to the 
stigrna. from which 
a pollen tube grows, 
which delivers pollen 
nuclei down the style 
and into the ovary. 

♦ Self-pollination 
when pollen is transferred 
to the stigma in the 
same flower. 

D3.1 Reproduction 

Cross-pollinaLion results in outbreecJing 
• Advantage: variation and so1ne genomes more successful than others - good i[ environn,ent 

changes (i.e. evolutionary significance). 
• Disadvantage: pollen need to find the stigma of other no,~1ers - element of chance (especially in 

wind-pollinated plants). 

ATL D3.1C 

The figures in this section, e.g. Figure D3.1.11, show animal-pollinated plants. Find out about 
wind-pollinated plants. How does the structure of their flowers differ from animal-pollinated 
plants? Why is this? Draw a diagram of a wind-pollinated flower and compare it with an animal
pollinated flower. 

Self-incompatibility mechanisms to increase 
genetic variation within a species 
The n1ale and fei.11ale reproductive organs of plants are found in the san1e flov.,er, which can lead to 
gan1etes from the sa1ne individual coming together at fertilizaiion. This is known as self-pollination. 

Self-pollination results in inbreeding. 
• Advantages: preserves good genomes suited to a stable environn1ent. 
• Disadvantages: reduction in variation; greater chance of two undesirable recessive alleles coming 

together; decreases genetic diversity. 

Genetic mechanisms in many plant species ensure Lhat the male and [ernale ga1netes fusing during 
ferti lization are from different plants. Self-incompatibility refers to the recognition and rejection 
of pollen by the carpel of the same flo\.ver. This 1nechanism is genetically controlled and inhibits 
the gro,vrh of Lhe pollen tube do\vn the style if the pollen has been produced in the same flo\ver as 
the style, preventing pollen from fertilizing the ovu1n . Self-incompatibility prevents inbreeding and 
pro1noces outcrossing. 
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The drawing of a 
broad bean seed in 
Figure D3 .1.14 shows 
how structure can 
be recorded, once 
the seed has been 
examined. Try this with 
other seeds, such as a 
sunf lower seed. Does 
the structure of the 
seed vary with species 
or size of plant? 

♦ Seed dispersal: the 
carrying of the seed away 
from the parent plant. 

T~n t,ipl 

Seeds need to be 
dispersed away from the 
parent plant in order to 
reduce competition for 
space, light, nutrients 
and water. 

4 Distinguish 
between seed 
dispersal and 
pollination. 

• 

Dispersal and germination of seeds 
The seed develops fron1 the fertilized ovule and contains a11 embryo plant and a food store. After 

fertilization, the follo,ving occur: 

• 1-he zygote gro,vs by repeated mitotic division to produce cells that form an en1bryonic plant, 

consisting of an en1bryo root, an en1bryo stem and either a single cotyledon (seed leaf) or 

t,vo cotyledons. 

• Forn1ation of stored food reserves is triggered. In 111any seeds, the developing food store is 
absorbed into the cotyledons, rather than remaining as a separate store that is packed round the 

embryonic plant. For exam.pie, this is the case in peas and beans (Figure D3. J.. l 4). Note that the 

formation of food reserves can only occur if fertilization occurs - in the absence of fertilization, 

food reserves are not rnoved into the unfertilized ovule. 

As the seed matures, the ourer layers of Lhe ovule become the protective seed coal or testa, and the 

\\1hole ovary develops inr.o the fruit. Next, the \va1.er content of the seed decreases and the seed moves 

into a dormancy period. ln a mature, fully dormant seed, 1vater makes up only 10-15% of seed 1veight. 

broad bean seed (Vicia faba) 

-----seed coat (testa) 
formed from 
t he ovule wall 

--1- outline of t he 
embryo root 

--#-- position of the 

scar of attachment 
to the ovary/fruit 

micropyle - you 
need to use a 
hand lens to 
see this 

■ Figure D3.1.14 The structure of a broad bean seed 

■ Dispersal of seeds 

broad bean seed in section 

____ ,_ cotyledon 

(one of two) 

-+-- e1nbryo stem 
and embryo root 
(attached to and 
sandwiched 
between the 
cotyledons) 

micropyle 
(a gap) 

The seed is a fonn in which the flowering plant may be dispersecl Seed dispersal is the carrying of 

the seed a1vay from the parent plant. lt is needed to ensure that the offspring of a parent planr 

eventually germinate so1ne distance away. Seed dispersal is a different process to pollination. 

Pollination is the transfer of pollen grains from the anther to the stigina of flo,vers, ,vhereas seed 

dispersal is a mechanism by which a plant's seeds (ferrilized ovules) are moved to new areas, away 

from the parent plant, ready for germination and the establishment of new plants. 

The plant stn1ctures to aid dispersal that have evolved e..'<ploit air cun·erus (\vind), passing animals or 

flo,v1ng water to transport seeds (Figure D3.l.15a, b and d). In a few plants, seeds are flung away 

fron1 the ripening fruit by an explosive 111echanis1n (Figure D3.l.15c). The force that generates the 

explosion is from turgor pressure ,vitbin the fruit or due co internal tensions within the fruit. 
Other plants (such as coconuts) use water for dispersal. All seeds are compact, nutritious and 

relatively light,veight - in effect, they are food packages to a hungry animal. Many seeds taken for 

food are dropped and lost, or stored and forgotten. In this way, son1e seeds are successfully dispersed . 
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■ Figure D3.1 .15 Methods of seed dispersal: a) wind - seed of the South East Asian hardwood species Dipterocarpus 
obtusifolius being dispersed by wind; b) water - coco de mer or sea coconut (Lodoicea maldivica), a rare species of palm 
tree native to t he Seychelles archipelago in the Indian Ocean, is distributed by water; it forms the largest seed on Earth; 
c) mechanical - high-speed photo of the seeds of Himalayan balsam (Impatiens glandulifera) being dispersed by an explosive 
mechanism in the f ruit; d) animal - a cedar waxwing (Bombycilla cedrorum) eating a mulberry fruit in North America 

♦ Germination: the 
resumption of growth 
by an embryonic plant 
1n seed or fruit, at the 
expense of stored food. 

D3.1 Reproduction 

■ Germination of seeds 
1v1any seeds do not germinate as soon as they are formed and dispersed. Such seeds are said to have 
a dormant period and germinate only vvhen this has elapsed. Dormancy may be imposed vvithin me 
seed, clue to: 

• incomplete seed development that causes the embryo to be in1mature, and \\rhich is overcome 
in time 

• the presence of a plant growth regulator - absc1Sic acid, for example - that inhibits 
clevelop111ent, and vvhich only disappears from the seed nssues ,vith time 

• an ilnpervious seed coat that is eventually made permeable - for example, by abrasion \vith 
coarse soil or by the action of micro-organisms 

• a requirement for pre-chilling under moist conditions betore the seed can germinate; some 
seeds need to be held at or below 5 °C for up to 50 days (possibly the equivalent of ~\rinter in 
ren1perate cli111ates). 

Once dormancy is overco111e, gerTnination occurs if the following essential external conditions are 
111et (Table 03.1.2): 

• water uptake has occurred, so that the seed is fully hydrated and the e111bryo can be 
physiologically active 

• oxygen is present at a high enough partial pressure to sustain aerobic respiration; growth 
den1ands a continuous supply of metabolic energy in the fonn of ATP that is best generated by 
aerobic cell respiration in all the cells 

• a suitable ten1perature exists, one that is close to the optin1un1 temperature for the enzyn1es 
involved in the n1obilization of stored food reserves, the translocation of organic solutes in the 
phloen1, and the synthesis of intermediates for cell growth and developn1ent. for exa1n ple, ,vheat 
seeds gern1inate in the range l- 35°C, and maize in the range 5- 45 °C. 

■ Table D3.1.2 Conditions for germination 

External Internal 

water uptake - hydration of the overcoming of dormancy 
cytoplasm of eel Is of the embryo 

ambient temperature - within optimum production of plant growth regulator(s) by embryo cells to initiate 
range for enzyme action biochemical changes of germination, leading to production of 

hydrolytic enzymes for mobiliza tion of stored food 

oxygen - to sustain aerobic cell respirat ion respiration provides ATP for growth and metabolic processes 
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5 Define the term 

germination. 

6 Explain the 
factors needed for 
germinat ion. 

ln gennination, food reserves are mobilize<l (i.e. stored food such as starch is 111ade available to the 
gro1,ving en,bryo). The steps of genn ination are su1nmarized in Figure D3.1.16. Note that a 
particular plant gro,vth substance (kno,~,n as gibberellic acid, GA) is produced by the cells of the 
e1nbryo. This gro,vth-pro1noting substance passes to tl,e food stored in the cotyledons. Here, 
protein reserves are converted to hydrolytic enzymes that 1nobilize the stored food reserves. 
The 1nain event is the production of the enzy1ne amylase, which hydrolyses starch to 1naltose. 
Th is disaccharide is then hydrolysed to glucose. -rhe resulting soluble sugar (and other compounds) 
sustain respiration and also provide the building blocks for synthesis of the intermed iates essential 
for ne1,v cells. 

favourable 
temperatue 

► 
adequate 
oxygen 

◄ 

2 embryo produces GA e 

4 hydrolytic enzymes are produced, 
converting stored starch - glucose, e 
and proteins - amino acids 

6 growth and development 
occur in stem and root 

/ 

1 water absorption 
(eventually causes 
testa to split) 

• • 
3 GA passes to 

food storage cells ---t►► 

5 glucose and amino acids 
are translocated to growing 
points of stem and root --

7 seedling emerges and 
eventually becomes a 
self-sufficient, autotrophic 
plant 

■ Figure D3.1.16 Metabolic events of germination in a starchy seed 
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Inquiry 1: Exploring and designing 

Designing 

Design an experiment to investigate the effect of an 
independent variable on the germination of seeds (the 
dependent variable). Identify and justify the choice of 
dependent and control variables. 

More ambitious investigations might look at the effects 
of intense cold treatment on newly formed seeds, 
or the effects of brief and prolonged pre-soaking (in 
effect, the degree of hydration). 

Which variables would you keep the same (control 
variables)? These are variables that could affect your 
dependent variable. How would you control these 
variables? For example, keeping the seedlings in a 
temperature-controlled greenhouse would enable you 
to keep the temperature the same. 

Samples of seeds can be set to germinate on damp 
fi lter paper in a Petri dish, but how many seeds per 
dish would make an appropriate sample, and how 
many different species might you test? Given this 
simple apparatus, you would be able to invest igate 
the effect of light (presence or absence), and perhaps 
temperature (low and room temperatures - unless you 
also have access to temperature-controlled cabinets). 

Whatever is investigated, there is the issue of the 
percentage of seeds in a sample that might be long
term dormant or non-viable. 

♦ Puberty. the stage in 
life when an individual 
becomes sexually mature, 
marking the transition 
from childhood to 
adulthood. 

D3.1 Reproduction 

7 An experiment was carried out to investigate the factors needed for germination. 
Figure D3.1.17 shows the results of the experiment. 

oxygen 
present 

•••• 
[ moist 

s·c 
A 

pyrogallol (absorbs oxygen) 

oxygen 
present 

r 
•••• 

dry 

warm 

B 

no 
oxygen 

····i t 

warm 

C 

oxygen 
present 

walTl'1 

D 

■ Figure D3.1.17 Experiment investigatlng the factors needed for germination 

a Analyse the results shown by the experiment. 

no light 

oxygen 
present 

~ - ... 
I moist ] 

warm 

E 

b Explain why germination has occurred in tubes D and E but not the others. 

Control of the developmental changes of 
puberty by GnRH and steroid sex hormones 
During the first 10 years o( life, the hun1an reproductive systems remain in a juvenile state. Then, at 

puberty, the secondary sexual charactenstics begin to develop. This is a rime of gro,vth and 

development at the beginning of sex1.1al maturation. Now, there is a significant increase in the 

production of the sex hormones by the gonads - testosterone in cells of the testes, and oestradiol and 

progesterone in cells of the ovaries. These honnones are che1n ically very similar n1olecules; they are 
manufactured from the steroid cholesterol that is botl1 made in the liver and absorbed as part of the 

diet. (S teroids are a forn1 of lipid , page 204.) 



♦ Gonadotropin
releasing hormone 
(GnRH): hormone that 
causes the pituitary gland 
to secrete luteinizing 
hormone (LH) and foll icle
stimulating hormone 
(FSH). 

♦ Gametogenesis, the 
production of sex cells 
(gametes). 

• 

Perhaps the most noticeable effect o[ the increased secretion of the sex bormones is the stlrnulatio11 
they cause in 1nuscle protein fonnation and bone gro,'-'th. Because of chis effect, testosterone, 
oestradiol and progesterone are knovvn as anabolic steroids (anabolic n1eans 'build up'). The effects 
of tbe female sex hormones arc less 1narked in this respect rl,an those of testosterone in tl1e male. 
The onset of puberty occurs, on average, about c,vo years earlier in females. 

■ Table 03.1 .3 Secondary sexual characteristics 

Secondary sexual characteristics of a Secondary sexual characteristics of a 
human female human male 

• maturation of the ovaries and enlargement of the • development and enlargement of the testes, 
vagina and uterus scrotum, penis and glands of the reproductive 

• development of the breasts t1act 

• widening of the pelvis • increased skeletal muscle development; 
enlargement of the larynx, deepernng of • growth of pubic hair and underarm hair the voice 

• monthly ovulation and menstruation growth of pubic hair, underarm hair and • 
• changes in behaviour associated with a sex drive body hair 

• continuous production of sperm and. in the 
absence of sexual intercourse, occasional 
erections and the discharge of seminal fluid 

• changes in behaviour associated ,,vlth a sex drive 

The onset of puberty is triggered by a part of the bratn called the hypothala1nus. Here, production 
and secretion of gonadotropin-releasing hormone (GnRH) causes the nearby pituitary gland (the 
'n1ascer' endocrine gland) co produce and release t\VO hormones into the blood circulation; [ollicle

stin1ulating hormone (FSli) and luteinizing hormone (LH). They ,~,ere na1ned because their roles 
in sex'l.1al development were discovered in cbe lemale, although rhey do operate in both sexes. Their 
lirsr effects are co enhance secretions of the sex honnones. Then, in the presence offSH, Ll-{ and rhe 
respective sex hormones, there tollovvs the develop1nenr of the secondary sexual characteristics and 

the preparacion of tbe body lor its role in sexual reproduction. 

Spermatogenesis and oogenesis in humans 
Gametogenesis is the formation of ga1netes by 111itosis first of all, lo proliferate cells rhal ,vill then 

undergo 1neiosis. ln order co understand the process of gametoge.nesis in males and fen1ales , further 
detail of the 1neioric divisions need to be understood.. 

■ The process of meiosis 
Once started, meiosis proceeds steadily as a continuous process of nuclear division. The steps of 
1neiosis are explained in four distinct phases (prophase, mecaphase, anaphase and telophase) , 

but this is just for convenience of analysis and clescriprion - there are no breaks berween the phases 
in nuclear division. There are rwo divisions: meiosis 1 and 1neiosis II (see Figure 03.1.18). Boch 
folio\\, the san1e stages. The an·ival of homologous chromosomes at opposiLe poles signals the encl of 
1neiosis I. Meiosis II is remarkably similar co mitosis. 

The bebaviour of tbe cl1rornosomes in rhe phases o[ meiosis is shown in Figure D3.1.18. For clarity, 
the dra,vings sho,v a cell ,,rich a single pa1r o( ho1nologous chromosomes . 
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prophase I (early) 
Chromosomes begin to condense 
(shorten and thicken) and become 
visible with a light microscope. 

prophase I (late) 
Chromosomes can now be seen to 
cons,st of chrornatids. Sites where 
chromatids have broken and 
rejoined, causing crossing-over, are 
visible as chiasmata. 

anaphase I 
Homologous chromosomes 
separate. Whole chromosomes are 
pulled towards opposite poles of the 
spindle, centromere first (dragging 
along the chromatids). Individual 
chromatids remain attached by 
centromeres. Meiosis I has separated 
homologous pairs of chromosomes, 
but not sister chromatids. 

prophase II 
The chromosomes condense 
(shorten and re-thicken by 
coiling). Centrioles duplicate and 
move to the poles. 

anaphase II 
The centromeres divide and the 
ch romatids are pulled to 
opposite poles of the spindle, 
centromeres first. 

MEIOSIS I 

0 

0 / 
there ,s no interphase between MEIOSIS I and MEIOSIS II 

/4e1os1s 11 
0 

0 

■ Figure D3.1.18 The stages of meiosis 

D3.1 Reproduction 

prophase I (mid) 
Homologous chron1osomes pair 
up (becoming bivalents) as they 
continue to shorten and thicken. 
Centrioles duplicate. 

metaphase I 
Nuclear membrane breaks down. 
Spindle forms. Bivalents line up 
at the equator, attached by 
centromeres. At the end of 
metaphase I, members of the 
bivalents start to repel each other 
and separate, but are still held 
together by one or more 
chiasmala. 

telophase I 
Nuclear membrane re-forms 
around the daughter nuclei. The 
chromosome number has been 
halved. The chromosomes start 
to decondense. Spindle breaks 
down. These two cells do not 
enter interphase, but continue 
into meiosis II. 

metaphase II 
The nuclear membrane breaks 
down and the spindle apparatus 
reforms (at right angles to the 
original spindle). The 
chromosomes attach by their 
centromere to spindle fibres at 
the equator of the spindle. 

telophase II 
The chromatids (now called 
chromosomes) decondense. 
The nuclear membrane re-forms. 
Nucleoli reform. There are now 
four eel Is, each with half the 
chromosome number of the 
original parent cell. 
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multiplication phase 

growth phase 

maturation phase 

■ Gametogenesis 
ln gametogenesis, many gametes are produced, although relatively fi~\V of them are ever used in 
reproduction. The processes of gamete formaLion in testes and ovaries have a common sequence 
of phases. 

First, there is a multiplication phase in \vh1ch Lhe gamete 111other cells divide by mitotic cell division 
(Figure D2.l.8, page 654).1.his division is then repeated co produce many cells \vith the potential to 
beco111e gan1etes. Secondly, each developing se,x cell undergoes a gro" rth phase. Third, and Einally, 

conies the n1aturation phase. This involves meiosis and results in the formation of the haploid gametes. 

The products of meiosis I are seconda1y sperrnatocytes and secondary oocytes, and the products of 

meiosis II are sperrnatids and ova. The steps of meiosis are described in figure D3.l.l8. 

These phases in sperm and ova production are su111n1arized in Figure D3.l .19 

germinal epithelium 
spermatogenesis cell (2n) 

of seminiferous fo\ of ovary 
tubule v 
I\ 

oogenesis 

sperm mother eel~-@ ~-oocyte mother cell - / ..... -- / I ,, ' - -
- - - ,,. ,,.,, 1 multiplication ,' , ' , ~ 

•✓ ,,. ,,. ,,repeated mitotic cell division' , ~ 
_. / I I ' " 

I, I ♦ '< 

I 
® 
t 

• many cells forrned \ 
® 

l 

© 
-/ -\-

secondary 
spermatocytes(n) --© @) 

meiosis! 
©. 

- { - j - first polar 
@ --s-ec_o_n-da_r_y - body (division 

I\ I\ 
spermat1ds~@ ®@) 

! ! t l 
sperm (n) -r r r r 

1neiosis II ( ) oocyte (n) unequal) 

@)__ ovu1n (n) 
second polar 
body 

■ Figure D3.1.19 The phases and changes during gametoge.nesis 

Link 
Examples of unequal 
division of cytoplasm 
between daughter 
cells is covered 
in Chapter D2 .1, 
page 649. 

♦ Spermatogenesis: 
the production of sperm 
in the testes. 
♦ Seminiferous 
tubule: elongated tubes 
in the testes, the site ot 
sperm production. 

• 

figure D3.1.19 sho,vs ho,v gamecogenesis results in clifferenr nu1nbers of sperm and eggs, and different 
a1nounts of cytoplasm in the oocytes, ovum and polar bodies (see also Chapter D2.1, page 649). 

■ Spermatogenesis 

The structure and functioning of the testis 

ln the human foetus, testes develop high on the posterior abdo1ninal \Vall and migrate to the 
scron1m in about the seventh month o[ pregnancy. In the scrotum, the paired testes are held at a 
temperature 2-3 °C belo,v body temperatLtre after birth. This lo\ver temperature is eventually 
necessary for sperm production - testes that fail to migrate do not lacer prodL1ce sperm. 

Spermatogenesis begins in the testes at puberty and continues throughout life. Each testis consists 
or 1nany seminiferous tubules. These are lined by germinal epithelial cells that divide repeatedly. 

Tubules drain into a system of channels leading to the epididyn1is, a much-coiled tube that leads to 
the sperm duct. Bet\veen the individual senlitliferous tubules is connective tissue containing blood 
capillaries, together with groups of interstitial cells. These latter cells are horn1one secreting (the 
testis is also an endocri ne gland). Testes are suspended by a speriuaric cord contain ing the sperm 
duct and blood vessels (Figure 03.1 4) 
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♦ Spermatogonia: male germ cells (stem 
cells) which make up the inner layer of the 
lining of the seminiferous tubules, and give 
rise to spermatocytes by mitosis. 

♦ Spermatocyte: cell formed in 
seminiferous tubules of testes; develops into 
sperm. 

♦ Spermatid: cells derived from secondary 
spermatocytes in the second meiotic division, 
which then differentiate into mature sperm. 

In the sen1iniferous tubules, the gern1inal epithelial cells are attached to the 
base1uent me1nbrane, along with the nutritive cells. Cells fron1 the subsequent 

steps of sperm production (spermatogonia, primary spermatocytes, secondary 
spermatocytes and spermatids - see Table D3.l.4 belo\v) occur lodged in che 
surface or the Sertoli cells. Sertoli cells are large cells in the se1niniferous lining that 
nourish the developing sperm and on \vhich they are dependent until they mature 
into spern1atozoa (Figures D3.l.20 and D3.l.21). figure D3.l.19 and Table D3.l.4 

show the stages typical of nuclear division and the different stages that lead to the 
development of mature sperm. 

position of nutritive cells 
with sperm mother cells 

~'4H,------ position of 
basement membrane 

"' secondary spermatocytes \ -''C',;,>,~~- position of germinal 

,,,-
/ 

' 

_.,.,,.._ ........ 

position of 
, spermatids 

epithelium 

position o f interstitial cells 
(secrete testosterone) 

■ Figure D3.1.20 Photomicrograph of testis tissue in section, and interpretive drawing 

testis in section 
(part dissected) 

connective tissue, 
blood capillaries and ..---ff:;.. 
interstitial cells ~ d!!V'"' 

seminiferous tubules --11e,;;; 
- site of sperm 

production 

part of a 
seminiferous 
tubule in TS 

basement - --+ 
membrane 

nutritive cell 
(Sertoli cell) 

spermatogonia 

\ 

I 
I 

I I 
I 

\ I 

epididymis (uncoiled) 

spermatozoa 

secondary 
spermatocytes 

t;;:::::-;:_:_ spermatids 

primary 
spermatocytes 

■ Figure D3.1.21 Structure of a seminiferous 
tubule - site of sperm production 
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(e Common 
mistake 

The words 
spermatogonia, 
spermatocyte, and 
spermatid, and the 
different stages of 
meiosis they relate to, 
are sometimes not 
used when describing 
spermatogenesis - they 
should be! 

Lin I~ 

The structure 
of a mature 
sperm is shown 
in Chapter B2.3, 
page 271 . 

8 Draw and 

annotate a 
diagram of a 
mature sperm cell. 

• 

Table 1)3.1.4 summari;ces the srages of sperm development, including the type and stage o( 

cell division. 

■ Table D3.1.4 The stages of sperm development 

Cells Type and stage of cell division 

spermatogonium 2n (diploid) cells made by mitosis from cel ls lining the seminiferous tubules 

primary spermatocyte 2n cells produced by mitosis of above 

undergoes meiosis to make secondary spermatocyte 

secondary spermatocyte n (haploid) cells made from first meiotic d iv1s1on 

spermatid n cells made from second meiotic division 

spermatozoon/sperm n spermatids differentiate into mature spermatozoa 

The mature sperm, and the production of semen 

The sperm are i1n1nobile ,vhen first formed. Fron1 rhe seminiferous Lubules, they pass inLo the 

1nuch-coiled epidiclymis, where maturation is cotnpleLed and storage occurs. During an ejaculation, 

the sperm are moved by waves of contraction in Lhe n1uscular ~valls of the sperm ducts. Spenn are 

transporLed in a 11uLTitive CTuid that is secreted by glands, mainly the seminal vesicles and prostate 

gland. These glands add their secretions just at the poinr vvhere the sperm ducts join ,vith r.he 

urethra, below the base o[ r.he penis (foigure D3.1.4, page 696) As well as providing nuLTients for the 
sperm, semen is a slightly alkaline fluid, rhe significance o[ ,-vhich ,-ve ,viii return to lacer. During an 

ejaculation, r.he sphincter muscle aL r.he base o[ r.he bladder is closed. 

( • Common mistake 
Do not confuse the production of semen vvith spermatogenes,s. Semen is sperm and the Auid frorn 
the prostate and seminal vesicles that the sperm travel in, while spermatogenesis is the process of 
sperm formation. 

The roles of hormones in spermatogenesis 

Tn male puberty, a hormone from the hypor.halamus triggers the secretion of FSH and LH by the 

anterior lobe of the pituitary. The first effect of FSli is to initiate sperm production in the testes. 

LH sti1nulates the endocrine cells of the testes to secrete testosterone. Subsequently, testosterone 

and FSH together 1naintain continued sperm production and growth of the essential Sertoli cells that 

support spenn \\'1th nutrients as r.hey gro,v and develop in the testes. 

Subsequently, secretion o[ testosterone continues throughout life. Over-secretion of testosterone is 

regulated by negative feedback control, as an excessively high level o[ testosterone in rhe blood 

inhibits secretion of LH .. Only \vhen the concentration of LH in the blood has fallen significantly, ,,vili 
testosterone production recomn1ence. (Sin1ilarly, over-activity of the nutritive cells inhibits secretion 

of FSH for a while.) 

■ Oogenesis 
ln I he female, rhe ovaries are abour 3 cm long and 1.5 crn rhick. These paired structures are 

suspended by ligaments near the base of r.he abclo1ninal cavity. As well as producing egg cells, Lhe 

ovaries are endocrine glands. They secrete the female sex hormones oestradiol and proges terone. 
A pair of oviducts extend from the ur.erus and open as funnels close to I he ovaries. The oviducts 

rranspon OOC)'tes and are rhe site of feri illzation. In the evenL o[ fertilization, clevelopmenL of the 

[oer.us \Vil! occur in the uterus . 
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The steps of oogenesis occur in the ovary. Ovulation, the process by which an egg is released co the 
oviduct, occurs at the secondary oocyte stage. Develop1nent of a secondary oocyce into an ovu111 is 
triggered in the oviduct, if fertilization occurs. Consequently, a thin section through a mature ovary, 
examined by light microscopy, shows the developing oocyces at differing stages (Figure D3.1.22). 

position 
of germinal 
epithelium 

~ 

developing 
follicles 

¼t 
blood supplx 

I 
00 0 0 

\\, " ~immature primary 
·~ follicles in cortex 

corpus luteum 
(remains of follicle 
now an endocrine 
gland) 

follicle possibly about 
to rupture and release 
secondary oocyte 

■ Figure D3.1.22 Photomicrograph of an ovary in section, and interpretive drawing 

♦ Oogenesis: the 
development of an ovum. 

♦ Oogonia: immature 
female sex cell in the 
process of developing into 
an oocyte. 

♦ Oocyte: a female 
sex cell in the process 
of a meiotic division to 
become an ovum. 

D3.1 Reproduction 

The structure of the ovary and the steps of oogenesis 

Oogenesis begins in the ovaties of the foetus before birth, but the final development of oocytes is 
only completed in adult life (Figure D3.1.23). The germinal epithelium, which lines the outer surface 
of the ovary, divides by mitotic cell division (page 653) to form numerous oogonia These cells 

migrate into the connective tissue of the ovary, ,vhere they grow and enlarge to form oocytes. 

Each oocyte becomes surrounded by layers of follicle cells, and the whole structure is called a 
primary follicle. 

By 1nid-pregnancy, production of oogonia in the foetus ceases - by this stage there are several 
1nillion in each ovary. Very in.any degenerate, a process that continues throughout life. At the onset of 
puberty, the number of ptimary oocytes ren1aining is about 250000. Fewer than 1°,f, of these follicles 
vv ill complete their develop1nent; the ren1ainder never becon1e secondary oocytes or ova. 

Between puberty in females (at about 11 years old) and the cessation of ovulation at menopause 
(typically at about 55 years old), primary follicles begin to develop further. Several start gro,.vth 
each month, but usually only one matures. Development involves progressive enlargement and, at 
the same time, the follicles move co the outer part of the ovary. The primary follicle then undergoes 
meiosis I (page 656), but the cytoplasmic division that follows is unequal, forming a tiny polar body 
and a secondary oocyte 0::igure B2.3.18, page 272). The second meiotic division, meiosis II, then 
begins, but it does not go to completion. In this condition the egg cell Cit is still a secondary oocyte) 
is released from the ovary (ovulation), by rupture of rhe foll icle wall (FigLire D31.23). 
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summary of changes 
from oogonium to ovum 
- seeps In the growth 
and ma,uration phases 
of gamecogenesis 
1n the ovary 

@-oogonium 
growth ---:i 

maturation to\- primary 

diagrammatic representation of the sequence of events 
in the formation of a secondary oocyte for release 
and the subsequent changes in the ovary 

each menstrual cycle a few prhnary 
fo/1/cles start to develop - meiosis I 
Is completed, forming a secondary 
oocyte and the first polar 
body (unequal division 
of cytoplasm) which 
fails to develop 
further 

primary follicle 
(oocyte surrounded 
bya layer of oogonia grow 
follicle cells) to become oocytes 

...,_ 
germinal 
epithelium -
oogonia 
formed by 
mitosis in 
ovaries during 
development 
of foetus 

]~\ oocyte (2n) 
meiosis I - \ - 1 ------first 

@j_ secondary polar 
{ ) oocyte (n) body 

meiosis JI \ 

(in uterus) 

corpus luteum 
degenerates 
quickly ~----- second 

~ - ovum (n) polar if fertilization 
does not 
occur 

body / 
Secondary oocyte 

secondary oocyte in mature 

begins meiosis II but 
this does not co,nplete 
until sperm nucleus 
penetrates cytoplasm 

ovarian follicle (also known as 
Graafian follicle), with layers of 
follicle cells and fluid early in 
prophase of meiosis II (further 
development is then suspended 
until arr/val of sperm - in oviduct) 

follicle bursts at ovulation 
and egg cell (secondary 
oocyre) released (surrounded 
by follicle cells - Figure 82.3. 18 

remains of follicle 
now develops 
mto endocrine gland 
(corpus luteum) 

of oocyte. 

■ Figure 03.1.23 The ovary, and stages in oogenesis 

9 Distinguish 

between 
spermatogenesis 
and oogenesis. 

♦ Polyspermy: 
fertilization of an egg by 
many sperm. 

♦ Zona pellucida: 
protective glycoprotein 
layer; jelly coat of egg. 
After entry of one sperm 
it becomes stronger and 
no more sperm can enter. 

♦ Acrosome: sac at 
head of sperm containing 
protease enzymes. 

♦ Cortical reaction: 
prevents polyspermy 
du ring ferti I ization. 

• 

Ovulation occurs from one of che t\vo ovaries about once every 28 days. Mean,vhile, the remains of 

the primary follicle immediately develops into the yello,v body, the corpus luteum (page 699). This is 

an additional bur ternporary endocrine gland, ,,vith a role to play i[ fertilizat ion occurs (see below). 

Mechanisms to prevent polyspermy 
One or more of the fe,v sperm that reach a secondary oocyte pass between Lhe follicle cells 

surrounding the oocyre. The entry of more than one sperm into the oocyre is kno\.vn as 

polyspermy. Fertilization involves a mechanism that prevents polyspermy. 1-ook at the steps to 

fertilization in Figure D3.1.2.4. 

First, che coat that surrounds the oocyte, ,vhich is made of glycoprotcin ancl is called the zona 

pellucida, must be crossed. At the tip of the spenn is a 1nen1brane-bound sac of hydrolytic 

enzyn1es called che acrosome. When in contact ,vith the zona pellucida, these enzymes are 

released and digest a path,vay for the sperm to the oocyte n1embrane - a process known as the 

acroson1e reaction. 

Next the plasn,a membrane around the head or a sperm fuses ,vith the plasma men1bra11e or 

the oocyte. The male nucleus enters the oocyte. As this happens, cortical granules in the outer 

cytoplasm of the oocyte release rheir contents outside the oocyte by exocytosis. This is kno\vn 

as the cortical reaction. The result is rhat the oocyte plasrna membrane cannot be crossed by 

another sperm. Th is prevents the possibility or fusion or more than one male nucleus \Vith the 

oocyte nucleus. 

As the sperm nucleus enters the oocyte, coa1pletion of meiosis 11 is criggered and the second polar 

body is released. The male and female haploid nuclei come together to form tbe diploid nucleus of 

the zygote. Fertilization is con1pleted . 
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'v==-------:;;,.. follicle cells th is human spermatozoon has just 
penetrated the zona pellucida (x3200) 

0 
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0 
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1 sperm passes between the follicle 
cells and arrives at t he jelly coat 
surrounding the secondary oocyte 

1 
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0 

6 nucleus of secondary oocyte is 
stimulated to complete meiosis II 

haploid male--+-----~ 
nucleus 

haploid female -1----< 

nucleus 

(nourish the oocyte) 

cortical granules 

· • · path of sperm 
between follicle cells 

the stages of fertilization 

• • • 
2 'capacitation' : changes to the 

surface of the head of the sperm, 
releasing hydrolyt ic enzymes 

(acrosome reaction) 

J' 

~ 3 enzyme digestion creates a 
:~~ ~ i t iny path for sperm to reach 
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• • •• 
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/~' :~~--- 4 fusion of the plasma membranes 
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5 cortical granules in outer layers of 
cytoplasm of secondary oocyte pass 
across plasma membrane by exocytosis, 
preventing entry of a second sperm 

(cortical reaction) 

• 

7 nuclei fuse to form diploid nucleus; 
polar bodies break down 

/ 5 

0 

... . . . 
;,, ·~....,;; _ .. _ :: .:: 

8 the nucleus 
undergoes mitosis 

9 division of t he 
cytoplasm follows, 
forming the first 
two diploid cells of 
t he embryo 

■ Figure D3.1.24 Fertilization of a human secondary oocyte 
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Lt, k 
The term blastocyst is 
defined and covered 
in Chapter 82 .3, 
page 257. 

♦ Implantation: 
embedding of the 
blastocyst (developed 
from the ferti lized ovum) 
in the uterus wal l. 

Development of a blastocyst and 
implantation in the endometrium 
fertilization occurs in the upper oviduct. As the zygote is transported do,vn the oviduct by ciliary 
action, n1itosis and cell division com1nence. The process of the division of the zygote into a 1nass o[ 
daughter cells is kno,vn as cleavage. This is the first stage in the gro,vth and development of a nevi 
individual. The e1nbryo does not iJ1crease in 111ass at this stage. By the time the embryo has reached 
the uterus, it is a solid ball of tiny cells. Division continues and the cells organize themselves into a 
fluid-filled ball, the blastocyst. 

Tn humans, by day 7, r.he blasrocyst consists o[ about 100 cells. Ir now starts to become embedded in 
the endomerrium, a process known as implantation. Implanrarion cakes from day 7 to day 14, 

approximately. At this stage, some of the blascocyst appears grouped as the inner cell mass and 
these cells \.vill eventually become the foetus. Or her parrs of the blasrocyst become rhe placenta. 
Once implanted, the embryo starts co receive nut1ients directly from the endomer.rium of the ur.erus 
,1/all (Figure D3.l.25). 

steps in early cleavage 

oviduct 

ovary 

uterus 

'------",.C:,.,,-J ,_,..,,_ __ cervix 

2-cell stage 8-cell stage solid ball ot cells 

oviduct ___ ..,, / 

fert ilized --trm 
egg cell 

egg cell - ---'I-I

surrounded by 
follicle cells 

ovulation 
occurred 
here 

developing corpus 
follicle luteum 

'i>'t----- blastocyst 
maybe 
implanted 
here 

wall of uterus: 
!----• endometrium 

\\.:-~ ----• muscular wall 

cervix--~ 

■ Figure 03.1.25 The site of fertilization and early stages of development 

• Theme D: Continuity and change- Organisms 



♦ Monoclonal 
ant ibody: antibody 
produced by a single 
clone of B-lymphocytes; 
it consists of a 
population of identical 
antibody molecules. 

D3.1 Reproduction 

(e Common mistake 
When discussing the stages of ferti lization, make sure you focus on the relevant detail. The events of 
ferti lization are considered to start with the arrival of sperm at the surface of the oocyte, including 
the acrosome reaction and the cort ical reaction. 

Pregnancy testing by detection of human 
chorionic gonadotropin secretion 
lf the egg is fertilized (the start of a pregnancy) the developing e1nbryo secretes a hormone, hCG 
(hu1nan choriouic gonadotropin), chat circulates in the blood and maintains the corpus luteu1n 

(Figure D3.1.23) as an endocrine gland for at least 16 1veeks of pregnancy. When the corpus 

luteu1n eventually breaks down, the placenta takes over as an endocrine gland, secreting oestradiol. 
progesterone and hCG. These hormones continue to prevent ovulation and maintain the endon1erriun1. 

Monoclonal antibodies 
v\/hire blood cells in the blood provide our 1nain de(ences against invasion of rhe body by harmful 

n1icro-organisn1s (Chapter C3.2, page 522). Antibodies are effecrive in the destruction of antigens 

,vithln rhe body, but the plasma cells (the product of a B-lymphocyre, Figure C3.2.7, page 527) that 

secrete 1hen1 have an extremely short lifespan and can not, themselves, divide. As a consequence, 

antibodies cannot be used outside the body. 

Monoclonal antibodies are the product through which antibodies are made available in the long 

term, for applications in entirely new circumstances. A monoclonal antibody is a single antibody that 

is stable and that can be used over a period of time. Each specific antibody is made by one particular 

type of B-cell. The problen1 of the normally brief existence of a plas1na cell is overcome by fusing [he 

specific lymphocyle with a cancer cell - ,vhich, unlike other body cells, goes on dividing indefinitely. 

The resulting hybrid cell, kno,vn as a hybridoma cell, divides to form a clone of cells that persists 

and ,vhich conveniently goes on secreting the antibody in significant quantities. I lybridoma cells are 

virtually immortal, provided they are kepc in a suitable environ1nent. 

■ Pregnancy testing 
Monoclonal antibodies are used in pregnancy testing. A pregnant person has a significant 

concentration of the honnone hCG in their urine, 1vhereas a non-pregnant person has a negligible 
an1ount. N[onoclonal antibodies to hCG have been engineered to carry (becotne attached to) 

coloured granules, so that in a sin1ple test kit the appearance of a coloured suip in one con1partment 
provides immediate and visual confirn1ation of pregnancy. Ho1v this ,~;orks is illustrated in 

Figure D3.1.26. 



• 

pregnancy testing kit 
compartment with immobile antibodies to 
the coloured granule-hCG monoclonal 
antibody complex 

cornpar1ment with immobile 
hCG monoclonal antibodies 

~--compartment with mobile hCG monoclonal 
antibodies with blue coloured granules attached 

a blue colour appears here 
when the test has completed 
correctly 

n1ovement of unne 
by capillary action 

-
wick dipped into 
urine sample 

a blue colour appears here if the 
urine contains hCG (= pregnant) 

how the positive test result is brought about 

these steps 
take only a 
fe~v minutes 

1mmob1le antibodies to 
coloured granule-hCG 
antibody cornplex 

-< 
-< 
-< -c 
-c 

immobile hCG 
antibodies 

hCG attaches to mobile hCG 
antibodies with coloured granules 

mobile hCG antibodies 
with blue coloured 
granules attached 
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urine wl I h he G moving 
up the test strip 
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immobile antibodies trap the mobile 
hCG antibodies with coloured granules, 
so a blue colour appears in window 

excess mobile hCG antibodies with 
coloured granules n1ove on up the test 
strip and combine with the immobile 
antibodies here, giving a second blue 
colour confirming the test is completed 
(this colour appears whether or not 
there is hCG in the urine) 

■ Figure D3.1.26 Detecting pregnancy using monoclonal antibodies 
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♦ Placenta: a temporary 
organ that joins the 
mother and foetus, 
transferring oxygen and 
nutrients from the mother 
to the foetus, with carbon 
dioxide and other waste 
material transported from 
foetus to mother. 

♦ Gestation: the period 
of development in the 
mother's body, lasting 
from conception to birth. 

r;:. T... tipl 

The distinction 
between embryo and 
foetus is made based 
on the amount of t ime 
spent in the uterus. 
An embryo is the 
early stage of human 
development in which 
organs and other 
critical body structures 
are formed. An embryo 
is termed a foetus 
from the 11th week of 
pregnancy, i.e. the 9th 
week of development 
after ferti lization of 
the egg. 

D3.1 Reproduction 

Role of the placenta in foetal 
development inside the uterus 
fro1n early in the developn1ent of the en1bryo, this tiny and delicate structure is contained, 
supported and protected by a membranous, fluid-fuled sac. It is the outer layers of the tissues of the 
embryo that gro,v and give rise to the n1embranes and that also form the placenta (see below). 
By the end of t,vo n1onths' developn1ent, the beginnings of the principal adult organs can be detected 
,vi.thin the embryo and the placenta is operational. During the rest of gestation, the developing 
offspring is called a foetus. The placenta allov,s the foetus to be retained in the uterus to a later stage 
of development than in n1a1nn1als that do not develop a placenta (such as n1arsupials, for example 
the kangaroo and wo1nbat). 

The placenta - structure and function 

■ Figure D3.1.27 
Human embryo at 
the six-week stage 

The placenta is a d isc-shaped structure composed of maternal (endomecrial) and foetal membrane 
tissues. Here the maternal and foetal blood circulations are brought very close together over a huge 
surface area, but they do not mix. Placenta and foetus are connected by arr.eries and a vein in rhe 
umbilical cord (Figure D3 1.28). 

Exchange in the placenta is by diffusion and active transport. Moven1ents across the placenta involve: 
• respiratory gases, ,vhich are exchanged; oxygen diffuses across the placenta from the maternal 

haemoglobin to the foetal haen1oglobin, and carbon dioxide diffuses in the opposite direction 
• ,vater, ,vhich crosses the placenta by osmosis; glucose, which crosses by facilitated diffusion; and 

ions and amino acids, ,~,hich are uansported actively 

• excretory products, including urea, leaving the foetus 
• antibodies present in the n1other's blood, ,vhich freely cross the placenta, so the foetus is initially 

protected from the san1e diseases as the 1nother (passive immunity, page 541). 

The placenta is a barrier to bacte1ia, although son1e viruses can cross it. 

The placenta is adapted for diffusion in much the same way as other exchange organs. 
It has a large surface area (with lots of vi ll i-l ike projections). 
It is only a few cells thick, so there is a short diffusion pathway. 
It has a constant blood supply that maintains the concentration gradient between the mother's 
blood and the blood of the foetus. 
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10 Suggest why it 
is so important 
that the blood of 
the mother and 
offspring do not 
mix together in 
the placenta. 

11 List the structural 
features of the 
placenta that 
contribute to 
efficient exchange 
and explain why 
each is impo11ant. 

• 

human foetus w ith placenta, about 10 weeks 

uterus cavity --1--+-+

foetus ---+-+---1-++- ~ 

chorion ---1--1-H 

part of the placenta 
in section 

umbilical 
vein 

umbilical 

space (lacuna) filled _,_ 
with maternal blood 

umbilical cord 

finger-like suriaces 
(villi) of the placenta, 
with foetal arteries 
and foetal veins 

----maternal 

surface area for 
exchange of nutrients 
and waste materials 

tissue of 
endometrium 

maternal 
arteries 
and veins 

■ Figure D3.1.28 The placenta - site of exchange between maternal and foetal circulations 

Hormonal control of pregnancy and childbirth 

■ Pregnancy 
The placenta is also an endocrine gland, initially producing an additional sex horn1one human 

chorionic gonadotrophin (hCG). hCG appears in the urine fro1n about seven days after conception . 

We have already noted that it is the presence of hCG in a san1ple of urine that is detected using 

monoclonal antibodies in a pregnancy-testing kit (Figure 0 3.1.26). 

hCG is initially secreted bJ1 the cells of the blastocyst, but later it comes enti rely from the placenta. 
The role of hCG is to maintain rhe corpus luteum as an endocrine gland (secreting progesterone) [or 
rhe first ] 6 ,veeks of pregnancy. When the corpus luteum eventually does break do\vn, the placenta 
secretes oestradiol and progesterone (Figure 03.1 .29). Progesterone maintains the lining of the 
uterus, and therefore maintains the continuation of the pregnancy. Withour maintenance or rhese 
hormone levels, condirions favourable to a foetus are not maintained in Lhe uterus and a spontaneous 
abonion results . 
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♦ Oxytocin: hormone 
released by the pituitary 
gland that causes 
increased contraction 
of the uterus during 
chi ldbirth. 

uni · 

Other examples of 
positive feed back 
loops are in Chapters 
C3 .1, page 516, 
and Chapter D4.3, 
page 825. 

■ Childbirth 
Im1nediately before birth, the level of progesterone declines sharply. As a result, progesterone-driven 
inhibition of contraction of the 1uuscle of the uterus \Vall is ren1oved. 

At the sarne time, the posterior pituitary begins to release a hormone, oxytocin (Figure D3.1.29). 

This relaxes the elastic [ibres that join the bones of rhe pelvic girdle, especially at the front, and thus 
aids dilation or the cervix for the head (the 1,videst part or the offspring) co pass through. Oxytocin 
also stimulates rhythn,ic contractions of the rnuscles or the uterus 1,vall. Subsequently, control of 
contractions during birth occurs via a positive feedback loop (Figure DJ.l ,30). The resulting 
po1,verful, intermittent \vaves of contraction or the muscles of the uterus 1,vall start at the top or the 
uterus and move towards the cervix. Progressively during this process Cl<nO\,vn as labou1) , the rate 
and strength of the contractions increase, until they expel the offspri ng. 

Finally, less povverful uterine contractions separate the placenta from the enclometrium and cause 
the discharge of the placenta and remains of the umbilicus (called the afterbirth). 
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16 weeks of pregnancy 

weeks 16- 40 

(imtially from blastocyst, later 
from placenta) 
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(1nitlally from corpus 
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■ Figure D3.1.29 Blood levels of sex hormones during gestation 
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! 
stretching of 

1he cervix 

! 
stimulation of 

stretch-sensitive 
receptors in the cervix 

! 
brain - control centre 

! 
pos1 enor pituitary gland 

releases oxytocin 

! 
muscles 1n wall of uterus 
contract more forcefully 

l 
further stretching 

of cervix 

l 
l 

decreased stretching of cervix 
breaks the positive feedback cycle 

l 
oxytocin release by 
posterior pituitary 

terminated 

increased stretching 
of cervix 

triggers release of 
more oxytocin 

positive feedback loop 

■ Figure D3.1.30 The posi t ive feedback 
loop in the control of childbirth 
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The continuity 
of pregnancy is 
maintained by 
progesterone secretion 
initially from the corpus 
luteum and then 
from the placenta, 
whereas the changes 
during childbirth are 
triggered by a decrease 
in progesterone levels, 
allowing increases in 
oxytocin secretion due 
to positive feedback. 

12 Suggest why 
the immediate 
production of 
hCG by the 
embryo while it 
still consists of 
relatively few cells 
is significant in a 
successful outcome 
to gestat ion. 

13 Distinguish 

between 
negative and 
positive feedback 
processes. 

♦ Menopause: the 
period in life (typically 
between the ages 
of 45 and 55) when 
menstruation ceases. 
♦ Hormone 

replacement therapy 
(HRT): medication 
containing fem a le 
hormones that is taken 
to replace the oestradiol 
and progesterone that the 
body stops making during 
menopause. 

• 

Hormone replacement therapy and 
the risk of coronary heart disease 
Menstruation typically ceases between the ages of 45- 55. A person is said to be in menopause 

when they have not had a pe1iod for 12 months in a ro,v. Menopause results fron1 the ovaries 
reducing the production of oestradiol and progesterone, which regulate the 1nenstrual cycle, and 
fertility declines. After the menopause, the ovaries no longer respond to stimulation by FSH and LH. 

(the pituitary gland hormones) and stop releasing eggs and oestradioL Due to lo\ver oestradiol and 
progesterone levels, there is a loss of negative feedback to the pituitary gland. 

Oescradiol affects many parts of the body, including the blood vessels, heart, bone, uterus, urinary 
system, skin ancl brain. loss of oescracl iol is believed to be the cause of 1nany of the symptoms 
associated ,.vith menopause, which include brief, periodic increases in body te1nperacure, an 
increased heart rate, sudden perspiration as the body tries to reduce its temperature, joint and 
muscle stiffness, and changes in concentration levels. 

Hormone replacement therapy (HRT) is a treatn1ent used to relieve the symptoms of menopause 

by replacing the female hormones oestradiol and progesterone. HRT can be taken as tablets, patches, 
creams or gels, under advice from a doctor. 

There are marked variations in the prevalence of different heal th problems in societies around the 
world. Claims are based on: 

epidemiological studies - these provide circumstantial evidence of health risks; they suggest 
connections but do not establish a cause or biochemical connection 
clinical studies of individual patients with health problems, which attempt to show causal 
relations between diseases and diets, for example (however, il is not possible to carry out 
'controlled' experiments for ethical reasons). 

Epidemiological studies have been used to monitor the outcomes of hormone replacement therapy 
(HRT) on the incidence of coronary heart disease (CHD). In early epidemiological studies, it was 
argued that women undergoing HRT had reduced incidence of CHO and this was deemed to be a 
cause-and-effect relationship. 

A randomized control trial is a test in which subjects are randomly assigned to one of two 
groups: one (the experimental group), which receives the intervention that is being tested, and 
the other (the comparison group or control) receiving an alternative (conventional) treatment. 
The two groups are then subsequently tested to see if there are any differences between them in 
outcome. The results and subsequent analysis of the trial are used to assess the effectiveness of the 
treatment. 

Randomized controlled trials followed on from earlier epidemiological studies and showed that the 
use of HRT led to a small increase in the risk of CHO. The correlation between HRT and decreased 
incidence of CHO is therefore not actually a cause-and-effect relationship. HRT patients have a 
higher socioeconomic status (SES), and this status has a causal relationship with lower risk of 
CHD. The link between higher household income and uptake of HRT is uncertain, although one 
hypothesis is that women with high SES use health services more comprehensively and regularly 
than those from lower income families, and so are more likely to take up preventative health 
measures such as HRT. 

LINKING QUESTIONS 

How can interspecific relationships assist in the reproductive strategies of living organisms? 
What are the roles of barriers in living systems? 
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diploid 
phase 

' 

Guiding questions 
' 

• What patterns of inheritance exist in plants and animals? 

• What is the molecular basis of inheritance pat terns? 

This chapter covers the following syllabus content: 
► D3.2.1 Production of haploid gametes in parents and their fusion to form a diploid 

► D3.2.2 
► D3.2.3 

zygote as the means of inheritance 
Met hods for conducting genetic crosses in flowering plants 
Genotype as the combination of alleles Inherited by an organism 

► D3.2.4 Phenotype as the observable traits of an organism resulting from genotype and 

► D3.2.5 
► D3.2.6 

environmental factors 
Effects of dominant and recessive alleles on phenotype 
Phenotypic plasticity is the capacity to develop traits suited to the environment 
experienced by an organism, by varying patterns of gene expression 

► D3.2.7 Phenylketonuria as an example of a human disease due to a recessive allele 
► D3.2.8 Single-nucleotide polymorphisms and multiple alleles in gene pools 
► D3.2.9 ABO blood groups as an example of multiple alleles 
► D3.2.10 Incomplete dominance and codominance 
► D3.2.11 Sex determination in humans and inherit ance of genes on sex chromosomes 
► D3.2.12 Haemophilia as an example of a sex-linked genetic disorder 
► D3.2.13 Pedigree charts to deduce patterns of inheritance of genetic disorders 
► D3.2.14 Continuous variation due to polygenic inheritance and/or environmental factors 
► D3.2.15 Box-and-whisker plots to represent data for a cont inuous variable such as 

student height 
► D3.2.16 Segregation and independent assortment of unlinked genes in meiosis (HL only) 
► D3.2.17 Punnett grids for predicting genotypic and phenotypic ratios in dihybrid 

crosses involving pairs of unlinked autosomal genes (HL only) 
► D3.2.18 Loci of human genes and their polypeptide products (HL only) 
► D3.2.19 Autosomal gene linkage (HL only) 
► D3.2.20 Recombinants in crosses involving two linked or unlinked genes (HL only) 
► D3.2.21 Use of a chi-squared test on data from dihybrid crosses (HL only) 

__ adult 

Zn \ . 
Production of gametes as 
the means of inheritance 

me1os1s 

sper111 egg 
n n 

fertilization 

__ zygote__) 
2n m,tosis 

haploid 
phase 

Chaprer D3.l shovvs how haploid gametes are produced in meiosis and that 

this process is essential in maintaining the nu1u ber of chron1oso1ues across 

generations. At fertilization, baploid gametes fron1 the tnale and lemale 
fuse, restoring rhe diploid number ot chromoson1es (Figure D3.2.l). This 

pattern of inheritance is com1uon to all eukaryotes 1vith a sexual lite cycle. 

■ Figure D3.2.1 Meiosis and the diploid life cycle 

There are r,vo types of chron1osomes: autosomal and sex chroinosomes. 

Autosomal chromoson1es are the nu1nbered chromosomes in a 

karyogran1 (see page 111), ranged fro111 sn1allest to largest. 

D3.2 Inheritance 



♦ Autosomal gene: 
gene located on one of 
the numbered, or non
sex, chromosomes. 

Sex chromosomes contain genes that detennine the gender of the offspring. In diploid cells, 
chromosomes are in ho1nologous pairs, so a diploid cell has t\VO copies of each autosomal gene. 

Methods for conducting genetic 
crosses in flowering plants 

Gametogenesis 
changes diploid 
cells into haploid 
gametes, enabling 
the sexual life cycle 
to continue. 

How do characteristics get passed down frorn one generation to the next? The mechanism of inheritance 
,vas successfully investigated before chromosomes had been observed or genes were detected. 
A monk called Gregor Mendel (Figure D3.2.2) made the first discovery of the fundamental la\.VS of 
heredity. Mendel cross-bred different types of pea plant in the gardens of the monastery. In total he 
planted 30 000 plants over eight years. He crossed rounded seed pods \Vith \.vrinkled ones, yello,v 
peas with green peas, tall stems ,:virh d,varf stems, and so on. 

p. ~ •ltr0 of C'.l"ia.f'\l"'i!• Experi-r~ ·~ 
Gregor Mendel was born in Moravia (now in the Czech Republic) 
in 1822, the son of a peasant farmer. As a young boy, he worked 
to support himself through schooling, but at the age of 21 he was 
offered a place in the monastery at Brno. The monastery was a 
centre of research in natural sciences and agriculture, as well as in the 
humanities. Mendel was successful there. Later, he became abbot. 

Mendel discovered the principles of heredity by studying the 
inheritance of seven contrasting characteristics of the garden pea 
plant. These did not 'blend' on crossing, but retained their identities, 
and were inherited in fixed mathematical ratios. He concluded 
that hereditary fac tors (we now call them genes) determine these 
characteristics, that these factors occur in duplicate in parents, and 
that the two copies of the factors segregate from each other in the 
formation of gametes. 

■ Figure D3.2.2 Gregor Mendel 
- founder of modern genetics 

Before Mendel, scientists did not know how inheritance worked but they 
thought that it must work by 'blending' (a bit like mixing paints of different 
colours). For example, if a tall person has children with a short person, their 
genes will be 'blended' and the children will be of medium height. This 
seemed to work with several characteristics, such as height and skin colour. 
However, it was an inadequate explanation of other characteristics, such as 
eye colour (how can you have one sibling with blue eye-s and another with 
brown eyes?). 

• 

Features of the garden pea 

green v. yellow 
cotyledons 
(seed leaves) 

round v. wrinkled seeds 

dwarf v. tall plants 
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♦ Parental generation 
(P): the first set of 
parents in a genetic cross. 
The parents' genotypes 
a re used to predict 
the genotype of their 
offspring (Fl generation}. 

♦ Monohybrid 
cross: cross (breeding 
experiment) involving 
one pair of contrast ing 
characters exhibited by 
homozygous parents. 

♦ F1 generation: fi rst 
fi lial generation - arises by 
crossing parents (P) and, 
when selfed or crossed via 
sibling crosses, produces 
the F2 generation. 

♦ F2 generation: 
offspring produced by the 
Fl generation. 

I i r I 
Self-pollination is 
covered in Chapter 
03.1, page 705. 

D3.2 Inheritance 

Today, we often refer to Mendel;s laws of heredity, but Mendel's results were not presented as laws 
- which may help to explain the diff iculty others had in seeing the significance ot his work at the 
time. Mendel was successful because: 

his experiments were carefully planned, and used large samples 
he carefu lly recorded the numbers of plants of each type but expressed his results as ratios 
in the pea, contrasting characteristics are easily recognized 
by chance, each of these characteristics was controlled by a single factor (gene)* rather than by 
many genes, as most human characteristics are 
pairs of contrasting characters that he worked on were controlled by factors (genes} on 
separate chromosomes~ 
in interpreting results, Mendel made use of the mathematics he had learnt. 

* Genes and chromosomes were not known then. 

ATL D3.2A 

Figure D3.2.3 shows pea pods from Mendel's experiments. 
Mendel noted that parental generations with either yellow 
(A) or green peas (B) produced of fspring that were yellow 
in colour (C). When these offspring were bred together, the 
offspring were a mixture of yellow and green peas (D). 

Read the information in the Nature 
of science box above and look at the 
results of one of his experiments (Figure 
D3.2.3). What do you conclude about 
the mechanism of inheritance? How does 
it disprove the 'blending' hypothesis? 
Discuss with a partner and present your 
conclu.sions to the rest of the class. 

■ Figure D3.2.3 
Mendel 's peas. Historical 
artwork of t he peas 
(Pisum sp.) used by 
Gregor Mendel (1822-
84) in his experime nts 

J 
I 

Inidally, Mendel investigated tbe inheritance of a single contrasting characteristic, kno,vn as a 
monohybrid cross. Mendel had noticed tbat the garden pea plant was either tall or cl,varf. How was 

this contrasting characteristic controlled? 

tvtenclel's investigation of the inheritance of height in pea plants began ,vith plants that ahvays 'bred 

true' (Figure D3.2.4). This means that the tall plants produced progeny that ,vere all tall and the 

dwarf plants produced progeny that vvere all d,varf when each ,vas allowed to self-fertilize. Pollen 

contains n1ale gametes and female gan1eres are in the ovary, so pollination is needed to car1y out a 
cross (the breeding of t,vo parents with different alleles that produce offspring ,vi.th characteristics 

of both parents). Plants such as peas produce both male and female ga1netes on the sa1ne plant, 

allovving self-pollination and, therefore, self-fertilization. 

Mendel crossed Lrue-breeding (i.e both alleles rhe sarne) tall and clvvarf plants and found the 

progeny, the F1 generation, ,vere all tall. The offspring were al101ved to self-pollinate (and so self

[ertilize) to produce the F2 generation. The progen)' of t his cross consisr.ed orbo1 h tall and dwarr 

plants in the ratio of 3 tall: 1 dvvarf. 



♦ Dominant allele: an 
allele that has the same 
effect on the phenotype 
whether it is present 
in the homozygous or 
heterozygous state. 

♦ Recessive allele: an 
allele that has an effect 
on the phenotype only 
when present ,n the 
homozygous state. 

♦ Punnett grid: diagram 
used to show and calculate 
all the combinations and 
frequencies of different 
genotypes and phenotypes 
among the offspring of a 
genetic cross. 

Punnett grids show the 
combining process of 
the gametes of two 
parents. The diagrams 
can be used to calculate 
the probabilities that 
particular gametes 
and zygotes will occur. 
Punnett grids can 
either be shown in a 
diamond conformation, 
as shown opposite, or 
as a square. They may 
also be referred to as 
'Pun nett squares'. 

• 

peas from 
pure-breeding tall plants 

parental 
generation (P) 

sown and grown (about 10-15 plants of each) 

tall plants 

~ .. 
dwarf plants 

/ 

peas from 
pure-breeding dwarf plants 

crossed 
X 

l 
self-pollination 
was prevenred 
al this stage 

first filial 
generation (F1) 

second filial 
generation (F2) 

many seeds produced 
(1 50-250 seeds typically harvested) 

- planted and grown. and found to be 
all tall plants 

l 
flowered and allowed to 

self-pollinate 

l 
seeds produced 

(Mendel recorded 1064 seeds) 
- planted and grown, and found 

to be in the ratio of 
3 tall : 1 dwarf plants 

(Mendel recorded 787 tall : 277 dwart, ratio of 2.84 : 1) 

■ Figure 03.2.4 The steps of Mendel's monohybrid cross 

ln Mendel's interpretation of the n1onohyb1id cross he argued that, because the d,varf characteristic 

had apparently disappeared in the fl generation and reappeared in the f2 generation, there 1nust be 

a factor controlling d,varfness that remained intact fro ,n one generation to another. Ho,vever, this 

factor for 'd,varf' did not CXl)ress itself in the presence of a similar fac tor for tallness. ln other ,vords, 

as characteristics, tallness is don1inant and d,varfness is recessive; the dominant allele totally 

masks the effects of a recessive (non-do1ninant) allele. Logically, there must be c,vo independent 

factors for height, one received from each parent. A sex cell (ga,nete) 1nust contain only one of 

these factors. 

Mendel sa'A' that a 3:1 ratio could be the producL of randomly co1nbining r,vo pairs of unlike factors 

(T and t , for exarnple). This can be shovvn using a grid, no\v kno\vn ac; a Punnett grid, after the 

mathe111alician \vho firsl usecl iL (rigure D3.2.5). 

Mendel's conclusions fro1n the monohybrid cross \Vere tbat: 
• ,vi.thin an organism there are breeding [actors controlling characteristics such as 'tall ' and 'dwar[' 

• there are t\VO factors in each cell 

• one factor con1es trom each parent 

• the factors separate in reproduction and either one can be passed on to an offspring 
• the factor for 'tall' 1s an alternative lorn1 of the factor for 'd,varf' 

• the factor for 'tall' 1s dotnina nt over the factor tor 'dwarf' . 
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Alleles are represented 
by letters, which are 
(usually) derived from 
the characterist ic being 
studied, e.g. 'T' or 't' 
for tall or short plants. 
The capital letter 
(upper case) represents 
the dominant allele 
and the lower case 
the recessive. Make 
sure that the letters 
used to show the 
genotype al leles are 
sufficiently dif ferent in 
lower case and upper 
case, for example T 
and t, or A and a, but 
not L and I or S and s, 
which are difficult to 
distinguish visually. 

D3.2 Inheritance 

parental (P) 
phenotypes: 

homozygous homozygous 
pea plants are diploid 
so they have two 

----- copies of each allele genotypes: 

gametes: 

offspring (F1} 

genotypes: 

phenotypes: 

F1 selfed 

gametes: 

The fraetions represent 
1he probabilities that 
particular gametes and 
zygotes (genotypes) 
will occur. 

offspring (F1) 

genotypes: 

genotypes ratio: 

phenotypes: 

phenotypes ratio: 

tall 

TT 

(meiosis) 

0 

(meiosis) 

dwarf 

X tt 

(meiosis) 

0 
gametes produced by 
meiosis so only have 

- ---- one copy of each allele 

the allele for 'tall' is 
dominant over the 

Tt 
heterozygous tall 

x self 

:
~---------- allele for 'dwarf' so the F 1 progeny are 

all tall 

each heterozygous 
parent produces two 
kinds of gametes with 
respect to the T allele 

i 
segregation occurs 
during meiosis -
alleles are located 
on homologous 

--- chromosomes which 
(meiosis) move to opposite 

0
/◄ b poles of the spindle 

_ Q alleles have 
- ---........::::::::::::_¾.. separated in to 

1/4 TT 
homozygous 

tall plants 

different gametes 
(= Law of Segregation) 

this is called a Punnett grid 
- it shows all the possible 
progeny of the cross 

1/4 Tt 
heterozygous 

tall plants 

¼ Tt 
heterozygous 

tall plants 
here both o and <;> gametes 
can be T or t, giving four 
possible genotypes 

TT 

tall 

3 

1/4 tt 
homozygous 
dwarf plants 

Tt 

2 

tt 

dwarf 1-----
These ratios are likely to 
be achieved only when a 
large number of offspring 
are produced. 

■ Figure D3.2.5 Genetic diagram showing t he behaviour of alleles in M endel 's mono hybrid cross 

Notice the use o( 'P', 'Fl' and 'F2' for the three generations involved. Look carefully at the use of a 

Punnett grid to represent the process and products of the Fl cross. TI1is device shovvs clearly the 

combining process of the gametes. The fractions represent the probabilities that particular gametes 

and zygotes will occur. 
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Punnett grids show 
both continuity and 
change: continuity 
in the delivery 
of alleles to new 
generations, and 
change in the 
arrangement of 
alleles in offspring. 

(e Common 
mistake 
In Punnett grids, 
parental genotypes 
are often missing 
and gametes on the 
Punnett grid are usually 
shown but not labelled 
as gan1etes. Make 
sure that parental 
genotypes are shown 
and that the gametes 
are labelled. 

♦ Genotype: the 
combination of alleles 
inherited by an organism. 
♦ Homozygous: having 
two identical alleles of 
a gene. 
♦ Heterozygous: 
having two different 
alleles of a gene. 

I I k 
Genes and alleles 
are a lso covered 
in Chapter A1.2, 
page 21. 

• 

Mendel never stated his <liscoveries as laws, but it ,vould have been helpful if he had done so. 
For exan1ple, he 1n ight have said: 'Each characteristic of an organis111 is determined by a pair of 
factors of which only one can be present in each ga1nete.· 

Today \Ve call a similar statement Mendel's first la\V, the Law of segregation: 

The characteristics of an organisn1 are controlled by pairs of alleles which separate in equal 

numbers into different gametes as a result of meiosis. 

Mendel used pea plants to develop his la\vS of inheritance. Today, genetic crosses are widely used to 
breed new varieties of crop or ornamental plants. 

1 The actual results that Mendel obtained in three of his later investigations of inheritance 
in the garden pea plant are as shown in Table D3.2.1. These experiments followed on 
from Mendel's cross shown in Figure D3.2.5 and developed from the conclusions he 
made as a result of the first monohybrid cross. 

• Table. D3.2.1 Mendel's later experimental results 

Number of F2 Number showing Number showing 
Character Cross counted dominant character recessive character 

Posit ion of flowers axial x terminal 858 651 axial 207 terminal 

Colour of seed coat grey x w hite 929 705 grey 224 w hite 

Colour of cotyledons yel low x green 8023 6022 yellow 2001 green 

a State what ratio of offspring he would have predicted from these crosses. 
b Calculate the actual ratios obtained in each of these crosses. 
c Suggest what chance events may influence the actual ratios of offspring obtained 

in breeding experiments like these. (We will return to this issue at a later point. For 
example, the statistical test known as the chi-squared test can be applied to the 
results of genetic crosses to test whether the actual results are close enough to the 
predicted results to be significant.) 

Genotype 
The alleles that an organism carries (presenL in every cell) 111al<e up the genotype of rhaL organism. 
You \vi i\ recall from Chapter A 1.2 that allele is a Len11 thaL refers to a different version of the same 
gene. A genotype in which the nvo alleles of a gene are the same is homozygous for that gene. 
In Figure D3.2.5, the parent pea plants (P generation) <A1ere either homozygous tall or 
homozygous d\varf. 

If the alleles are different, the organism is heterozygous for that gene. In Figure D3.2.5, the progeny 

(Fl generation) were heterozygous tall. 

2 State whether a person w ith sickle-cell trait (page 623) is homozygous or heterozygous 

for sickle-cell haemoglobin. 

So, the genotype is rhe genetic constitution o [ an organ ism. Alleles interacr in va1ious ways and vvi th 
environmental factors. The outcome is the phenotype (see below) . 
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♦ Phenotype: 
observable traits of 
an organism resulting 
from genotype and 
environmental factors. 

L1nl 

Variation in 
monozygotic twins is 
discussed in Chapter 
D2 .2 (HL only), 
page 677. 

.3 Construct a 
table to explain 
the relationship 
between Mendel's 
Law of Segregation 
and meiosis. 

D3.2 Inheritance 

Phenotype 
The phenotype is the ,vay iJJ \vhich the genotype o[ the organ.ism is expressed - including the 
appearance of the organism. ln Mendel's 111onobyb1id cross (figure 03.2.5) the heights of the plants 
,vere their phenotypes. 

Sometimes organisms may have rhe san1e phenotype bur different genotypes. For example, plants 

\vi.ch genotypes TI and Tt will have the same phenotype (tall) because they both have a dominant 

allele. Plants like these can only be distinguished by the offspring they produce in a particular cross. 

Vllhen the rail heterozygous planes (Tt) are crossed \\rich the homozygous recessive plants (tt), the 

cross yields 50% call and 50% chvarf plants (Figure D3.2.6) This type of cross has become kno,vn as 

a rest cross. rr the offspring are all tall, then ,ve know I har rhe tall planes under rest are homozygous 

plants (TT). Of course, sufficient planes have to be used 10 obtain these distinctive ratios. 

Phenotype can be determined by genotype, environmental factors, or due to inreracnon between 

genotype and environn1ent (as explored with monozygotic t\Vin e1'1)eliments). Eye colour is 

determined by genotype only, as is blood type. Changes due to exposure to the Sun, e.g. developing 

a suntan, is solely environn1enta l. Height and weight are a con1bination of genotype and phenotype. 

parental 

phenotypes; 

genotypes: 

heterozygous 
tall 

Tt 

(meiosis) 

X 

homozygous 
dwarf 

tt 

(meiosis) 

/ 

0 0 gametes: 

The fractions represent 
the probabilities that 
particular gametes and 
zygo1 es (genotypes) 
will occur. 

offspring (F1) 

genotypes; 

genotypes ratio; 

phenotypes: 

Tt 

1 

tall 

phenotypes ratio; 50% 

1/4 tt 
homozygous 
dwarf plants 

1/4 Tt 
heterozygous 

tall plants 

1/4 tt 
homozygous 
dwarf plan ts 

l /4 Tt 
heterozygous 

tall plants 

tt 

1 

dwarf 

50% 

■ Figure D3.2.6 Genetic diagram of Mendel's test cross. Plants with the phenotype 'tall' can either be 
homozygous or heterozygous. Test crosses can be used to determine the genotype - in this diagram, 
the tall plants are demonstrated to be Tt (heterozygous) not TT (homozygous) 

731 



(i;OK 
Mendel's theories 
were not accepted 
by the scientific 
community for a long 
time. What factors 
would encourage the 
acceptance of new 
ideas by the scientific 
community? In what 
ways do our values 
affect our acquisition 
of knowledge? 

♦ Phenotypic 
plasticity: the capacity 
to develop traits suited 
to the environment 
experienced by an 
organism, by varying 
patterns of gene 
expression. 

• 

-

Inquiry 2: Collecting and processing data 

Interpreting results 

Access the following website: https://javalab.org/en/test cross en 

In the simulation, you can breed heterozygous pea plants that have green and yellow 
peas. You can breed pure-bred plants (i.e. that are homozygous for a trait) by removing 
either yellow or green peas from the breeding programme. 

Carry out three investigations: one with general breeding, one where yellow breeding 
occurs only, and another where only green breeding occurs. 

Compare the outcomes from the three experiments. Identify, describe and explain patterns, 
trends and relationships. What do your results show about the mechanism for inheritance? 

■ Effects of dominant and recessive alleles on phenotype 
Mendel's experimenls on peas sho\ved an imporlant fearure of inheritance - that some alleles 

can be dominant and others recessive. In lhe experiment, for example, 1-vhere yello\v pea planes 

produced a mixture of green and yello'A' peas, the oulcome can be explained by a dominant/ 

recessive relationship bet\veen the mro colours. This is because the colour of the peas is controlled 

by an allele in ,vbich yellow colour is dominanr.. An allele is a variant of a gene, ~vith different alleles 

having a differen t effect on the san1e characteristic, for instance controlling pea colour. By breeding 

the Fl generation peas together (Figure D3.2.3, page 727), Mendel found that the next generar.ion 

had a mixture of pea colours. The ratio of yello\v to green peas ,vas 3:1. His ,vork formed the basis of 

genetic theory. 

If an organism shows a recessive characteristic in its phenotype (like the d,varf pea) it n1ust have 

a hon1ozygous genotype (tt). But if it sho,vs the dominant characteristic (like the tall pea) then it 

may be either hon1ozygous for a don1inant allele (TT) or heterozygous tor the do1ninant allele (Tt). 

In other ,vords, TT and Tt look alike; they have tl1e satne phenotype but different genotypes. 
A hotnozygous-dominant genotype and heterozygous genotype for a particular u·ait ,vill therefore 

produce the same phenotype because, in both cases, there is a dotninant allele that sho\vs 

through in the phenotype. The only,vay that a recessive characteristic can sho,v through is in the 

homozygous condition. 

fe Common mistake 
It is incorrect to say that all dominant alleles give an advantage to an individual and result in the 
most common phenotype. Not all dominant alleles confer an advantage. For example, Huntington's 
disease is caused by a dominant allele and results in progressive mental deterioration and 
involuntary muscle movements (page 638). Six fingers, as another example, is another dominant 
trait that is not the most common phenotype. 

■ Phenotypic plasticity 
Traits can be developed that suit the environment experienced by an organism. This is knov.rn as 

phenotypic plasticity. It is generated by varying patr.erns of gene expression. Phenotypic plasticity 

is not due ro changes in genotype, and the changes in trair.s may be reversible eluting the lifetime or 

an individual. For example, rhe resuhs of exercise and/or dieting affect human morphology and 

physiology during the life1ime of an individual. 
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♦ Phenylketonuria 
(PKU): a recessive genetic 
condition caused by 
mutation in an autosomal 
gene that codes for 
the enzyme needed to 
convert phenylalanine 
to tyrosine. 
♦ Carrier: an individual 
that has one copy of 
a recessive allele that 
causes a genetic disease 
1n individuals that 
are homozygous for 
this allele. 

{e Common 
mistake 
Do not confuse the 
terms 'carrier' and 
'affected'. A carrier 
is a person who has 
one copy of a faulty 
recesstve allele but 
does not show this in 
the phenotype as rt is 
masked by a dominant 
allele. In the case of 
phenylketonuria, a 
carrier does not have 
the disease An affected 

' person 1s someone 
who has two copies 
of the recessive faulty 
allele and so has the 
symptoms of the 
disease. 

D3.2 Inheritance 

Phenylketonuria as an example of a human 
disease due to a recessive allele 
Phenylketonuria (PKU) is a rare inherited disorder caused by a mutation in a gene (PAH) on 
chron1osome 12 that codes for phenylalanine hydroxy lase, an enzyme needed to convert the 
an1ino acid phenylalanine to a different amino acid, tyrosine. As phenylalanine hydroxylase is not 
synthesized, phenylalanine builds up in the body. 

Untreated infants ,1/i.th PKU tend to bave unusually light eye, skin and hair colour due to the high 
phenylalanine levels interfering \vith the production of n1elanin, a substance that causes pigmenLation 
in the skin, eyes and hair. High blood phenylalanine levels can cause disruptions in neurotransn1itters 
such as serotonin and dopamine in the brain, ,vhich are important for mood, learning, men1ory and 
motivation. According to the National Organization of Rare Disorders (NORD), neurological sympton1S 
include seizures, abnorn1al n1uscle rnovements, tight n1uscles, involuntary move1nents or tre111ors. 

\~Tithout rreatn1ent, n1ost people \'lith PKU develop severe brain damage. To prevent this, treaunent 
consists or a carefully controlled, phenylalanine-restricted diet beginning during the [irst di:lys or 
weeks of life. 

Phenylkeconuria is caused by a mutation on an allele chat is recessive. This 1neans that two copies of the 
faulty gene are needed to develop the disease. lf a person inhe1i ts a copy of the faulty gene fron1 one 
parent but a v1orki.ng gene from the ocher, they will not develop the disease. Such people are said to be 
carriers because they carry che faulty allele but do not sho\v it in their phenotype. 

The inheritance of genetic diseases can be sho,V11 using the diagran1 in f igure D3.2. 7. 

p 

F1 

F2 

Individuals with phenylketonurla have two copies of the mutated gene (one from each parent). 
Carriers have one healthy, working gene and one mutated, faulty gene and so may pass on a 

111utated gene to an offsprlng. 
carrier male healthy female healthy male carrler female 

/ ' / ' 
" ✓ 

/ ' ' 
" / 

' 
" individual with 

phenylketonuria 

■ Figure D3.2.7 The inheritance of phenylketonuria 

' 

" / 

Figure D3.2.7 sho,vs a pedigree chart. These are diagrams used to deduce patterns of inheritance of 
genetic disorders. We ,vi.11 return co this on page 741, later in this chapter. 

Mutation can lead to a change in the genet ic code of a gene, which affects the 

expression of the gene in t he phenotype, which can result in a genetic disease. 



I '"' 
Single-nucleotide 
polymorphisms 
(SNPs) have also been 
discussed in Chapter 
A3.1, page 115, 
and Chapter D1 .3, 
page 638. 

• 

Single-nucleotide polymorphisms and 
multiple alleles in gene pools 
A single-nucleotide polyinorphis1n (SNP) represents a difference i11 a single nucleotide. For 
example, an SNP may replace the nucleotide guanine (C) v,ith the nucleotide adenine (A). This can 
create an alternative version of a gene (an allele). Many different versions of a gene can exist in a gene 
pool. depending on ho\v many SNPs have occu1Ted over tin1e and whether these have affected the 
gene in question. Because only one copy of an allele can exist on each chron1osome, an individual 
can only inherit two alleles (one fron1 each parent) rather than the full number available in the gene 
pool. An exa1nple of a gene with multiple alleles, determining blood type, is discussed belo\v. 

ABO blood groups as an example 
of multiple alleles 
The genes introduced so far exist in two forms (two alleles); for example, the height gene of the 
garden pea exists as tall and chvarf alleles. This means that in genetic diagrams \Ve can represent 
alleles with a single letter (here, 1· or t) according to \vhether they are dominant or recessive. 

For sin1plicity v,e began by consicle1ing inhe1i tance of a gene tor ,vhich there are just c,vo alleles. 
However, ,ve no,v kno,v that not all genes are ii.ke tbis. In [act. most genes bave more chan ITVO 

alleles, and these are cases of genes ,vith multiple alleles. 

With ,nultiple alleles, ,ve choose a single capital letter to represent the locus at vvhich the alleles n1ay 
occur, and the individual alleles are then represented by an additional single letter (usually capital) i□ 
a superscript position - as ,vith codon1inant alleles. A11 excellent exan1ple of 1nultiple alleles is found 

in the genetic control of the A BO blood group systen1 in hun1ans. Hun1an blood belongs to one of 
four groups: A, B, AB or 0. ·rable D3.2.2 lists the possible phenotypes and the genotypes that may 

be responsible for each blood group. 

■ Table D3.2.2 The ABO blood groups- phenotypes and genot ypes 

Phenotype Genotypes 

A 1•1" or 1•i 

B 161" or l~i 

AB 1•1s 

0 
.. 
II 

/;; T,.. ,.,. i I 

You should use the following to denote the different blood alleles: 1A, 18 and i (the latter denotes the 
allele for blood type 0). 

(e Common mistake 
Do not confuse the terms 'blood group' and blood 'allele'. A person's blood group (A, B, AB or 0) is 
determined by which combination of three alternative alleles they have (I", 18 or i) . 
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link 
Blood groups have 
also been discussed 
in Chapter 81 .1, 
page 195. 

A person with blood 
type A may have a 
genotype of IAIA or 
IA,_ Similarly, someone 
with blood type B may 
have genotype 1818 or 
I 8i. These alternative 
genotypes must be 
considered when 
working out the 
outcomes of genetic 
crosses involving the 
ABO blood system. 

D3.2 Inheritance 

parental (P) 
i 1s recessive 

.. 
11s recessive 

phenotypes: blood croup A LO IA 

l:i ~ genotypes: 
(meiosis) 

I \ 
gan1etes: 112 0 l/20 

¼ JBj 

The fr actions represent 
the probabilities that 
particular gametes and 
zygotes (genotypes) 
will occur. 

offspring 

genotypes: 1A 1e IA i 

genotypes ratio: 1 1 

phenotypes: blood blood 
group AB group A 

phenotypes ratio: 25% 25% 

blood group B to 18 

18 i ~ 
(meiosis) 

I \ 
l/20 1/2 0 

1A and 18 are codominant 
~--- - they both affect the 

l /4 IA j 

¼i i 

1B i 

1 

blood 
group B 

25% 

phenotype when present 
together in the heterozygote 

i i gives blood 
group 0 

. . 
II 

1 

blood 
group o 

25% 

■ Figure D3.2.8 Inheritance of blood groupings A, B, AB and 0 

So, the ABO blood group system is determined by cornbinations of alten,arive alleles. ln each 
individual, only two of r.he three alleles exist, but they are inherited as i[ they \Vere alternative 
alleles of a pair. However, J·\ and 18 are codominant alleles, and both JA and 18 are dominant to the 
recessive i. Figure D3.2.8 shows the way in which the alternative blood groups may be inherited. 

- --------- - --- - ---- --- - --- - -- - - --- ----- ------

Inquiry 1: Exploring and designing 

Exploring 

Access the fo llowing website: https://javalab.org/en/abo_blood_type_en 

Select two different blood groups by clicking on the relevant symbols for t he male and 
female. Formulate a hypothesis and predict the outcome of the cross. Draw t he cross 
on paper and explain your prediction using your scientific understanding. Now slide t he 
red button along the slider to reveal the outcome. Did you predict correctly? Repeat t he 
procedure for other blood types. 



♦ Codominance: both 
alleles are expressed in a 
phenotype. 
♦ Incomplete 
dominance: where a 
dominant allele does 
not completely mask the 
effects of a recessive 
_allele, resulting rn 
heterozygotes having an 
Intermediate phenotype. 

• 

(e Common mistake 
Although the blood type O does not show through in the phenotype, for example if the genotype is 
IAi the person has blood type A, it is incorrect to say that i is a recessive allele. It appears to have no 
phenotypic effect because this allele does not code for carbohydrates in the cell membrane, and so 
the red blood cells do not have a surface antigen. 

Incomplete dominance and codominance 
In certain types of monohybrid cross, tbe3:l ratio is not obtained. Iv10 of these situauons are 

illustrated next. 

■ Codominance 
ln codominance, hererozygotes have a dual phenotype. For example, the AH blood type lA[B is an 
example or codominance (see page 735), because both allele L" and allele l 8 sho,v through equally in 
the phenotype. 

■ Incomplete dominance 
In the case of some genes, both alleles may be e>,.'Pressed simultaneously, rather than one being 

dominant and the other recessive. ln rhese cases, rhe dominant allele does not completely mask 

the effects of a recessive allele, resulting in hererozygotes having an intennecliate phenotype. Ibis is 

known as incomplete dominance. 

lvfirabilis Jalapa (the marvel of Peru, or four o'clock flo,ver) is a con1n1only grown decorative 

plant. 1\1irabi/is jalapa has two types of pure-breeding plants: red flowered and white flo,~1ered. 

When red-flo,vered plants are crossed ,vith white-flowered planes, the fl plants have pink flo,vers 

(figure D3.2.9). When pink-flo,vered Mirabili.s jalapa plants are crossed , the f2 of£spring are found to 

be red, pink and ,vhite in the ratio 1:2:1, respectively. 

Pink colouration of the petals occurs because both alleles are expressed in the heterozygote - both a 

red and a white pigment system are present. Red and v,hite shovv incornplete do1uinance. In generic 
diagrams, alleles that show incomplete dorninance are represented by a capital letter for the gene, 
and different superscript capital letters [or the t\VO alleles, in recognition or the fact that the dom inant 
allele does not completely 111ask the effects of a recessive allele, resulting in a new phenotype. 
(Figure D3 2.9). 

(e Common mistake 
Do not confuse codominance with 1ncomplete dominance. In codom1nance, both alleles show through 
in the phenotype equally, because no allele can block or mask the expression of the other allele. 
Incomplete dominance is a condition where a dominant allele does not completely mask the effects of 
a recessive allele, result1ng in a new phenotype. 

p; T •i I 

Unlike monohybrid crosses with a dominant-recessive relationship for alleles, which produce a 
3:1 ratio if both parents are heterozygous, a genetic cross where there is incomplete dominance 
produces a 1 :2:1 ratio (i.e. there 1s an extra phenotype for the combined alleles) . 
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In incomplete 
dominance, a 
combination of two 
different alleles for 
the same trait leads 
to a third, different 
phenotype. The 
outcome of a 
genetic cross of 
two heterozygous 
individuals therefore 
does not result in 
a 3:1 phenotypic 
rat io of dominant 
to recessive 
phenotype, but a 
changed ratio of 
1:2:1, with 50% of 
offspring showing 
the intermediate 
phenotype. 

Llnl,-

Karyotyping and 
karyograms are 
covered in Chapter 
A3.1, page 111 . 

D3.2 Inheritance 

I 

parental (P) 

phenotypes: 

genotypes: 

gametes: 

offspring (F1) 

genotype: 

phenotype: 

F1 selfed 

gametes: 

offspring (F2) 

genotypes: 

genotypes ratio: 

phenotypes: 

red flowers 

FRFR 
(meiosis) 

au 0 

FRFW 
(meiosis) 

I \ 
112 0 112® 

1 

red 

X 

FRFW 

pink flowers 

2 

pink 

X 

self 

1 

white 

white flowers 

FWFW 
(meiosis) 

au @ 

FRFW 
(meiosis) 

I \ 
112 0 1/2® 

■ Figure D3.2.9 Incomplet e dominance in the ornamental flower, Mirabilis jalapa 

4 a Construct (using pencil and paper) a monohybrid cross between cattle that have a 
gene for coat colour with red and white alleles that shows incomplete dominance. 
Homozygous red and homozygous white parents cross to produce roan offspring 
(red and white hairs together). 

b Predict what offspring you would expect and in what proportions, when a sibling 
cross (equivalent to selfing in plants) occurs between roan offspring. 

Sex determination in humans and 
inheritance of genes on sex chromosomes 
Chromosomes can be arranged in order of size, shov,n as a karyogra111 (Figure A3. l.10, page 112). 

ln the karyogran1, the final pair of chromosomes is not numbered. Rather, they are labelled X and Y. 

These are kno,vn as the sex chron10s0111es; they decide the sex of the individual. All the other 

chromoson1es (pairs nu111bered l to 22) are autoson1es. The X chro1noso1ne is longer than the Y 

chromoson1e, so it can carry far more genes. 



• 

Egg cells produced by 1neiosis all carry an X chron1osome, but 50% of sperm i;arry an X chromosome 
and 50% carry a Y chrornosotTJe. At fertilization , an egg tell may fuse \vith a spen11 carrying an X 
chromoso1TJe, leading to a female offspring. Alternatively, tl,e egg cell may ruse with a sperm carr)ring 
a Y chro1noso1ne, leading to a male offspnng. So, the sex of offspring in humans (and all 1nam1nals) 
is detennined by the male partner. We \VOul<l expect equal nu1TJbers of n1ale and female offspring to 
be produced over tin,e by a breedi11g population (Figure D3.2.10) 

parental (P} 

phenotypes: 

genotypes: 

gametes: 

offspring (F1} 

genotypes: 

phenotypes: 

phenotypes ratio: 

human male(()) 

XY 
{me1os1s} 

✓ 
l/20 

xv 

male (O) 

50% 

"-,. 

l/z0 

xx 

female <9} 
50% 

hL1man female ( ~} 

xx 
(meiosis) 

/ ~ 
1,,0 ''20 

■ Figure D3.2.10 X and Y chromosomes a nd the determination of sex 

Human X and Y chromosomes and the control of sex 
lnit ially, rr1ale and [ernale en1bryos develop identitally in the uterus. /\t the seventh \veek of 
pregnancy, ho\vever, a cascade or develup1TJental evenLs is triggered, lead ing to rhe gro,vrh of male 
gen ita lia i[ a Y chromoso1TJe is present in the embryonic cells. 

On tbe Y chromosome is the prime male-deternlining gene. This gene codes [or a protei11 called 
tes tis-deternlining factor (TDF). TDF functions as a molecular S\vitch; on reaching che embryonic 
gonad tissues. TDF initiates the production of a relatively lo,v level of testosterone. The effect of chis 
hormone at this stage is co inhibit che development o[ fen1ale genitalia, and to causer.he eu1b:ryonic 

genital dssues to form cestes, scrotum and penis. 

ln the absence of a Y chro1noso1ne, the en1bryonic gonad tissue fonns an ovary. Then, partly under 
the influence of horn1one.s fro1n the ovary, the fen1ale reproductive structures develop. lt is therefore 
the sex chro1noson1e in sperm which determines ,vhether a zygote develops certain n1ale-cyi)ical or 
{en1ale-typical physical characteristics. 

(e Common mistake 
The condition for determining a female is the absence of the Y chromosome rather than the 
presence of the X chromosome . 
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♦ Sex linkage: a 
specia I case of linkage 
occurring when a gene 
,s located on a sex 
chromosome (usually tt'le 
X chromosome), 

In a female (XX), a 
single recessive gene 
on one X chromosome 
may be masked by a 
dominant allele on the 
other X and would 
not be expressed. A 
human female can 
be homozygous or 
heterozygous with 
respect to sex-11nkea 
characteristics, whereas 
males have only 
one allele, 

D3.2 Inheritance 

Haemophilia as an example of a 
sex-linked genetic disorder 
Genes present on the sex c.:h_ron1osomes are inherited ,vith the sex of the individual. They are said to 

be sex-linked characteristics. Sex linkage is a special case of linkage occurring \vhen a gene is 

located on a sex chromosoine (usually the X chron1oson1e). 

The inheritance o[ chese se,x-linkecl genes is different from the inheritance of genes on the autosomal 

chro1nosomes. This is because the X chromosome is much longer than che Y chromosome (since many 

of the genes on the X chromosome are absent from the Y chromosome). In a male (XY), most alleles on 

rhe X chromosome lack a corresponding allele on the Y and ,vill be apparent in the phenotype even 

i[ they are recessive. The area of the X chromosome that does not have a corresponding sequence of 

genes on rhe Y chro1nosome is called the non-homologous region (Figure D3.2. ll). 

X chromosome 

homologous regions 
do not carry sex
determining genes 

non-homologous regions 
carry sex-determi n 1119 
genes and other genes 

■ Figure D3.2.11 Comparing an X and Y chromosome 

Y chromosome 

In a female (XX), a single recessive gene on one X chromosome ,nay be masked by a dominant allele 

on the other X and would not be expressed. A human [en1ale can be ho1nozygous or heterozygous 

\.Vith respect to sex-linked characteristics, v.rhereas males have only one allele. 

A heterozygous individual ,vith a recessive allele of a gene that does not have an effect on their 

phenotype is kno,vn as a carrier; they carry the allele but it is not expressed. So, [em ale caniers are 

heterozygous for sex-linked recessive characteristics. Of course. the unpaired alleles of the Y 

chromosome are all expressed in t11e male. Hov,rever, the alleles on the (short) Y chromosome are 

mostly concerned with male structures and male functions. Exan1ples of recessive conditions 

controlled by genes on the X ch_ron1osome are red-green colour blindness and haen1ophilia. 

1r a breal< occurs in the circulatory system o[ a n1an1n1al, there is a risk of uncontrolled bleeding. 

Usually, th is risk is averted by the blood-clotting mechanism (Chapter C3.2, page 520). Hae1Tiophilia 

is a rare, genetically deteriTi ined condition in ,vhich the blood does not clot nonnally, The resulL is 

rrequent and ex<.:essive bleeding. 

There are r,vo forms of haemophilia, kno,vn as haemophilia A and haemophilia B. They are due to 

a failure to produce adequate amounts of particular blood proteins that are essential to the complex 

blood-clotting mechanism. Today, haemophilia is effectively treated by the adminisr:racion of the 

clotting factor that the patient lack5. 

739 



5 Haemophilia results 
from a sex-linked 
gene. The disease 
is most common 
in males, but 
the haemophflia 
allele is on the 
X chromosome. 
Explain this 
apparent anomaly. 

fn T'rn. "' 

In examples of sex linkage, you should show alleles earned on X chromosomes as superscript letters 
on an uppercase X. 

Haemophilia is a sex-linked condilion because the genes concrolling production of these blood 
proteins are located on the X chromosome. Haemophilia is caused by a recessive allele. As a result, 
haen1ophilia is largely a disease of lhe male - since a single X chron1osome carrying the defective 
allele (XhY) ,vill result in disease. For a female to have the disease, she n1ust be hon1ozygous for 
lhe recessive gene (XhXh), but this condition is usually fatal in the uterus, typically resulting in a 
natural abortion. 

A female \vith only one X chromosome ,virh the recessive allele (XHX11) is a carrier. She has a normal 
blood-clotting rnechanism. vVhen a carrier is partnereJ by a nonnal male, there is a 50°,6 chance of 
the daughters being carriers and a 50°/o chance of the sons having haemophilia (Figure D3.2. l 2). 

parental (P) 

phenotypes: 

genotypes: 

gametes; 

carrier female ( 9) 
xHxh 

(meiosis) 

✓ '--,., 

½0 

X 

offspring (F1) 

genotypes: 

phenotypes: normal earner normal haemophiliac 

females males 

<9> <o) 
■ Figure 03.2.12 The inheritance of haemophil ia 

(e Common mistake 

normal male ( O ) 
XHY 

(meiosis) 

✓ '--,., 

The appropriate sex-linkage allele symbols must be used when showing genetic crosses, wi th upper
case and lower-case letters shown as superscripts to indicate genotype on the X chromosome only. 
Y chromosomes are not associated with sex-linked genes as these are invariably linked to the X 
chromosome, not the Y. 
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Pedigree charts to deduce patterns of 
inheritance of genetic disorders 

Tool 3: Mathematics 

Representing familial genetic relationships using pedigree charts 

Studying human inheritance by experimental crosses 
(with selected parents, sibling crosses, and the 
production of large numbers of progeny) is out of the 
question. Instead, we may investigate the pattern of 

inheritance of a particular characteristic by researching 
a family pedigree, where appropriate records of their 
ancestors exist A human pedigree chart uses a set of 
rules. These are identified in Figure D3.2.13. 

Generation 

II 

David 

II 

Chris Rani 

IV 

Rajesh 

parents 

f---~-0 
Richard Judith 

Key 

D male 

Q female 

birth sequence of 
otfspri ng (siblings) 

offspring of parental marriage/mating 

Jayu Louise 

James Sarah 

Patricia Jessica 

! 

Charles Alice 

William Arthur 

union of related individuals 
(cousins) = consanguinity 

Henry 

Diana 

Timothy 

individuals on the same line 
are of the same generation 

_j 
Sophie 

Frederick Gail 

Jonathan Mary 

■ Figure D3.2.13 An example of a human pedigree chart 

D3.2 Inheritance 

6 In the human pedigree chart in Figure D3.2.13 state: 
a 1,vho are the female grandchildren of Richard and Judith 
b who are Rajesh's (i) grandparents and (ii) uncles 
c how many people in the chart have parents unknown to us 
d the names of two offspring who are cousins. 

Analysis of pedigree charts to deduce the pattern of inheritance 
V-le can use a pedigree chart to detect conditions that are due to do1ninant and recessive alleles. 
In che case of a characteristic due to a dominant allele, the characteristic tends to occur in one or 
1nore 1nembers of the family in every generation. On the other hand, a recessive characteristic is seen 
infrequently, often skipping many generations. 

for example, albinism is a rare inherited condition of humans and other mammals in which the 
incljvidual has a block in the biochen1ical pathway by which che pigment melanin is formed. Albinos 
have white hair, very light-coloured skin and pink eyes. Albinism shows a pattern of recessive 
monohybrid inheritance in humans. ln the chart shown of a family \vitl1 albino members, -albinisn1 
occurs infrequently, skipping t,vo generations altogether (Figure D3.2.14). 
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■ Figure D3.2.14 Pedigree 
chart of a family with 
members with albinism 

7 If a homozygous 
normal-handed 
parent (nn) had 
a child with a 
heterozygous 
brachydactylous 
parent (Nn), 

calculate, using 
a Punnett grid, 
the probabili ty of 
an offspring with 
brachydactylous 
hands. Construct 
a genetic 
diagram to show 
your workings. 

■ Figure D3.2.15 
Brachydactyly, and 
pedigree chart 
of a family with 
brachydactylous genes 

• 

People with albinism must be 
homozygous for the recessive 
albino allele (pp). 
People w ith normal skin 
pigmentation may be homozygous 
normal (PP) or carriers (Pp). 

Generation 

II 
earner 

Ill 

1 2 

IV 

Key 

Oo}normal Q <;i' skin colour 

lliO 
1 2 

8} people w ith albinism 

carrier carrier 

3 4 5 6 7 8 

This is a typical family t ree for 1nhentance of a characteristic controlled by a recessive allele. In generation I, 
individual 2 must be pp (with albinism) In ge.neration II, al l offspring must be carriers (Pp) because they 
have received a recessive allele (p) from t heir mother. In generation Il l, individua l 8 must be a carrier and 
her partner X must also be a carrier, since their offspring include a son w ith albinism. 

Brachydactyly is a rare condition of hu1nans in which the fingers a re very short. Brachydaccyly is due 

to a 1nutation in the gene for finger length. Unus ually, the n1utant allele is do1ninant, so the condition 

sho\VS a pattern of dominant 1nonohybrid inheri tance; that is, it tends to occur in every generation in 

a family (Figure D3.2 15). 

X-ray of bones of hand 
of normal length 

Drawing of brachydactylous hand 

Pedigree chart of family with brachydactylous alleles 

Generation 

II 

Ill 

IV 

Key 

□ er} O <:j' normal 
D } brachydactylous 
Q individuals 

In generation I the parents are assumed to be normal male (nn) and brachydactylous 
female (heterozygous Nn), as the ratio of offspring is similar to that of a test cross. 

In each subsequent generation about half the offspring are brachydactylous (i.e. Nn or NN) 
and half are normal (nn). 
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Inbreeding increases 
the chance of 
homozygous recessive 
offspring for autosomal 
genetic disorders. 

Lin~ 
Continuous and 
discontinuous 
variation are 
defined and covered 
in Chapter A3.1, 
page 103. 

♦ Polygenic 
inheritance: inheritance 
of phenotypic characters 
(such as height and eye 
colour in humans) that 
are determined by the 
collective effects of 
several different genes. 

(e Common 
mistake 
Do not confuse 
multiple genes with 
multiple alleles. 
'Multiple alleles' refers 
to several different 
versions of the same 
gene, resulting in 
different phenotypic 
properties. 'Multiple 
genes· refers to several 
different genes that 
relate to polygenic 
inheritance. 

D3.2 Inheritance 

~'1.any societies prohibit 1narr iage between close relatives - as well as for societal or religious reasons, 
there is also a genetic basis [or such laws. ln closely related individuals there is a reduction in 
variation due to 1neiosis because o[ the s1ualler number of near ancestors. The overall gene pool is 
therefore smaller than in the overall sociery. If t\VO siblings have a ch ild, the child has t,,vo rather 
than four grandparents. The probability is therefore increased of the child inheriting t\VO copies of a 
hannful recessive allele rather than only one, \vhich is more likely to have harmful effects. 

tl1ra _ f ~r·ei.nriii. D ••<illrt'\5 'l'.1 f-t-,a"rlc: 

Scientists draw general conclusions by inductive reasoning when they base a theory on observations of 
some but not all cases. A pattern of inheritance may be deduced from parts of a pedigree chart and 
th is theory may then allow genotypes of specific individuals in the pedigree to be deduced. Inductive 
and deductive reasoning are covered in more detail in the Nature of science in Al.2, page 32. 

(eroK 
The explanatory power of genetic inheritance when considering many aspects of human variation 
is very strong. However, since Mendel's initial work and throughout the nineteenth and twentieth 
centuries, inheritance has been used in attempts to explain all sorts of human variation that 
have little to do with genes, or in cases where genes are only a part of a full explanation. 'Social 
Darwinism' was a prominent theory in early twentieth century America used to explain political, 
social and economic views, and suggested that Darwin's theory that genetic mutations and 
environmental 'fitness' meant that people in power (socia l, political or economic) were somehow a 
genetically better fit with those positions. Many people at the margins of society were deemed to 
be unfit and were forced to undergo sterilization in the expectation that a 'better' gene pool would 
alleviate many social issues. 

This highlights the potential damage that can be done when facts and theories within the scope 
of one Area of Knowledge are used to try to solve problems in another. Here the truths of genetic 
inheritance were used uncritically to try to explain and solve problems in the human sciences and 
the result was great human injustice. 

Continuous variation due to polygenic 
inheritance and/or environmental factors 
Variation is a feature of life, and there are two types of va1iation: continuous and discontinuous. 

The clear-cut difference in an inherited characteristic, such as blood type, is an exa111ple or discontinuous 

or discrete variation - there is no intermediate form and no overlap bet~veen the r.vo phenotypes. 

In fact, very le\v characteristics of organisms are controlled by a single gene. Mosdy, characteristics of 

organisms are controlled by a number of genes. Groups of genes v.rhich together determine a 
characteristic result in polygenic inheritance. 

The genes that may result in polygenic inheritance are often (but not necessarily ahvays) located on 

different chro1noson1es. Any one of these genes has a very sn1all effect on the phenotype, but the 
combined effect of all the genes of the polygene is to produce infinite variety among the offspring. 
This variety vve refer to as continuous variation. 

Many features o [ humans are controlled by polygenes, including body ,veight and height 
(see Figure A3.l .2, page 103). 



p, ""' jnl 

You wilJ only need 
to be able to draw 
and interpret dihybrid 
crosses, as shown in 
Flgure D3.2.1 6, at HL 
not SL. The figure 
here is to indicate the 
complexity of patterns 
in the inheritance of 
skin colour. Dihybrid 
crosses are explored 
in the HL section of 
this chapter. 

• 

■ Human skin colour 
The colour o[ hun1an skin is clue to the amount of the pigment called melanin produced in the skin. 

Melanin synthesis is genetically controlled. It seen1s that three, four or more separately inherited 
genes control melanin production. The outcome is an almost continuous distribution of skin colour 

from very pale (no alleles coding for melanin production) to very dark brovm (all alleles for skin 

colour code for melanin production). 

In Figure D3.2.1 6, polygenic inheritance ofhu1nan skin colour involving only t\VO independent 

genes is illustrated. This is because deali ng \vith all fou r genes is un\vieldy and the principle can be 

de1nonstrated sufficiently clearly usi ngjusc t\VO genes. 

It should be noted, too, that both human height and skin colour are characteristics that may be 

influenced by environmental factors. 

Parents' genotypes aabb AABB 

range of 
genotypes: 

F1 generation 

F2 generat ion 

aabb Aabb 
aaBb 

AaBb 

AAbb 
AaBb 
aaBB 

■ Figure D3.2.16 Human skin colour as a charact eristic controlled by two 
independent genes - an illustration of polygenic inheritance 

AaBB 
AABb 

AABB 

There are many other examples of polygenic inheritance. In all cases, the number of genes 

controlling a characteristic does nor have to be large before che variation in a phenotype becomes 

more or less continuous. The outcome is rhac characteristics controlled by polygenes shov,1 

con1inuous vatiation. Nevertheless, rhe individual genes concen,ecl are inherited in accordance with 

the principles established above. Hovvever, there are so 1nany intermediate combinar.ions of alleles 

that the discrete ratios ,1re not observed. 

■ Distinguishing between continuous and discrete variables 
You need to understand the distinction bet\veen continuous variables such as skin colour and 

discrece variables such as ABO blood group (see Chapter A3.l , page 103). You also need to be able to 

apply measures of central tendency such as mean, median and mode. 'vVe ,vill look at this now . 

Theme D: Cont inuit y and change - Organisms 



p; Tnn tint 

You can use the range 
for data that are not 
normally distributed. 

Data obtained from biological experiments 1nay sho\v a 'nonnal distribution': this means that \vhen 
the frequency of particular classes of 1neasure1nent is plotted against the classes of 1neasurement, a 
syn1metrical bell-shaped curve is obtained (rigure D3.217). Explanations of mode, 1nedian and 
tnean are fou nd belo\v. 

Normal distribution 
curve 

Most biological data 
show variability, bu l 
With values grouped 
symmetrically around 
a central value. 

Here the mode. 
median 
and mean coincide. 

Mode 
Median 
Mean 

Skewed distribution 

Values reduce in 
frequency more rapidly 
on one side of the most 
frequently obtained 
value than on the other. 

Here the difference 
between the mean and 
mode is a measurement 
of 'skewness' of the 
data. 

Mode 

Medfan 

■ Figure D3.2.17 Frequency distributions of normal and skewed (non-normal) data 

Tool 3: Mathematics 

Calculating measures of central tendency: 
mean, median and mode 

The normal distribution shows symmetrical distribution 
of data around the central tendency (a central value 
for a probability distribution). There are three different 
ways of calculating the central tendency: 

• the mode: the most frequent value in a set 
of values 

• the median: the middle value in a set of values 
arranged in ascending order If there is an even 
number of items in a data set then the median is 
found by taking the average (mean) of the two 
middle numbers. 

• the average or arithmetic mean: calculated by 
dividing the sum of the individual values by the 

number of values obtained. The formula for the 
arithmetic mean is: 

_ Ix 
x= -

11 

where x arithmetic mean 

Ix = the sum of all the measurements 

n = the total number of measurements. 

s;mple mean and range 

The purpose of averaging data (provided it follows a 
normal distribution) is to reduce the effect of random 
errors. 

For example, the mean, median and mode can be 
calculated for the data concerning the frequency of 
blood group A shown in Table D3.2.3. 

■ Table D3.2.3 The top 12 countries of the world whose populations have the highest concentration of blood type A 

Country Brazil Spain Norway Australia Netherlands 

Population (%} 8.0 8.0 7.2 7.0 7.0 

Country UK France Denmark Sweden Austria 

Population (%} 7.0 7.0 7.0 7.0 7.0 

Mean= (8 + 8 + 7.2 + 7 + 7 + 7 + 7 + 7 + 7 + 7 + 7 + 6.6) / 12 = 6.98 

Mode = 7.00 

Median = 7.00 

D3.2 Inheritance 

Belgium 

7.0 

Portugal 

6.6 
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The mode is not 
typically used as a 
measure of central 
tendency in biology, 
but it can be useful in 
describing a bimodal 
distribution, which has 
two peaks or modes. 
This type of distribution 
can be caused by 
disruptive selection. 

p:. Tn t,i f 

Box-and-whisker plots 
can either be showh 
vertically or horizontally 
(Figure D3.2.18). 

• 

Box-and-whisker plots to represent 
data for a continuous variable 
A box-and-whisker plot is used to sho,v differences in the n1ean and range (that is, the difference 
between the n1a.-xin1un1 value and the minin1un1 value) of a series of data. 

For data cables \-Vith data chat are not normally distributed, the appropriate descriptive statistics are 
medians and quartiles, and the appropriate graph is a box-and-whisker plot (Figure D3 2.18). 

Quartiles divide a distribution, ordered fron1 lo,v to high values, into four equal parts. Quartiles are 
detern1ined by splitting the daca in half around cheir median value. The median of che 'lovver half' of 

the data ,vill give you your first quartile. The median of the 'upper half' of the splic data ,vill give you 
your third quartile. Approximately, the middle 50% of che data fall inside the box. 

The ticks at the top and bottom of the vertical lines sho,v tJ1e highest and lowest values in the set of 
data. The rop of the box sho,vs rhe upper quartile, the botton1 of the box sho,vs the lo,ver quartile, 

and the horizontal line ,vithin the box represents the median. The central rectangle spans the 
interquartile range (IQR), i.e. the first quartile to che third quartile. The lQR sho,vs rJ1e spread of data 
in the middle half of the distribution. A data point is categorized as an outlier if it is 1nore than 
1.5 X IQR above the third quartile or belo,v the first quartile. 

Tool 3: M athematics 

Constructing box-and-whisker plots 

Consider the following set of data: 

1, 1, 2, 2, 4, 6, 6, 7, 8, 8, 9, 10, 10, 12 

The first quartile is 2 (the median of the first 
half of the data), the median is 6.5 (because 
there are 14 data points, the median is 

calculated by taking the mean of the middle 
two values f.e. (6 + 7) .;- 2 = 6.5), and the 
third quartile is 9 (the median value of the 
upper half of data). The smallest value is 1, 
and the largest value is 12. The following 
Image shows the constructed box plot. 

first (lower) third (upper) 
quart ile quartile 

/QR I , ___ _ 
minimum 

I 
maximum 

I 
• 
' ' 

• • • • • • • ' ' ' ' • . . . . . • . . • . . . 
1 2 3 4 5 6 7 8 9 10 1 1 12 

median 

■ Figure D3.2.18 Horizontal box-and-whisker plot 

Inquiry 2: Collecting and processing data 

Collect data for the height of each member of your class. You need to decide how best 
to record accurate data. 

Process the data by calculating the median and IQR range for your data. Plot the results 
using a box-and-whisker graph. Identify and just ify the removal or inclusion of outliers 
in data. 

Identify, describe and explain the patterns shown 1n your data . 
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■ Constructing histograms to plot data for continuous variables 

Tool 3: Mathematics 

Constructing histograms 

Histograms can be used to show the distribution 
of continuous data. A study of fruit length in a 
commercial crop was undertaken on a sample size of 
350 fruits. Each fruit had a different length, so the 
classes of size were artificially def ined. This type of data 
is best plotted as a histogram. 

Length /mm Frequency of fruits 

40-9 0 

50- 9 2 

60- 9 9 

70- 9 21 

80- 9 29 

90- 9 43 

100- 9 69 

110- 19 66 

120- 9 48 

130- 9 32 

140- 9 19 

150- 9 11 

160- 9 1 

170- 9 0 

Construct a histogram of these data, using an 
Excel spreadsheet. 

• To do this, the f requency classes are entered 
in column 1 and the numbers at each class in 
column 2. 

• Highlight the two columns, and then in the 'insert' 
menu click 'charf. Choose the column option. 

• Your histogram requires a t itle, and each axis 
needs labelling. 

• The spaces between the bars must be removed 
because the data are continuous. To do this, click 
on one of the 12 bars and hold down until the bars 
are highlighted. Using the 'format' menu select 
'selected data point'. Now use the 'options' tab and 
set the gap width to zero. 

Applying general mathematics 

Data obtained f rom biological experiments like 
this f requently show a 'normal distribution' (i.e a 
symmetrical bell-shaped curve is obtained when the 
frequency of particular classes of measurements are 
plotted against the classes of measurements). 

We can now examine the data you used to plot 
the histogram. 
1 Calculate how clustered (closely spaced) the readings 

are. This can be expressed as: 

• the average or arithmetic mean (the sum of 
the individual values divided by the number 
of values) 

• the mode, the most frequent value in a set 
of values 

• the median, the middle value in a set of values 
arranged in ascending order. 

2 Deduce how widely distributed (spread out) the 
readings are. This can be expressed as the standard 
deviation (SD) of the mean. This is a measure of 
the variation from the mean of a set of values. 
A low SD indicates that the values differ very little 
from the mean 

Segregation and independent assortment 
of unlinked genes in meiosis 

D3.2 Inheritance 

[)~endel crossed pure-breeding pea plants (P generation) from round seeds with yellov.r cotyledons 
(seed leaves) \vith pure-breeding plants from \-vrinkled seeds "'ith green cotyledons. All the progeny 
(F I generation) \vere round, yellow peas. 

\1/hen plants grown from these seeds were allo\vecl to self-fertilize the follov1ing season, the resulting 

seeds (F2 generation) - of ,vhich there ,vere more than 500 to be classilied and counted - were of 

the follo,ving four phenotypes, and they were present in the ratio sho,vn in Table D3.2.4. 
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8 In Figure D3.2.19, 
identify the 
progeny that are 
a heterozygous 

for both traits 

b homozygous 
for both traits. 

• 

■ Table D3.2.4 Mendel 's F2 generation 

Phenotypes round seed with round seed with w rinkled seed w ith 

Rat io 

round 
yellow 
peas 

9 

yellow cotyledons green cotyledons yel low cotyledons 

9 3 3 

plants grown from 

homozygous 
round, yellow 
peas 

round 
green 
peas 

3 

X 

all round, 
yellow peas 

X 

(selfed) 

in the ratio of 

homozygous 
wrinkled, green 
peas 

wrinkled 
yellow 
peas 

3 

wrinkled 
green 
peas 

1 

■ Figure D3.2.19 Mendel's dihybrid cross 

wrinkled seed w ith 
green cotyledons 

1 

Mendel noticed chaL t\VO ne\v cornbinations, not represencecl in rhe parents (i.e. recombinations), 

appeared in I he progeny; both round and wrinkled seeds appear with either green or yellovv 

cotyledons. This result sho\vs rhat two pairs of factors 1vere inherited independently and, therefore. 

,vere on separate chromosomes. Mendel noticed that either one of a pair of contrasting characters 

could be passed to the next generation. This meanr. that a heterozygous plane must produce four 

types of gaine1.es in equal numbers (Figures D3.2.19 and D3.2.20). 

Dihybrid crosses involving pairs of 
unlinked autosomal genes 
Mendel did not express the oucco1ne of the dihybrid cross as a succinct law. However, today we call 
Mendel's second la,v the law of independent assortment. It is stated -as: 

Two or more pairs of alleles segregate independently of each other as a result of 111eiosis, 

provided the genes concerned are not linked by being on the sa1ne chron1osome . 
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parental (P) 

phenotypes: 

genotypes: 

gametes; 

offspring (F1) 

genotypes: 

phenotypes: 

F1 selfed 

homozygous 
round and yellow 

RRYY 

(1neios1s) 

RrYy 

(meiosis) 

~ 
RrYy 

heterozygous 
round and yellow 

homozygous 
wrinkled and green 

rryy 

(meiosis) 

0 

RrYy 

--- pea plants are diploid so they have two 
copies of each allele 

gametes produced by meiosis so 
only have one copy of each allele 

.._ __ Fl progeny are heterozygous for 
both genes 

.--- the alleles for 'round' and 'yellow' 
are dominant; the F1 progeny are 
all round yellow peas 

.--- genes are on separa te 
chromosomes and random 

(meiosis) assortment occurs, 1.e. 
// '-'-..... R 1nay assort w ith Y or y 

gametes: 

/7~ 
0000 

/ 2 ~ '---. r may assort with Y or y 

0 0 0 0 .._ __ so four different types of gametes 
RY Ry rY ry (both d' and 'j>) are formed, in equal 

proportions (independent 
assortment) 

offspring (F2) 

phenotypes: 

phenotypes ratio: 

genotypes: 

1l16RrYy 
round 
yellow 

,,t4i 

1!,6RrYY 
round 
yellow 

1l16Rryy 
round 
green 

round 
yellow 

9 

1 RRYY 
2 RrYY 
2 RRYy 
4RrYy 

,I. ~ 
~,~ >'-9;. 

1/teRRYy 
round 
yellow 

lf,5RrYy 
round 
yellow 

1/i5rrVy 
wnnkled 
yellow 

round 
green 

3 

1l16RRYY 
round 
yellow 

green 

1'16RRYy 
round 
yellow 

1l16rrYy 
wrinklEid 
yellow 

wrinkled 
yellow 

~ 

.:l 

·1 RRyy 1 rrYY 
2 Rryy 2 rrYy 

~~ 
'.J, 

1h6RrYy 
round 
yellow 

wrinkled 
green 

1 

1 rryy 

◄4:l--- random fertilization between all four 
gametes produces 9 : 3 , 3 : 1 ratio of 
offspring given many crosses occur 

■ Figure D3.2.20 Genetic diagram showing the behaviour of alleles in Mendel's dihybrid cross 
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9 Calculate the 
phenotype ratio 
of offspring in 
a dihybrid cross 
when one parent 
is heterozygous 
for both genes 
and the other 
is homozygous 

• recessive. 

(e Common 
mistake 
In a dihybrid cross, the 

gametes from each 

parent should include 

one allele of each 

gene, e.g. ry, rY, Ry 
or RY It is incorrect 

to show one parent 

with the pair of alleles 

of one gene and the 

second parent with 

the alleles of the other 

gene. 

10 Deduce the 
positions of the 
genes for round/ 
wrinkled and 
for yellow/green 
cotyledons within 
the nucleus of 
the pea plant 
Explain the 
significance of their 
location (which 
was unknown to 
Mendel). 

• 

The phenotype ratio of offspring ,vhen both parents are heterozygous for both genes is 
therefore 9:3:3: l. 

Notice the use of a Punneu giid cliagran1 to predict the outcome of a breeding investigation in 

,vhich independent assortment of alleles is occurring (Figure DJ.2 20). By this device, every possible 

combination of maternal and paternal gameces - tbe produce of random fertilizacion - ts made. 

These are shown ,vich as many :ro,vs/columns as there are unique male and unique female gametes. 

Each fraction :represencs the probability that a 11arcicular gamete or zygote 1viU occur. 

The relationship bet,veen Mendel's La,v of independent assortment and meiosis is detailed in 

Table D3.2.5 . 

■ Table D3.2.5 How the Law of independent assortment relates to meiosis 

Mendel's dihybrid cross Feature of meiosis 

Within an organism exist 'breeding factors' that Each chromosorne holds a linear sequence of genes. 
control characteristics like round or wrinkled seeds, A particular gene always occurs on the same 
and yellow or green cotyledons. chromosome in the same position (locus) after each 
These factors rema1n intact from generation to nuclear division. 
generation. 

There are two factors for each characteristic in The chro,nosomes of a cell occur in parrs, called 
each cell. homologous pairs. 

One factor comes from each pa rent. (A recessive One of each pair came originally from each parent. 
factor 1s not expressed in the presence of a 
dominant factor.} 

Factors separate rn reproduction; either can be passed At the end of meiosis, each cell (gamete) contains a 
to an offspring. Only one of the factors can be in any single member of each of the homologous pairs of 
gamete. chromosomes present in the parent cell. 

The factors for seed shape and seed colour segregate The genes for seed shape and seed colour are on 
independently of each other as a result of meiosis. separate chromosomes. 

The 9:3:3:1 ratio shows that all four types of gamete The arrangement of bivalents at the equatorial plate 
are equally common. The inheri tance of the two of the spindle 1s random; maternal and paternal 
characteristics is separate. homologous chromosomes are independent ly 

assorted. In a large number of matings, all possible 
combinations of chromosomes will occur in 
equal numbers. 

.,,.. ,.,rp t: s,.• g .. e Tl ertr· il;!S 

9:3:3:1 and 1:1:1:1 ratios for dihybrid crosses are based on w hat has been cal led Mendel's second 
law. This law only applies if genes are on different chromosomes or are far apart enough on 
one chromosome for recombination rates to reach 50°/4. If genes are located closer together, 
these ratios may not be shown. This shows that there are exceptions to biological 'laws' under 
certain condi tions. 

A scientific law predicts the results of certain inilial conditions, whereas a theory provides an 
explanation for these results, Predictions can be generated by theories, and 1f these are tested 
thoroughly by repetition and remain uncontested, they can become a law, such as demonstrated by 
Mendel's laws of inheritance . 
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Loci of human genes and their 
polypeptide products 
You should explore genes and their polypeptide products in databases. You should find pairs o( 
genes ,,rith loci on different chron1osomes and also in close proximity on the same chromoson,e. 

Genes are located on chromosomes. Each gene occupies a specific position on a chromosome; 
rherefore each eukaryotic chromosome is a linear series of genes. Furthermore, the gene for a 
particular characteristic is always found at rhe same posi.tion or locus (plural, loci) on a particular 
chromosome (see Chapter r'\l.2, page 21). 

Online databases can be used to locate the locus of specific genes in the hun,an genome. The 

databases also provide information about the function of rhe gene (e.g. irs polypeptide product). 

Access the following site: www.ncbi.nlm.nih.gov/gene 

To identify a specific gene locus: 

2 Access 'Ideogram view' on the left-hand side - this may 
appear automatically. 

1 Type in the name of the gene of interest, such as 
testis-determining factor (TDF), which switches foetal 
development to 'male ', or chloride channel protein (CFTR)
a mutant allele that causes cystic fibrosis. 

2 Choose the species of interest (Homo sapiens) from the 
drop-down menu. 

3 Click on the link for the gene. 
4 Scroll to the 'Genomic context' section on the right-hand 

side of the screen to determine the specific position of the 
gene locus. 

To identify the polypeptide products of the gene, carry 
out steps 1-3 above: the polypeptide product should be 
identified within the 'Summary' section. 

To search for genes on the same chromosome, access this 
site: www.ncbi.nlm.nih.gov/genome/gdv/?org=homo-sapiens 
1 In the box 'Search in genome' type in the gene of interest. 

3 The highlighted chromosome shows you the location of the 
gene. Click on the image of the chromosome. 

4 At the top of the screen, the chromosome 1s shown 
horizontally, with the gene highlighted with a horizontal 
purple line across the chromosome showing its location, 
or alternatively as small green arrows it the polypeptide 
product is the result of genes at more than one locus. 

5 Click to the left ot the gene and drag the cursor to the right 
to zoom in on this region of the chromosome. The top line 
of horizontal green lines shows the genes on this part of 
the chromosome. Click on a gene to identify its function. 

Find pairs of genes in close proximity on the same 
chromosome and others with loci on different chromosomes. 
The relevance of whether genes are located on the same 
chromosome (i.e. linked) or on separate chromosomes has 
implications for how characteristics are inherited, which will 
be discussed in the next section. 

Autosomal gene linkage 

♦ Recombinant: a 
chromosome in which the 
genetic information has 
been rearranged. 

D3.2 Inheritance 

After the rediscovery o[ Mendel's v.rork in the early 1900s, geneticists investigated other dihyb1id 
crosses to confinn his resuks. For exan1ple, \Villian1 Bateson and Reginald Punnett (who had 
devtsed the 'Punnett grid') crossed pure-breeding s,veet pea plan rs with purple flowers and long 
pollen grains ,vith plants having red Oo,vers and round pollen grains. All tl,e Fl plants ,vere purple

flowered with long pollen grains. This shows that the allele for purple flo,ver 1s don1inant over the 
allele for red flower, and tl1e allele for long pollen is do1ninant over that for round pollen. 

\lv'hen the FI ,.vere self-crossed, ho,vever, most of the offspring rese111bled Lhe parental pher,otypes, 
but \Vith a small number or recombinants. 1·he actual results obtained are sho,vn in Figure D3.2.2 l , 
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parents homozygous purple 
flowers, long pollen X 

homozygous red 
flowers, round pollen 

genotypes: F E 

F E 

gametes: 

offspring (F1) 

offspring (F2): 

Outcome 

heterozygous 
purple flowers, 
long pollen 

F E 

f e 

x self 

f e 

f e 

flowers of sweet pea (Lathyrus odoratus) 

Phenotypes 

Purple flower long pollen Purple flower round pollen Red flower long pollen Red flower round pol I en 

expected 240 80 80 27 

ratio 9 3 3 1 

actual 296 19 27 85 

■ Figure D3.2.21 An example of linked genes in t he sweet pea plant 

F E 

f e 

Linked genes 
change the 
expected genotype 
and phenotype of 
the F2 generation 
in a dihybrid cross. 

• 

(0 Top tip! 
In crosses involving linkage, the symbols used to denote alleles should be shown alongside vertical 
lines representing homologous chromosomes. 

The Mendelian ratio of 9:3:3:1 ,vas not obtained. Since most of the F2 offspring resembled the 

parental phenotypes (v,ich a small number of recombinancs), it seemed reasonable to conclude char 

the genes for flower colour and pollen shape ,vere present on the same chromosome. If so, these 

genes were linked - they did not segregate in meiosis but were inherited together. 

Notice that in crosses involving linkage, the alleles are typically sho,vn as vertical pairs, as sho,vn on 

the left, rather than as FfEe, for example. 

(e Common mistake 
Do not confuse 'gene linkage' with 'sex linkage'. Linkage refers to genes present together on the 
same chromosomes, whereas sex linkage refers to genes specifically associated with one of the sex 
chromosomes (usually the X chromosome) and not present on the other. 

ATL D3.2C 

The closer together the genes are on the same chromosome, the more frequently they wil l be 
inherited together. 

Read further about gene linkage and how it can be studied using this site: 
https://leatn.genetics.utah.edu/content/pigeons/geneticlinkage 

Produce a poster that shows how linked genes are inherited and how this differs from 
unlinked genes . 
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Recombinants in crosses involving 
two linked or unlinked genes 
\Vhat caused the recon1binants in tl1e s\veet pea experi1nent? lf the genes concerned \Vere on the 
sa1ne chron1oson1e, ,vhen the Fl plants ,vere crossed the appearance of the f2 offspring depended 
on \vhether a chiasn1a formed bet\veen these alleles, or dsevvhere along the chron10s01ne, du1iJ1g 
n1eiosis in gan1ete for1nation. Looli at Figure D3.2.22 now. liere, the consequence of a chance chiasn1a 

- and its location - is n1ade clear. 

(Note that 'E' and 'e' have been chosen to represent the alleles for ' long' and 'short', rather than 
'L' and 'I' because lower- and upper-case 'L's are easily mistaken. 'E' stands for elongated.) 

F F f f F F f f 
Here the chiasma Here the chiasma 
occurs between occurs elsewhere. 
the linked alleles. E E e e 

E e E e 

After meiosis is completed 

/ ::;:"' th, gam,t,s ~ 

@©@© @@©© 
the progeny produced frorn these gametes 

i 
parental ty~es } (shown opposite) 
and recombinant type 
and 
new recombinant types due to crossing over· 

F e F e 
(purple flowers, round pol len) 

F e f e 

and 

f E f E 
(red flowers, elongated pollen) 

f E f e 

■ Figure D3.2.22 Chiasmata and the origin of recombinants 

the progeny produced from these gametes 

i 
parental types 

F E 

F E 

f e 

f e 

(purple flowers, elongated pollen) 

(red flowers, round pollen} 
Most F2 offspring 
are of this type. 

and recombinant type due to reassortment: 

F E 
(purple flowers, elongated pollen) 

f e 

In this exa1npte, both individuals are heterozygous tor both genes. Recombinants can be identified in 

genotypes of offspring and in phenotypes of offspring. In Figure D3.2.25, page 756, the outcomes of 

a cross benveen an individual heterozygous for both genes and an individual homozygous recessive 

for both genes is demonstrated, and also how the recombinants, genotypes and phenotypes can 

be identified. 
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11 Define the term 

mutant. 

■ Drosophila and the work of Thomas Morgan 
Drosophi/.a melanogaster (the fruit fly) \Vas first selected in 1908 by an A1nerican geneticist, Thomas 

Morgan, as an experimental organis1n for his series of investigations of Mendelian genetics, in this 
case in an animal. The remarkable breakthroughs in understanding that Morgan achieved resulted in 

the award of a Nobel Prize in 1933. His experimental work: 

• sho\ved that non-Mendelian ratios are commonly obtained in breeding experi1nents \vith 

Drosophila - but not ahvays 

• established that Mendel's 'factors' are linear sequences of genes on chron1osomes (this is now 
called the Chromoson1e Theory of Inheritance) 

• discovered se,'\'. chromosomes and sex linkage (page 739) 

• demonstrated crossing over and the exchange of alleles between chromoson1es, resulting from 

the chiasmata that fonn during meiosis. 

Drosophila is an organism that con,monly occurs around rotting vegetable rnaterial, ex isting in a 

fonn called a 'wild type' (a non-n,utant form) and in va1ious naturally occurring n1utant forms 

(Figure D3.2.23). This ani111al rapidly became a useful experimental animal in the study or 

genetics because: 

• Drosophila has only four pairs or chro1nosornes (Figure D3 2.23} 

• Fro1n mating to emergence or adult flies (generation time) takes about 10 days at 25°C. 

• A single female lly produces hundreds of offspring. 

• The rl ies are relatively easily handled, cultured on sterilized artificial 111ediu1n in glass bottles 

(they can be te1nporarily anaesthetized for setting up cultures and sorting progeny). 

wild-type Drosophila 

antennae head 

compound eye 

karyograms of male 
and female 

thorax abdomen 

three pairs of legs 

wings 

0 
3 

X y 

ebony body 
mutant 

I +I'' 
' ' 

vestigial wing 
mutant 

white eye 
mutant 

■ Figure 03.2.23 Wild-type Drosophila and some common mutants 
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(; I ature of science• Patterns and trends 

Non-Mendelian ratios in Drosophila crossed with a fly heterozygous for normal body and straight 
wing. Note that the characteristic 'curled wing' is different 
from the characteristic 'vestigial wing' shown in Figure D3.2.24 
(a cross concerned with contrasting characteristics controlled 
by genes on separate chromosomes). 

Thomas Morgan, by careful observa tion and record keeping, 
made the discovery of linkage 1n Drosophila. Like others, he 
was aware of Mendel's discoveries. The genetic crosses he 
conducted gave results at odds with the expected Mendelian 
ratios. The cross in Figure D3.2.25, page 756, is one example. 
There, a fly homozygous for ebony body and curled wing was 

This experiment, and many others, confirmed the existence of 
linked genes in Drosophila. 

■ Figure D3.2.24 
A dihybrid cross in 
Drosophila - a summary 

12 Construct a 
genetic diagram for 
the dihybrid cross 
shown in Figure 
D3.2.24, using 
the layout given 
in Figure D3.2.20. 
Determine the 
genotype and 
phenotype ratios of 
the F2 generation. 

D3.2 Inheritance 

Recombinants in crosses involving unlinked genes 
First, ,ve will consider a dihybrid cross in Drosophila involving unlinked genes. In chis experiment 
,ve are crossing nor1nal flies (wild type) with flies that are homozygous for vestigial wing and ebony 
body (Figure D3.2.24). These characteris tics are controlled by genes that are located on separate 
autosomal chron1oson1es (chromoson1e.s other than the sex chromosomes, page 725). 

The prediction of genotype and phenotype ratios in a dihybrid cross 
involving unlinked autosomal genes 

After you have exam inecl Figure D3.2.24, respond to question 12 rhac follows. Th is requires you to 
determine the genotype and phenotype of the F2 generation raised in Figure D3.2.24. 

p 

F1 

F2 

Drosophila with 
normal wing and normal body 

(wild type) 

normal wing 
normal body 

normal wing 
ebony body 

9 3 

X 

all normal wing 
normal body 

)( 

(sibling crosses) 

in the ratio of 

Drosophila with 
vestigial wing and ebony body 

(mutanl form) 

vest igial wing 
normal body 

vestigial w ing 
ebony body 

3 1 

■ Recombinants in crosses involving linked genes 
We have seen that for son1e traits, genes for t,vo different characteristics are located on the sa1ne 
ch.romosomes, Le. they are linked. Figure D3.2.25 shows t\VO lLnked genes in Drosophila - body 
colour (ebony or norn1al) and ,ving shape (curled or straight). One of the flies in the cross is 
hornozygous [or both characteristics, and the other heterozygous. The heterozygous ny (GgSs) has 



test cross 

parental (P) 

phenotypes: 

genotypes: 

gametes: 

offspring (F1) 

genotypes: 

phenotypes: 

■ Figure D3.2.25 A 
non-Mendelian ratio 
in a Drosophila cross 

• 

dominant alleles for both rrairs on one hon1ologous chron1osome (GS) and recessive alleles on the 
other (gs). Without crossing over, the only gatneres produced by this fly would either be GS or gs. 
Crossing over allo\vS recon1binants to be formed, i.e. gan1etes that contain Gs or gS: this tneans that 
all possible combination of the alleles (or both trai ts can be produced (figure D3.2.25). 

One of the four pairs of chromosomes in Drosophila 
carries the alleles for the genes for both: 
body colour - normal (GG or Gg) or ebony body (gg) 
wing form - straight (SS or Ss) or curled wing (ss) 

a (male) homozygous recessive fly 
with ebony body and curled wing 

g s 

g s 

g s 

G S 

g s 

normal body 
straight wing 

X 

g s 

g s 

ebony body 
curled wing 

parental types 

Notes: 

+------- linked genes; 
' body colour 

if no chiasma 
between genes 

G s 

G s 

g s 

normal body 
curled wing 

g s 

__-wing form 

a (female) heterozygous fly with 
normal body and straight w ing 

G s 

g s 

If chiasma occurs 
between genes 

G 

g s 

g s 

ebony body 
straight wing 

s g s 

recombinants due 
to crossing over 

1 It 1hese genes were on separate chromosomes we would expect these offspring in the ratio 1 :1 :1: 1, 
but these genes are linked, 

2 If no crossing over occurred we would expect parental types only, in the ratio 1: I; 

The outcome of t his experiment was: 

Offspring Phenotypes Genotypes Numbers obtained 

G s 
parental types normal body ' ' 536 straight wing ' I 

g s 
g s 

ebony body ' ' 481 
curled wing ' I 

g s 

normal body 
G s 

recombinants ' ' 101 
curled wing ' I 

g s 

g s 
ebony body ' ' 152 
s1raight wing ' I 

g s 

3 The majority of offspring were parental types, so we can conclude that few chlasmata occurred between 
the gene loci of these linked genes . 
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13 Deduce what 
recombinants may 
be formed in a 
cross involving the 
linked genes: 

tb TB 

tb tb 

♦ Statistical 
significance: a 
calculated value that 
is used to establish 
the probability that 
an observed trend or 
difference represents a 
true difference that is not 
due to chance alone. 

♦ Alternative 
hypothesis: there is a 
statistically significant 
difference between 
two variables. 

Ll"li: 
The null hypot hesis 
is defined in Chapter 
C4.1, page 572. 

D3.2 Inheritance 

The law of independent assortment was soon found to have exceptions, such as when looking at 
linked genes. What is the difference between a 'law' and a 'theory' in science? Do these terms have 
the same meaning in other Areas of Knowledge? In what ways does confusion about how terms are 
used differently in other Areas of Knowledge lead to challenges in constructing knowledge? 

Use of a chi-squared test on 
data from dihybrid crosses 

■ Statistical test s 
Statistical tests, som.etin1es called inferential statistics, involve calculations that allow differences to 

be compared berween e>..11erimental treatments or samples co see if they are likely co have occurred 
as a result of variation in the data or if they are a treatn1enc effect. If the statistics sho\v a treatment 

effect, then the results are said to be statistically significant. A statistically signi ncant result is one 
,vhere there is a less than 5% probability (which can be denoted asp = 0.05) tbat it has occurred by 

chance alone. 

All statistical techniques involve hypothesis-testing. They test a statement called the null 
hypothesis. Statistical analyses test whether data match the null hypothesis or significantly vary 
from it. The alternative hypothesis is the 'opposite' of the null hypothesis, tbat is, that there is a 

difference or association shown by the data. 

Because of the con1plexity of the data, scienusts can never be 100% certain \vhether their results 

are true or not. Statistical tests allow then, co be 95°k certain that any associations or correlations 

found in the data are real and not clue to chance (that is, there is a 5°h chance that they are due to 
chance). The outcon1e of a statistical test is therefore a probability that the null hypothesis is true. 

A probability (knovvn as the p value) varies from O (impossible) to 1 (certain). Since the p values are 
small, they are given as a percentage (0 to 100°.i:,) to avoid possible confusion ,vith s1nall nun1bers. 

1·he lo\ver the probability, the less lfkely it is that the null hypothesis is true. 

■ Applying the chi-squared test 
\l·./e kno\v the expected ratio of offspring of a dihybrid cross is 9:3:3:l. Actually, the offspring 

produced in many dihybrid-cross experiments do not exaclly agree 1vith the expected ratio. 

This is illustrated by the results of the experiment described in figure DJ.2.24 \\'1th mutant fonns 
of Drosophila, shown in Table D3.2.6. 

■ Table D3.2.6 Observed and expected offspri ng 

Offspring in F2 
generation 

Predicted ratio 

Expected 
numbers of 
offspring 

normal wing, 
normal body = 315 

9 

313 

normal wing, 
ebony body = 108 

3 

104 

vestigial wing, 
normal body= 101 

3 

104 

vestigial wing, 
ebony body = 32 

1 

35 

Clearly, these results are fairly close to (but not precisely to) tbe predicted ratio 9:3:3:1. 

\Vhat, if a1lvthing, went ,.vrong? 

total= 
556 



Well, ,ve can ex pe<.:t precisely this ratio among the progeny only i [ three conditions are mei. 
• Penilizacion is entirely ra:oclo1n . 
• There are equal opportunlties for survival an1ong the olJspring. 
• Very large numbers of offspring are produced. 

In Lhe experiment ,~1ith Drosophila, the exact ratio may not be obtained because, ror exa1nple: 
• More male flies of one cype may have succeeded in ferti.lizing che fema les on cbis occasion.. 
• More females of one type may have died before reaching egg-laying condition. 
• Fewer eggs or one type may have complerecl 1heir developmenr. 

Si111ilarly, in breeding experin1ents ,vith plants, such as the pea plant, exact ratios 1nay not be obtained. 
This could, perhaps, be clue co parasite damage Lo some seeds or plants, Lo the action of bro,vsing 
predators on che anthers or ovru.ies in some flowers, or because son1e pollen cypes fail co be transported 
by pollinating insecrs as successfully as orhers. Such accidenLal events are quite common. 

■ The chi-squared test on data from a dihybrid cross 
Experimental geneticists ofcen ask cbe question: 

Do the observed valµes d[ffer significantly from the expect eel outcorne? 

This question is resolved by a simple srarisr.ical rest, known as rhe chi-squared (y}) test. This is useu 
to estimate the probabili ty that any difference bet,veen the observed results and rhe expecred resulrs 
is due to chance. lfi r is not due to chance, ir may be clue to an entirely different explanation and the 
pheno1nenon needs fu rther investigar.ion. 

The chi-squared (x,2) test 

(0 - £)2 
x1 :I---

E 

,vhere: 

0 = observed result, E = e.."\.'Pecrecl result and I = the sum of the values. 

Chi-squared applied 

'vVe can test whether the observed values obtained fro1n the dihybrid cross berween Dn1sophilu of 
11onnal flies (\vild cype) with flies homozygous for vestigial \ving and ebony body differ significantly 
fron1 the expected 01uco1ne. 

first we calculate x} (Table D3.2.7). 

■ Table D3.2.7 Calculating i 

Category Predicted 

normal wfng, normal body 9 

normal wfng, ebony body 3 

vestlg1al wing, normal body 3 

vestlgial wing, ebony body 1 

Total 

0 

315 

108 

101 

32 

556 

In th is.exan1ple we have calculated x1 to be 0.47, 

(O - E)' 
E 0-E (O - E)' E 

312.75 2.25 5.062 0.016 

704.25 3.75 14.062 0.135 

704.25 -3.25 10.562 0.101 

34.75 -2.75 7.562 0.218 

~(x.1) 0.47 

To see i.f this value of chi-squared represents a significant difference ber,veen the observed and 
expected results. we nov;;, consulc a cable, such as tbat sho,vn in Table D3.2.8, of the distribution of y.;. 
V\Te can find out the probability (p) of obtaining by chance alone a deviation as large as (or larger 

than) the one \Ve have observed 
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Nature 
of science: 
t-1€?§111"01"1"1 11t 

Statistical testing 
often involves using a 
sarnple to represent 
a population. In this 
case the sample is 
the F2 generation. 
In many experiments 
the sample is the 
rep ficated or repeated 
measurements 

D3.2 Inheritance 

Note char the cable takes account of the number of independent comparisons involved in our test. 
In our exan1ple, there ,,vere four categories and, therefore, three co1n parisons ,vere made - ,ve call 
this 'three degrees of freedo1n (df)'. (Another way of putting this is that for any one condition there 
are three alternatives.) 

So, we look along the row 'elf = 3' co see ,vhether 0.47 Lies to the lefc or co the right of the 0.05 level 
of probability (shov.rn in red). 

■ Table D3.2.8 Table of r; distribution 

Degrees of Probability greater than 

freedom 0.99 0.95 0.90 0.50 I 0.10 0.05 0.01 0.001 

df = 1 0 .00016 0 .004 0 .016 0 .455 2.71 3.84 6.63 10.83 

df = 2 0.0201 0 .103 0 .21 1.386 4.60 5.99 9.21 13 .82 

d f = 3 0.1 15 0 .35 0.58 1.39 6 .25 7.81 11.34 16 .27 

Using d1e y; disu·ibution table, ,ve can resolve ,vhether the difference between the result we expected 
and the result ,ve actually observed is due to chance - or ,vhether the difference is, in fact, significant. 

• U the value of i is bigger than the critical value highlighted in reel (a probability of 0.05) then 
we can be at least 95% confident that the difference bet\veen the observed and expected results 

is significant. 
• ll the value of y; is smaller than tl1e critical value hjgblightecl in reel (a probability of 0.05) then ,ve 

can be confident chat the difference between the observed and expected results is due to chance. 

In biological experiments ~ve take a probability of 0.05 ot larger to indicate that the difference 
between the observed (0) and expected (E) results is not significant. We can say it is due to chance. 

Tn this exa1nple, the value (0.47) lies be.t"vee.n a probability of 0. 95 and 0.90. This 1neans Lhat a 
deviation of this size can be expected 90- 95% of the times the experiment is carried out (clue co 
chance) So, there is clearly no significant deviation bet,veen the observed (0) and the expected (E) 

results; the data conform to a Mendelian ratio. 

The chi-squared test is similarly applicable to the results of other test crosses. 

1 n any chi-squared test chat produces a significa nt deviation of observed from expected results Cit 
does not confir111 that the results conform 10 the anticipated values) by giving a value for x2 that is 
bigger than the critical value and a probabili ty that is smaller than 0.05, we must reconsider our 
experin1ental hypothesis. ln this ourco1ne, the statistical test gives no clue as to the true location or 
behaviour of the alleles. Further genetic investigations are required. 

14 In the dihybrid test cross between homozygous dwarf pea plants with terminal f lowers 
(ttaa) and heterozygous tall pea plants with axial flowers (TtAa), the progeny were: 

tall, axial = 55 peas 

tall, terminal = 51 peas 

dwarf, axial = 49 peas 

dwarf, terminal = 53 peas. 

Use the x2 test to determine whether or not the difference between these observed 
results and the expected results is significant. 

What are the principles of ef fective sampling ,n b,olog,cal research? 
What biological process-es involve doubling and halving? 



Homeostasis is 
defined and covered 
in Chapter A2 .2, 
page 73. 

• 

Guiding questions 

• How are constant internal conditions maintained in humans? 

• What are the benefits to organisms of maintaining constant internal conditions? 

This chapter covers the following syllabus content: 
► D3.3.1 Homeostasis as maintenance of the internal envi ronment of an organism 
► D3.3.2 Negative feedback loops in homeostasis 
► D3.3.3 Regulation of blood glucose as an example of the role of hormones 

in homeostasis 
► D3.3.4 Physiologtcal changes that form the basis of type 1 and type 2 diabetes 
► D3.3.5 Thermoregulation as an example of negative feedback control 
► D3.3.6 Thermoregulation mechanisms in humans 
► D3.3.7 Role of the kidney in osmoregulation and excretion (HL only) 
► D3.3.8 Role of the glomerulus, Bowman's capsule and proximal convoluted tubule in 

excretion (HL only) 
► D3.3.9 Role of the loop of Henle (HL only) 
• D3 .3.10 Osmoregulation by water reabsorption in the collecting ducts (HL only) 
► D3.3.11 Changes in blood supply to organs in response to changes in activity (HL only) 

Homeostasis 
Living organisn1s face changing and son1eti.mes hostile environments; some external conditions 
change slowly, others dramatically. For exa1nple, temperature changes quickly on land that is 

exposed to direct sunli.ght, but the temperature of \Vater exposed to sunlight changes very slo,vly 
(Chapter Al J , page 9). HOw do organisrns ,·espond to environrnental cl1anges? 

An animal that can n,aintain a constant internal envi.ronn1ent, enabling it to continue normal 
activities 111ore or less \vhatever the external conditions, is kno,vn as a regulator. For example, 
n1an1mals and birds 1naintain a high and aln1ost constant body temperature over a ve1y wide range 
of external temperatures. Their bodies are at or about the optin1un1 ten1perature for most of the 
enzy111es that d,iive their n1etabolism. Their muscles contract efficiently and the nervous systen1 
coordinates responses precisely, even when external conditions are unfavourable. Regulators have 
greater freedom in choosing where to live. 

Homeostasis is the ability to 111aintain a constant inten,al environment. Homeostasis means 'staying 
the same'. The inLernal environment consists of the blood circulating in the body and the fluid that 
circulates among cells (tissue fluid that forms from blood plasma), delivering nutrients and removing 
v.raste products 1,vhile bathing the cells. Mammals are excellent examples of animals that maintain 
remarkably constant internal conditions. They successfully regulate their body temperature, blood 
pH, blood glucose concentration and blood osmotic concentralion at constant levels or \Vithin 
narro\v limits (Figure D3.3. l). These homeostatic variables are kept \.\<ithin pre-set limits, despite 
fluctuations in the external environment. 
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concentration of 
respiratory gases in 
blood (pC0

1
, p0

2
) 

body 
temperature Negative feedback loops 

in homeostasis glucose level 
of blood 

mammals 

Negative feedback is the type of control in which conditions are 

brought back to a set value as soon as it is detected that they have 
deviated from it (Figure D3.3.2). Negative feedback loops are used in 

ho1neostasis, rather than positive feedback loops, because they involve pressure of examples of 
blood in -+----1 homeostasis 1----. water content 
arteries by negative of blood 

feedback 
a retun1 to the original set point. Positive feedback n1oves conditions 

further a,¥ay from equilib1iun1 (the set point) and so \1/0uld not restore 

the original conditions. Negative feedback returns homeostatic vatiables 

to the set point fron1 values above and below the set point, for exan1ple 

heart rate concentration of te·mperature above and below the opti1num ternperature for the body. 
essential ions 

pH of blood 

■ Figure D3.3.1 Homeostasis in mammals 

(e Common 
mistake 
Homeostasis is 
control of the internal 
environment and 
does not involve a 
person controlling thelr 
external environment. 
Do not confuse 
homeostasis with 
responses to external 
stimuli, such as 
touching a hot object. 

Organisms experience changes in their internal and external environment that cause 
deviat ion away from equilibrium. Negative feedback mechanisms return body systems 
to their original set point. Homeostatic mechanisms allow for continuity in body 
systems. For example, control of body temperature allows enzymes to work at their 
optimum, and water balance maintains osmotic concentrations within safe limits. 

l.n n1amn1als, regulation of body ten1perature, blood sugar level and the amounts of \1/ater and ions in 
blood and tissue fluid (osmoregulation) are regulated by negative feedback. The detectors are 

specialized cells in either the brain or other organs, such as the pancreas. The effectors are organs 

such as the skin, liver and kidneys. information passes between these cells and organs via the nerves 

of the nervous systen1 or via horn1ones (the endoc1ine systen1), or both. The outcome is an incredibly 

precisely regulated internal environ1nent. 

components of a negative feedback control system 

input - __ ,.. receptor ---► coordinator -----,j► effector --..ii► output -
change to measures level level of operation Is set here, and brings about a second ■ condition restored 
the system of the variable information from receptor received and change to system : to set value 

♦ compared wiih set value, and commands (in opposite direction 
11 to effector despatched from here to the input) 

I I 
I I 
I I 

~ feedback loop : 
•••••••••••••••••••••••••••••••••••••••••• 

establishes the change has been corrected, 
and causes the effector to be switched off 

■ Figure D3.3.2 Negative feedback, the mechanism 

li'1" Regulation of blood glucose as an example 
of the role of hormones in homeostasis Negative feedback is 

defined in Chapter 
C4.1, page 557; for 
HL students it is also 
covered in Chapter 
C2.1, page 465. 

Transport of glucose co all cells is a key function of the blood circulation. In humans, the normal 
level of blood glucose is about 90111g of glucose in every lOOcn13 of blood, but it can vary. for 

example, clurLng an extended period ,viLhout food, or after prolonged physical acrivicy, blood glucose 
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♦ Hypoglycaemia: 
condition when blood 
sugar levels are too low. 

♦ Hyperglycaemia: 
condition when blood 
sugar levels are too high. 

♦ Islets of 
Langerhans: groups of 
endocrine cells located in 
the pancreas. 

♦ Alpha (a) cell: 
glucagon-secreting cell of 
the islets of Langerhans ln 
the pancreas. 

♦ Beta (P) cell: insulin
secreting cell of the islets 
of Langerhans in the 
pancreas. 

In biology, if the prefix 
to a word is 'hypo' 
then some factor is 
too low; if the prefix 
is 'hyper' then it 
means a factor is too 
high. For example, 
'hypoglycaemia' means 
that blood sugar 
levels are too low 
and 'hyperglycaemia' 
that blood sugar is 
too high . 

• 

may fall to as \o\v as 70 n1g. After a 1neal rich in carbohydrate has been digested, blood glucose n1ay 
rise to 150 mg. 

Respiration is a continuous process in all living cells. To maintain their n1etabolism, cells need a 
regular supply of glucose, ,vhich can be quickly absorbed across the cell n1en1brane. Glucose is the 
1nain respirato1y substrate for n1any tissues. Most cells (including n1uscle cells) hold reserves in the 
forn1 of glycogen, \Vhich is quickly converted to glucose during prolonged physical activity. Ho,vever, 

glycogen reserves may be used up quickly. ln the brain, glucose is the only substrate the cells can 
use and, here, there is no glycogen store held in reserve. 

The maintenance of a constant level of this n1onosaccharide in the blood plasma is important for 
c,vo reasons: 
• lf our blood glucose falls below 60n1g per lOOc1n3, vve have a condition called hypoglycaemia. 

lf this is not quickly reversed, we 1nay faint. lf the body and brain continue to be deprived of 
adequate glucose levels, convulsions and coma follo,v. 

• An abnonnally high concentration of blood glucose, kno,vn as hyperglycaemia, is also a 
problen1. Since a high concentration of any soluble 1netabolite lo~1ers the ,vater potential of the 
blood plas,na, ,vacer is d1-a\\1n rro1n the cells and tissue Ouid by osmosis, back into the blood. 
As the volume of blood increases, water is e.xcreted by the kidney to maintain the correct 
concentration of blood. As a result, the body tends to beco1ne dehydrated and the circulatory 
system is deprived of fluid. Ultimately, blood pressure cannot be maintained. 

For these reasons, it is critically itnponant that blood glucose is held ,.vithin set li1nits. 

Mechanism for regulation of blood glucose 
After the digestion of carbohydrates in the guc, glucose is absorbed across the epithelial cells of the 
villi in the small intestine and into the hepatic portal vein. -rhe blood carrying the glucose reaches 
the liver first. If the glucose level is too high, glucose is \vithdrawn fro1n the blood and stored as 
glycogen. Despite this action, blood circulating in the body im1nediately after a meal does have a 
raised level of glucose. At the pancreas, the presence of an excess ofblood glucose is detected in 
patches of cells kno"vn as the islets of Langerhans (Figure D3.3.3). These islets are hormone
secreting glands (endocrine glands); they have a 1ich capillary net"vork, but no ducts that "vould 
carry secretions av.ray. Instead, their honnones are transported all over the body by the blood. 
The islets of Langerhans contain c,vo types of cell: alpha (a.) cells and beta (~) cells. 

TS of pancreatic gland showing an islet of Langerhans drawing of part of pancreatic gland 

duct carries pancreatic 
juice to duoden 

a cells 

fl cells 

■ Figure D3.3.3 Islet of Langerhans in t he pancreas 

,-,---- cells of pancreatic 
gland surrounding islet 
of Langerhans secrete 

pancreatic juice ,,,__ 

islet of 
Langerhans 

blood capillary 
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1 Predict what 
type of organelle 
you would 
expect to see 
most frequently 
when a liver 
cell is examined 
by electron 

. 
microscopy. 

♦ Glucagon: hormone 
made in the pancreas that 
promotes the breakdown 
of glycogen to glucose r n 
the liver and muscle cells. 

A raised blood glucose level stimulates the~ cells, and they secrete the horn1one insulin into the 
capillary network. lnsulin causes the uptake of glucose into cells all over the body, but especially by 
the liver and the skeletal 1nuscle fibres. It also increases the rate at which glucose is used in 
respiration, in preference to alternarive substrates (such as fat). Another effect of insulin is to trigger 
conversion of glucose to glycogen in cells (glycogenesis). and of glucose to fatty acids and fats, and 

finally the deposition of fat around the body. 

As the blood glucose level reverts co normal, this is detected in the islets of Langerhans, and the 
~ cells stop insulin secreLion. l\'1ean\,vhile, Lhe hormone is excreted by Lhe kidney Lubules and the 
blood insulin level falls . 

When the blood glucose level falls below norn1al, rhe a cells of the pancreas secrete a horrnone 

called glucagon. This hormone activates the enzymes in cells that convert glycogen to glucose 
(glycogenolysis) and a1nino acids to glucose (gluconeogenesis). Glucagon also reduces the rate of 
respiration (Figures D3.3.4). 

As the blood glucose level reverts to normal. glucagon production ceases and th is hormone, in rurn, 
is ren1oved from the blood in the kidney rubulcs. 

( • Common mistake 
Do not confuse glucagon with glycogen. Glucagon is a hormone and glycogen a storage product of 
glucose. Make sure these terms are spelt correctly to avoid confusion. 

,----------------------------------------, 
I \ 

1 ..,.;:,r glucagon "-.. i t ./ secreted ~ glucagon secret,on 
detected in islets of by a cells in liver glycogen and amino acids s10Ps (negative 
Langerhans of pancreas 

fall in blood glucos~ 

are converted into glucose 

~ 
rise in blood glucose 

feedback) - glucagon 
excreted by the 
kidneys 

t (starvation, physical activity) 

normal glucose level of tile 
blood (about 90 mg/1 00 nr1 ') 

~ 
normal blood _ - - - -
glucose level - - __ 

/ 
rise in blood glucose 
(after meal) 

fall in blood glucose 

~ 
detected in islets of 

r-+ liver: / 
glucose - glycogen, 
cell respiration increased, 
glucose - ratty acids + fats 

Langerhans of pancreas 
'-.. H► muscle: 

X glucose - glycogen, 
insulin secreted by 13 cells cell respiration increased 

,+ .._. other tissues: 

I 

--
-----, 

t 

y 
insulin secretion 
stops (negative 
feedback) - insulin 
excreted by the 
kidneys 

I , cell respiration increased-~ , 

'---------------------------------------- ' 
■ Figure D3.3 .4 Glucose regulation by negative f eedback 

( • Common mistake 
Glucagon is a hormone, not an enzyme, so it is incorrect to 
state that glycogen is broken down into glucose by glucagon. 
It is correct to say that glucagon causes cells to breakdown 
glycogen. 

D3.3 Homeostasis 

(e Common mistake 

The f-l cells in the pancreatic islets monitor blood glucose 
concentration directly - the hypothalamus is not involved, 
It is incorrect to state that the hypothalamus monitors blood 
glucose concentration and, when the concentration is high, 
sends messages to the pancreas to stimulate insulin secretion. 
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♦ Diabetes: failure to 
regulate blood glucose 
levels. 

♦ Type 1 diabetes: the 
result of a fai lure of insulin 
production by the~ cells. 

♦ Type 2 diabetes: 
failure of the insulin 
receptor proteins on 
the cell membranes of 
target cells. 

rn Tt'lf' ♦jnt 
Rather than stating 
that t ype 2 diabetes 
is caused by having a 
high-sugar diet, it is 
more correct to state 
that there is a link and 
that such diets are 
one of a number of 
risk factors. 

• 

Physiological changes that form the 
basis of type 1 and type 2 diabetes 
Diabetes is ,vhere the body [ails to regulate blood glucose levels co1Tectly. There are t\vo types: 
type 1 diabetes is the result of a failure of insulin production by the 13 cells and type 2 diabetes 

(diabetes rnellitus) is a [ailure of the insulin receptor proteins on the celJ men1branes of target cells 
(Table D3.3.1). As a result, blood glucose level is 111ore erratic and, generally, pennanently raised. 

Glucose is also regularly C.<'<creted in the t11ine. If this condition is not diagnosed and treated, it 
carries an increased risk of circulatory disorders, renal failure. bH11dness, strokes or heart actacks. 

■ Table D3.3.1 Diabetes, causes and treatment 

Type 1 diabetes 'early onset diabetes' Type 2 diabetes 'late onset diabetes' 

relatively rare the common form (90% of all cases of diabetes are 
of th is I ype) 

this form of diabetes is having an ,ncreasing ef fect on 
human societies around the world, including young 
people and even ch ildren in economically developed 
countries. seemingly because of poor diet 

affects young people below the age of 20 years common in people over 40 years, especially ,f 
overweight 

due to the destruction of the p cells of the islets of ~ cells continue functioning but body stops 
Langerhans by the body's own ,mmune system responding to insulin 

symptoms: symptoms: 

• constant th, rst • mild - people w ith type 2 diabetes usually have 

• undiminished hunge1 suf ficient blood insulin, but insulin receptors on 
cells have become defective • excessive urination 

t reatment: t reatment : 

• injection of insulin ir1to the bloodstream daily • largely by diet alone 

• regular measurement of blood glucose level 

Risk fac1ors for type 2 diabetes include: being overweight or obese, age 40 or older, having a family 
hiscory of diabetes, having high blood pressure, having a 10,\1 level of HDL ('good ' cholescerol) or a 
high level of triglycerides, or being inactive. Scientiscs think type l diabetes is caused by genes and 
environmenr.al factors, such as viruses, that mighL 1-rigger the disease (chat is, cause an auLoimmune 
response where the immune sys1em at Lacks and des1 roys the insulin-producing P cells of the 
pancreas). Having a parent or sibling ~vich 1 he disease may increase I he chance of developing rype l 
diabetes, as may exposure LO specific viruses. 

Type 2 diabetes can be controlled by diet, to reduce ,veight. Type 1 diabetes is controlled by insulin 
injections and insulin pu1nps: blood sugar levels are monitored throughout the day and insulin 
adn1inisterecl when there is a danger of blood sugar becon1ing too high. 

Inquiry 2: Collecting and processing data 

Interpreting results 

The glucose tolerance test involves giving sugar to individuals and then sampling blood 
to determine how quickly glucose is cleared from their blood. Typically, a standard dose 
of glucose (75 g for adults) is given orally - all to be consumed within 5 minutes. Blood 
glucose levels are monitored subsequently . 
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D3.3 Homeostasis 

In an investigation to find out how quickly glucose was removed from the blood, two 
subjects were treated in this way, and their blood glucose was measured at intervals of 
30 minutes for a period of S hours. One subject had normal glucose metabolism and 
one subject had diabetes. The results are given in Table D3.3.2. 

■ Table D3.3.2 Measuring blood glucose concentrations in unaffected and d iabetic individuals 

Time after glucose ingestion Unaffected individual blood Diabetic blood glucose 
(hours) glucose (mg/100cm3) (mg/100cm3) 

0.0 75 150 

0.5 150 250 

1.0 160 300 

1. 5 140 325 

2.0 110 375 

2.5 100 325 

3.0 90 300 

3.5 85 275 

4.0 80 250 

4.5 75 225 

5.0 75 200 

Using the data in Table D3.3.2, answer the following questions: 
1 For normal diabetes screening in many countries, a sample of blood is taken 

for analysis at time O and again at 2 hours after the glucose was ingested, only. 
Comment on why these times may have been selected. 

2 Describe where the excess glucose in blood plasma is detected in the body, in a way 
that leads to activation of the glucose level adjustment mechanism. 

3 Explain how and where in the body the excess glucose is metabolized. 
4 Outline, using a table, the ways in which an excess of blood glucose is harmful to 

body organs and tissues. 

Tool 3: Mathematics 

Constructing graphs for raw and processed data 

Draw a line graph of the results shown in the Inquiry box above. Annotate the line 
graph to identify the maximum glucose levels and the lengths of time taken for the 
levels to return to those at the start. 

Scientists have developed general explanations (i.e. theories) to explain the occurrence of diseases 
such as type 1 diabetes, based on observed patterns or tested hypotheses. Type 1 diabetes is 
considered to be an autoimmune disease. Autoimmune diseases are not always well understood 
in the medical community. Doctors know that autoimmune diseases are caused when our own 
immune system (hence 'auto'-immune) recognizes our own body cells as foreign cells or pathogens 
and begins to damage and destroy them, just as the immune system normally does to actual 
pathogenic cells. However, the reason why an individual's immune system starts fighting against 
their body cells is not completely understood. For that reason, it is often difficult to predict who will 
develop an autoimmune disease and how to manage it. 



♦ Thermoregulation: 
regulation of body 
temperature. 

♦ Thyroid gland: an 
endocrine gland found in 
the neck of vertebrates, 
site of production of 
thyroxin and other 
hormones influencing the 
rate of metabolism. 

♦ Vasoconstriction: 
the narrowing 
(constriction) of blood 
vessels by srnall muscles 
in their walls, restricting 
blood f low. 

♦ Vasodilation: the 
widening (dilation} of 
blood vessels by small 
muscles in their wal Is, 
increasing blood flow. 

• 

Thermoregulation as an example 
of negative feedback control 
Negative feedback is \¥hen changes a\vay Erom a set-point in the body are co1Tected and conditions 
returned to equilib1ium. Regulation of our body temperature, known as thermoregulation, involves 
controlling both heat loss across the surface of the body and heat production within the body. lt is 
an example of a negative feedback control. 

Significant changes in temperature derive from the environment. The body needs various 
mechanisms to respond to r.hese changes. 'vVhice adipose tissue forms an insularing barrier around 
the outside of the body and is rherefore an importanr means of regulating heat loss. There is also 
another form of adipose r.issue - bro\V11 adipose tissue - thar can be used r.o release heat 1-vhen l'here 
is a decrease in temperature. 

Thyroxin, an iodine-containing honnone produced in the thyroid gland, also plays a part in the 
control of te1nperature regulation. The hypothala1nus secretes thyrotropin-releasing born1one ,vhich, 
in turn, stbnulaces the pituitary gland to produce thyroid-stimulating hormone. This hormone 
stimulates the produccion o( thyroxin. The presence of thyroXIn in the blood circulation stimulates 
oxygen consu1nption and increases the basal metabolic rate o[ the body organs. Variations in 
secrerion of thyroxin help the conu·ol of body temperature. 

Temperature changes are detected by peripheral ther111oreceptors in the skin and hypothalamus. 
These pass on messages to the effectors, as \Ve explore below. 

Thermoregulation by physiological 
and behavioural means 
Man1mals and birds n1aintai11 a high and Telatively constant body temperature by generating heat 
,,.,ithin the body from the reactions of n1etabolism and by being able to regulate this heat production . 
These are called physiological controls. tv1an1n1als also control the loss of heat through the skin (see 
belo\v). An anin1al \vith this fonn of thermoregulation is called an endothe1, n , meaning ' inside heat'. 

Mammals and birds also regulate their body temperature by 1nodifying their behaviour: birds open 
up their \\rings and spread their feathers to allo½1 circulating air to reach rheir skin and lower I heir 
body temperature. Mammals can seek cooler areas of rheir habitat if they begin to overheat. 

■ Thermoregulation mechanisms in humans 
rlu1na11s hold their inner body ten1perature (core cen1perature) just belovv 37°C. 1n fact, human core 
temperature only varies bet\veen about 35.5 and 37.0 °C within a 2+-hour period, ,vhen 1,ve are in 

good health. rleac is lose to the environment by convecuon, radiation and conduction. The body also 
loses heat by evaporation. 

Maintaining homeostasis through negative feedback requires a stimulus, receptor, control centre 
and effector. 

The human body's temperature regulatory control centre is in 1he hypothalamus of the brain. 
The hypothalamus receives electrical impulses from temperature receptors in the skin and brain that 
the body temperature is either higher or lo~ver than the set point, and sends signals to effectors to 
respond ro I he change in temperature. Effectors include the skin, liver and 1nuscles. They regulate 
blood no~v fro1n the arteries into the capillaries through vasoconstriction (when the arterioles 
contracr and narro\v to reduce blood no,v) and vasodilation (when 1he arterioles relax and \Viclen 1.0 

al lo\V greater hlood flow). 
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sweat glands 
become active 

Hot 

Increase in temperature 

Physiological changes if chere is an increase in temperatuTe include: 

• Vasodilarion: arterioles supplying blood to the skin dilate, allowing increased blood flow to the 

capillaries in the skin. This leads to increased radiation of heat a,vay fro1n the body. 

• M11scles attached to hairs in the skin relax, so hairs lie flat on the su1face of the skin, allo,vi.ng 

radiation of heat fron1 the body. 

• S,veat glands are activated to produce increased s,veat, ,vbich evaporates from the skin and 

cools the body. 

Decrease in temperature 

Physiological changes if there is a decrease in te1nperarure include: 

• Vasoconstriction : arterioles supplying blood to the skin constric t. causing decreased blood flo,v 
to the capillaries in the skin. This leads to decreased radiation of heat away from the body. 

• Muscles attached to hairs in the skin contract. causing hairs to be erect on the surface of the 

skin, trapping heat. 

• S,veat glands decrease s,veat production. 

• Skeletal muscles contract and relax rapidly causing shiver ing, v;hich generates heat. 

• Metabolic activity in the liver increases, heating the body. 

ln mammals, bro\vn adipose tissue is used to rnaincain the body temperature of ne,vly born 
offspring. Bro,vn adipose tissue metabolizes triglycerides in mitochondria to e1Ti it heat. Usually, 
1T1i tochondria generate ATP (they are said to be 'coupled' to ATP production), ,vhich is then used to 
support life processes such as moven1ent. The fu nction of the n1iLochondria can be 'uncoupled' (i.e. 
separated from cheir usual function), however, and the energy that would have been stored in ATP 
is used to release heat instead. This is known as uncoupled respiration . Ne,~1borns have a large 
surface area compared co their size, and so lose heat rapidly. Uncoupled respiration in brown adipose 
tissue enables them to generate sufficient heat to maintain body te1Tiperature. 

}-heat loss by 
} ~ \ evaporation 

~ - - muscle 
is relaxed, 
hairs lie on 
the surface 

,------ blood 
vessel dilating 

sweating 
is reduced 

Cold 

1---- hair shaft 

. f-;-- muscles 
cause hairs 
to stand up 

'"---- blood vessel 
constricting 

sweat reaches the skin and is converted 
from a liquid to a vapour 

thickening fa t layer is a long-term 
response to the cold environment 

■ Figure 03.3.5 Thermoregulation in humans 
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hypothalamus 

external factors 

t 

The negative feedback rnechanis111S involved in chern1oregulation are sho,vn in Figure 03.3.6. 

sweating 

negative 
feedback 

cooling 

external factors 

hypothalamus 

shivering 

■ Figure 03.3.6 Negative feedback mechanisms in thermoregulation 

♦ Excretion: the 
removal from the body of 
the waste products of cell 
metabolism. 

♦ Osmoregulation: the 
maintenance of a proper 
balance of water and 
dissolved substances in 
the organism; regulation 
of osmotic concentration. 

♦ Osmotic 

concentration: the 
measure of solute 
concentration, defined as 
the number of osmoles 
(osmol) of solute per litre (L) . 

• 

Role of the kidney in osmoregulation 
and excretion 
The chemical reactions of metabolism give by-products. Some of these 1vould be toxic if they ,vere 

allowed to accumulate in the organism. Excretion is the removal from the body of the 1vasce 

produces of metabolism. It is a characreristic activity of all hvi ng things. MetaboliLes rhat are present 

in excessive concentrations are also excreted. 

In mammals, excretion plays an important part in the process by which the internal environment is 

regulated to maintain more or less constant conditions (ho1neostasis). 

Associated witb excretion, and very 111uch -part of ho1neostasis, is the process of osmoregulation. 

Os1noregulati.on is the 1naintenance of a proper balance of ,vater and dissolved substances in the 

organism. The kidney maintains tbe osmotic concentration of tissue fluid and blood plasn1a. 
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Lin~ 
Osmosis is covered 
in detail in Chapter 
02 .3, page 682. 

2 Distinguish 
between excretion 
and osmoregulation 
by means of both 
definitions and 
examples. 

♦ Bowman's (renal) 
capsule: the cup-shaped 
closed end of a nephron 
which contains the 
glomerulus. 
♦ Glomerulus: network 
of capil laries which 
a re surrounded by the 
Bowman's capsule. 
♦ Loop of Henle: loop 
of mammalian kidney 
tubule, passing from 
cortex to medulla and 
back, important in the 
process of concentration 
of urine. 

D3.3 Homeostasis 

All an i1nals need to balance vvater uptake and loss fron1 the bo<ly. We kno,v that \,\later enters and 
exits cells by osmosis (page 682). If ,vater uptake into animal cells is excessive, the hydrostatic 
pressure that quickly develops stretches the plas1na me1nbrane to the point of bursting. Alten,atively, 
if water loss is excessive, a cell ,vill shrink and die, because ,vater is an essential and major 
component of the cytoplasn1 of all living organis1ns - it makes up about 90% of cell volu1ne. 

Tnft i I 

Osmotic concentration is measured in osmoles per litre (osmol L-1
) . It used to be known as 

osmolarity - older websites and books may still use this term. 

■ The human kidney - an organ of excretion and osmoregulation 
The role of our kidneys is to regulate the body's internal environment by constantly adjusting the 
composition of the blood. \Vaste products of n1etabohsm are transported from the 1netabolizing cells 
by the blood circulauon, removed fro1n the blood in the kidneys and excreted in a solution called 
urine, At the san1e time, the concentrations of inorganic ions, such as Na+ and c1- , and of ,vater 

in the body are also regulated in the kidneys. The functioning of the kidney is another example of 
homeostasis by negative feedback. 

The position ol the kidneys in hun1ans is sho,vn in Figure 03.3.7. Each kidney is served by a renal 
artery and drained by a renal vein. U1ine Erom the kidney is carried to the bladder by the ureter, 

and fron1 the bladder to the exterior by the urethra, when the bladder sphincter n1uscle is relaxed. 
Together these structures are kno,vn as the urinary systen1. 

sphincter 
muscle 
- under 
voluntary 
control 

----+- thorax ,----------,.,..-+ diaphragm 

~------ kidney 
(attached 10 

dorsal wal I) 

::...._-+--- vreter 

■ Figure D3.3.7 The human urinary system 

In section, a kidney can be seen to consist o [ an outer cortex and in ner 1nedulla, and. these are made 
up or a n1illion or n,ore tiny tubules called nephrons. The shape or a nephron and its arrangen1ent in 
the kidney are shown in Figure D3.3.8. 

Blood vessels are closely associated with each of the distinctly shaped regions of the nephrons. For 
example, the first part of the nephron is formed into the cup-shaped Bowman's capsule, and 1.he 
capillary network here is kno,vn as rhe glomerulus. These occur in the cortex. The convoluted 

tubules occur partly in the cortex and partly in the medulla, but norice that the extended loops of 

Henle and collecting ducts occur largely in the 1neclulla. 

Ead1 region of the nephron has a specific role to play 111 the ,vork o( the kidney, and the capillary 
net\vork serving the nephron plays a key part, too, as we shall no,v see. 



LS through kidney showing positions of nephrons in cortex 
and medulla 

nephron with blood capillaries 

fibrous capsule 

J--+-+- collecting duct 

cortex 

Roles of the parts of the nephron: 

pelvis
expanded 
origin of 
ureter 

medulla 

1 Bowman's capsule + glomeru lus = ultrafiltration 
2 proximal convoluted tubule = selective 

reabsorption from filtrate 
3 loop of Henle = \'\later conservation 
4 distal convoluted tubule= pH adjustment 

and ion reabsorption 
5 collecting duct = water reabsorption 

renal artery 

l 

1 Bowman's capsule 

glomerulus 

branch of 
renal artery 

branch of 
renal vein 

3 loop of Henle 
descending limb-+-1 
ascending limb - - -+-----+, 

vasa recta-'""""'-1 
(capillary to 
loop of Henle) 

2 proximal convoluted 
tubule 

4 distal convoluted 
tubule 

capillary 
network to 
convoluted 
tubules 

j 

cortex 

medulla 

i 
5 collecting duct 

photomicrograph of the cortex of the kidney in section, showing the tubules, renal capsules and capillary networks 

Bowman's-.., 
capsule 

glomerulus 
capillaries 
containing 
red blood cells 

■ Figure D3.3.8 The kidney and its nephrons - structure and ro les 

• 

distal 
and 
proximal 
convoluted 
tubules 
in section 
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♦ Ultrafiltration 
occurs through the tiny 
pores in the capillaries 
of the glomerulus, under 
pressure from the blood. 

afferent arteriole ---4 
(wide} 

capillaries of 
the glomerulus ~'¥--s::r 
(high blood 
pressure here) 

0 

wall of --t-< 
Bowman's 
capsule 
(squamous 
epithelium) 

path of filtrate into 
lumen of nephron 

-~ 

cells of proximal --'---I 
convoluted tubule ,.____,. 

Role of the glomerulus, Bowman's capsule 
and proximal convoluted tubule in excretion 

■ The formation of urine 
In hu1nans, about 1.0- LS L of urine is formed each day, typically containing about 40-50g of 
solutes, of ,vhich urea (about 30 g) and sodium chloride (up to 15 g) n1ake up the bulk. The nephron 
produces urine in a continuous process, which we can conveniently divide into several steps to sho,v 
ho,v the blood composition is so precisely regulated. 

Step 1: Ultrafiltration in the renal capsule 

In the g\on1erulus, Lnuch of the water and many relatively small molecules present in the blood 
plasma, including useful ions, glucose and amino acids, are forced out of the capillaries, along \Vith 
urea, into the lumen of the capsule (Figure D3.3.9). This fluid is called the glomerular filtrate and 
the process is described as ultrafiltration, because it is po,vered by the pressure of the blood 
(l1ydrostatic pressure). The blood pressure here is high enough for ultrafiltration because the input 
capillary (afferent arteriole) is significantly \vider than the output capillary (efferent arteriole). 

/1,r-efferent arteriole 
(narrow} 

~ - ~"r".- capillary wall 
0 w ith pores 

1\rf--\-:0t- basement 
membrane 

'---- podocytes 

0 

foot-like extensions of podocytes--.r 
wrap around capillary 

basement-...,----~ : 
water and 
other small 
molecules 
pass out 

membrane 
(the final 
filter) 

blood under~ \ 
pressure (cells 
and plasma 
proteins 
retained here) 

,3/,-'--,-.,-- pores in 
capillary 
wall 

-+-+---nucleus of 
podocyte 
cell 

path of filtrate from capillary to 
lumen of the renal capsule between 
(not through) the podocytes 

false-colour scanning electron micrograph of podocytes (pale purple) with 
their extensions wrapped around the blood capillaries (pink/red) (><3 500) 

podocytes - - ~_,.

with their 
extensions 
w rapped around 

blood capillaries --:-

■ Figure 03.3.9 The site of ultrafiltration 
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3 State the source 
of energy for 
ultrafiltration in the 
glomerulus. 

• The cells of the 
walls of the 
proximal 
convoluted tubule 
have a brush 
border. Describe 
what this means 
and explain how 
it helps in tubule 
function. 

Uri~ 
The adaptat ions 
of the proximal 
convoluted tubule 
in the nephron are 
covered in Chapter 
B2.3, page 265. 

• 

The barrier bet\veen the blood plasma and the lumen o{ the Bown1an's <..-apsule functions as a filter 

or 'sieve' through ,vhicb ultrafiltration occurs. This sieve is made of t,vo layers of cells (the 

endothelium of the capillaries of the glomerulus and the epitheliun1 of the capsule walD, between 

>A1hic:h is a basement men1brane. 

)'ou can see this arra11ge111e11t u, figure D3.3.9. 

The cells of the inner wall of the capsule are called podocytes because they have feet-Like extensions. 
These wrap around the capillaries of the glomerulus, leaving a nem1ork of slits between tbe extensions. 

Similarly, the endotheliun1 of the capillaries has pores. These are large enough [or nuid to pass 

through, but not large enough for the passage of blood cells. This detail has only become lcnovvn 

because of studies using the electron microscope; these filtration gaps are very s1nall indeed. 

f inally, 1 here is the basement men1brane. This is a layer 1 hat surrounds and supports rhe capillary 

walls. This sLructure consists of a mesh-work of glycoproLeins 1 hat allo\vs the filtrate to pass, but 

which retains altnost all of rhe plasma proteins. 

The fluid chac bas filtered through uuo the renal capsule is very sitnilar co blood plasma. but it has a 

significant difference (Table D3.3.3). Not only are blood cells recained in the plasma, but the n1ajority 

of blood proteins and polypeptides also remain there. 

■ Table 03.3.3 A comparison of ch ief component s of t he blood plasma 
and the glomerular filtrate (units: *moldm-3/**mgdm-~) 

Blood plasma Filtrate 

urea* 5 5 

glucose* 5 5 

sodium ions• 150 145 

chloride ion* 110 115 

proteins** 740 3-4 

Step 2: Selective reabsorption in the proximal convoluted tubule 

The proximal convoluted tubule is the longest section of the nepbron and it is here that that a large 
part of the filtrate is reabsorbed into the capillary network. The ,valls of the rubule are one cell thick 

and thetr cells are packed with n1itochonclria; we expect this if active transport is a key part of the 
mechanism for reabsorption. The cell membranes of the cells of the rubule \Vall (in contact ,vith che 

iilcrate) all have a ·brush border' of 111icrovilli. These increase the surface area ,vhere reabsorption 

occurs enormously (see Chapter 132.3, page 266, Figure B2.3.10). The individual 1necha11is1ns of 

transport are given in Table D3.3.4. 

■ Table 03.3.4 Mechanisms of selective reabsorption in t he proximal convoluted tubule 

Component of fi ltrate Mechanism of reabsorption 

glucose potassium pumps maintain a gradient of sodium between the lumen of 
the proximal convoluted tubule and the inside of the epi thelial cells lining the 
tubule. and sodium-dependent glucose cotransporters are used to t rarisport 
glucose into the cell along with sodium ions; glucose is absorbed by facilita ted 
diffusion at the bottom of the epithelial cells, into blood capillaries 

amino acids and other by active transport into the epithelial cells, and by facilitated diffusion at the 
essential metabol ites bottom of the epithelial cells, into blood capillaries 

ions (Na' , Cl- and others) by a combination of active transport, facilitated diffusion and some exchange 
of ions 

urea diffusion 

proteins pinocytosis 

water osmosis 
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Na+ 
amino acids 
glucose 

ions (e.g. Ca2 , c1-) 

sodiu,n-potassium 
pump 

-•► active 
- passive 

0 

,r<:,----microvilli form ing 
a brush border 

11- --- apical side 

~~- lateral 
in folding 

\\---4,.ll,.-----ll'- invagination of 
plasma membrane 
on basolateral 
surface o'f cell 

capillary 

■ Figure 03.3.10 Reabsorption in the proximal convoluted tubule 

The basolateral area of the cell contains many mitochondria, \vhich provide energy tor sodium

potassium pumps (see page 241) locaced in the plasma membrane. The ion gradient created by these 

pumps in ntrn support5 ion and \.vacer reabsorpdon on che apical side of the cell. By ptnnping three 

sodium ions out of the cell for reabsorption into the bloodstream and pumping C\VO potassium ions 

back into che cell, a gradient is sec up so chat sodium ions can move by facilitated diffusion into che 

cell at the apical surface (Figure D3.3.10) Sodium enters the cell do\vn its electrochemical gradient 

into rubule epithelial cells. At che same dme. glucose is carried into the cell by sodium-dependent 

glucose cotransporters (for furcher information about these men1brane proteins, see page 242) 

Ions, such as sodiun1, and n1olecules (glucose and a1nino acids) are absorbed by facilitated diffusion 

at the basolateral side of the cell, into blood capillaries. The invaginations increase the surface area 

for absorption and for the activity of the sodium- potassium pun1ps. 

Role of the loop of Henle 
The function of the loop of Henle is co enable the kidneys to conserve \.\tater. Since urea is expelled 

rron1 the body in solution, so1ue water loss in excretion is inevitable. There is a potential problem here. 

Water is a m~jor con1ponent of the body and it can be a scarce resource for terrestrial organisms. 

The structure of the loop of Hertle with its descending and ascending limbs, together with a parallel 

blood supply, che vasa recca, is sho\vn in rigure D3.3J 1. The vasa recca is part of the same capillary 

neC\vork thac surrounds a nephron. 



• 

The gr.1dient across the medulla is fro1n a less concentrated salt solution near the t'Ortcx to the 1nos1 

concentrated salt solution at the tips of the pyramid of the n1edull.1 (Figure D3,3.8). The pyramid 
region of the medulla consists rnostly of the collecting ducts. Thus, the loop of Henle maintains 
hypertonic conditions around the collecting ducts. ·t11e osmotic gradient allows \vater to be 
'Nithdra1vn [rotn the Cl1llecting ducts ii' l'ircurnstani.:es require it. 

vasa recta _____ _:::::::,._: here 1 he walls are L-+-++---:::::::::::=:::::--- permeable to ions 

loop of { descending limbo ===--++-+--i--l 
Henle ascending limb_ 

(Na+, c1-), but 
imperrneable to water 

1issue of medulla 

walls of the 

descending limb are -========tr==!J 
permeable to water 

the rising concentration ----H-- -t-

Na+ 

c1-

H10 

of ions ou tside causes -!-I► H20 
loss of water by osmosis 

the vasa recta 
delivers oxygen 
to the cells of 
the tubule walls 

Na+ 

H20 

t 
--t--1-+------Na+, c1- are actively 

HzO 

t 
transported out 

there is a gradient in 
concentration ol ions 
across the medulla 

/- -1+-- - - - -Na+, c1- diffuse out from 
this concentrated solution 

water loss causes the 
solution of ions to 
become concentrated 
here 

A high concentration of salts is formed 1n the medulla, 
which allows water to be absorbed from the nearby 
collecting ducts. 

■ Figure D3.3.11 The functioning loop of Henle 

Loo/1.first at the second halj of the loop, the ascending li1nb. In the upper (thick-,valled) part of the 

ascending limb. sodiun1 and chloride ions are pumped out of the fila·ate into the fluid bet,veen the 

cells or the medulla, called the interstitial fluid. The energy to pump these ions is transferred fro1n 

ATP. In the lo,ver (thin-,vallecl) part of the ascending limb, sodiun1 and chloride ions diffuse out into 

the interstitial fluid. This 111oven1ent of sodiu1n chlonde out of the tubule helps maintain the osmotic 
concentration oi the incerstinal fluid in the medulla. All along the ascending lin1bs, the walls are 

unusual in being impenneable to ,vater. So, 1vater in che ascending limb is retained in the filtrate as 

salt 1s pumped out. 

Opposite is Lhe.first half or the loop, Lhe descending lin1b. This li11)b is fully perrne-able LO water, but 
is or very lo,v pen11eability te> solutes generally. 1-lere, 1varer passes out inro the intersulial rluid by 
osn1osis, due to the salt concentration in the 1nedulla . 
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When the intake of 
water exceeds the 
body's normal needs, 
the urine produced 
1s copious and di lute. 
We notice this after 
drinking a lot of water. 
On the other hand, if 
we have taken in very 
little water, have been 
sweating heavily (part 
of our temperature 
regulation mechanism) 
or if we have eaten 
very salty food, 
perhaps, then a small 
volume of concentrated 
urine is formed . 

.In~. 
The structure of 
a fluid mosaic 
membrane and its 
channel proteins are 
discussed in Chapter 
B2.1 , page 234. 

5 Explain why 

small quantities 
of concentrated 
urine are produced 
when you are 
dehydrated . 

D3.3 Homeostasis 

At each level in the loop, the salt concentration in the descending limb is slightly higher than the 
salt concentration in the adjacent ascending limb. As the filtrate flows , the concentrating effect is 

tnultiplied and so rhe fluid in and around the hairpin bend of the loops of Ken le is saltiest. 

The function of the vasa recta is ro deliver oxygen to and remove carbon dioxide from che 
merabolically active cells of the loop of 1-lenle. The vasa rec ta also absorbs \Vater that has passed into 
the medulla at che collecting ducts. 

Osmoregulation by water reabsorption 
in the collecting ducts 
Os1noregulation. rJ1e control of the •..vater content of the blood (and therelore of rl1e whole body). is a 

part of homeostasis - another example of regulation by negative feedback. The composition of the 
blood is continuously 1nonitored here by osmoreceptors, as it circulates through the capillary 
net\vorks of the hyµothalamus, and fron1 sensory receptors located in certain organs in the body. 
All these inputs enable the hypothalan1us to control accurately che activity of the pituitary gland. 

-rhe pituitary gland is siruated below the hypothalamus, but is connected to it (Figure 0.1. l 3, 

page 505). 111 the process of osmoregulation, it is the posterior pan of the pituitary tl1at stores and 
releases antidiuretic hom1one (ADH), among other hormones 

\7\Then nerve impulses from the hypothalamus trigger release of ADH into the capillary neC\vorks in 

the posterior pituitary, ADI, circulates in the blooclstream. Iiowever, the targets of this hormone are 
the \Valls of the collecting duccs of the kidney tubules. 

When the \~rater content of the blood is low, ADH is secreted fro1n the posterior pituitary gland, 
When the ,vater content of the blood is high, Little or no ADH is secreted. 

How does ADH change the permeability of the walls of the 
collecting ducts? 

The cell plasma n1embranes of the cells that fonn the vvalls of the collecting ducts contain a high 
proportion of channel proteins (aquaporins). Aquaporins are stored in the membrane of vesLc!es 
vvichin the cells, and move frcnn these intracellular vesicles to the cell 1nembrancs of the collecting 
ducts vvhen ADK levels increase. 

\-Vhen there is an excess of ADJ-I in the blood circulating past r.he kidney tubules, this hormone 
binds to receptor molecules in the collecting-duct membrane, causing the protei11 channels in the 
membranes to open. As a result, much 1>.rater diffuses out into tl1e medulla and very little diffuses 
Erom the medulla into the collecting ducts (Figure D3.3.12). 

The ,vater entering the 1nedulla is taken up and redistributed in the body by the blood circulation. 
Only a s1nall an1ount of very concentrated urine is formed. Meanwhile, the action of the liver 
continually re1noves and inactivates ADH, Tl1is n1eans that the presence of freshly released ADH has 

a regulatory effect. 

When ADH is absent frorn the blood circulating past the kidney tubules, the protein channels in the 
collecting-duct plasma 1nembranes arc closed. The amount of water that is retained by the rnedulla 
tissue is now minimal. The urine becon1es copious and dilute. 



When we have: When we have: 
• drunk a lot of water • taken in little water 
the hypothalamus detects this and stops the 
posterior pituitary gland secreting ADH. 

• sweated excessively 
• eaten salty food 

ADH absent 

the hypothalamus detects this and directs the 
posterior pituitary gland to secrete ADH. 

ADH present 
collecting duct walls less permeable ----11 collecting duct walls permeable ------1 

cortex --------- - ----- --------------------- - -- -----------------------------1' 1----+ +---------1'-'!! --- ... ---------

I 1igh concentratlon 
of solutes in medulla 

water stays in ( 
the collecting 
duct 

a lot of dilute 
urine formed 

medulla 

high concentration 
of solutes in medulla 

water diffuses 
into medulla 

small quantity 
of concentrated 
urine formed 

■ Figure 03.3.12 Water reabsorption in the collecting du cts 

A sun1mary of osmoregulacion by the kidneys is shown in figure D3.3.13. 

Osmoregulation by negative feedback 

osmoreceptors of ___ _,.. pituitary 
hypothalamus secretes 
not stimulated less ADH 

--.._._ collecting duct walls 

too much water 
(or too little salt) 

+ 
thirst receptors 
not stimulated 

___ __. no feeling of thirst, 
little water drunk 

i.e. osmotic potential 
lowered 

( 
blood plasma at 
normal concentration -
(osmotic concentration 
normal) 

too little water 

ADH present in plasma 
is excreted in kidneys 

(or too much salt), 
i.e. osmotic potential 
raised 

thirst receptors ----+- feel ing of thirst, 
stimulated water likely to 
+ be drunk 
osmoreceptors of _,__/ 
hypothalamus ---~ pituitary 
stimulated secretes more ADH 

less permeable, so 
medulla absorbs less 
water from the 
collecting ducts 

... ... ... 

,. ,, ,. 

... 
' ' ' 

large volume 
of dilute 

' urine formed 
' ' ' ' ~ 

I 
I 
I ,. 

blood plasma at 
normal concentration -
(osmotic concentration 
normal) 

,. 
/ ,, 

/ 
; 

/ 

.. ~ f 
I 

I 

,. 
small volume 
of concentrated 
urine formed 

,, 

collecting duct 
walls more 
permeable, so 
medulla absorbs more 
water from the 
collecting ducts 

■ Figure 03.3.13 Homeostasis by osmoregulation in the kidneys - a summary 
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6 The composition 

of the blood in 

the renal veins 

leaving the kidneys 

differs significantly 

from that in the 

renal arteries. 

Identify and list 
the differences you 

would anticipate. 

D3.3 Homeostasis 

ATL 03.JA 

Construct a dfagram of an individual nephron, extending from the Bowman's capsule lo the 
collecting duel, with its associated blood supply. 

Use the knowledge you have gained to annotate the following regions and structures, 
highlighting t he f eatures of each and recording its function in the production of urine: Bowman's 
capsule, proximal convoluted tubule, loop of Henle, collecting duct. 

Also include the blood vessels: afferent arteriole, glomerulus, efferent arteriole, capillary bed 
surrounding the convoluted tubules, vasa recta, venules. 

■ Differences in composition of blood plasma, glomerular filtrate 
and urine 

The composition o[ urine chat is excreted fron1 the body is variable - depending on diet (including 

salt intake and amount of pra te.in consumed), water intake, degree of physical activity, environn1ental 

conditions, ,vacer loss by other routes (particularly in sweat) and on our state of health. 

On the ocher hand, the cornposition or the blood is held 1nore or less constant- ·n, is is due 1n 

the efficiency or the hon1eosraric mechanisms or the body, parcicular 1hose operating at the 

kidney Lubules. 

Similarly, the composicion of che filtrate passing into che renal capsule is remarkably constant. 

This is d1e resuk of ukrafilrrarion in the glomerulus, the pressure of the blood, and the sizes of che 

blood proteins and polypeptides dissolved in the plasma - they are mostly too large co be filtered 

In Table D3.3.5, we have evidence of the povver of the ultraftltration mechanism and the scale of 

selective reabsorption. We see the largest divergence in concentration ,vhen the con1position of che 

Eilcrate is compared with the composition of w·ine formed in one day. 

■ Table D3.3.5 Composition of blood, glomerular filtrate and urine 

Total amount Filtered Reabsorbed Urine (excreted 
Substance in the plasma (per day) (per day) per day) 

water 3 litres 180 lit res 178- 179 litres 1-2 litres 

glucose 2.7g 162.0g 162.0g O.Og 

urea 0.9g 54.0g 27.0g 27.0 g" 

proteins and polypeptides 200.0g 2.0g 1.9g OJ g 

Na• ions 9.7 g 579.0g 575.0g 4.0g 

Cl- ions 10.7 g 640.0g 633.7 g 6.3g 

"some is also secreted by the cells of the tubule into the urine 

Changes in blood supply to organs in 
response to changes in activity 
The blood supplies nutrients and ox-ygen to body tissue and removes ,vaste products. Metabolically 

active tissues, such as muscles during exercise, require an increased supply of blood to SUJJport 
increased rates of respiration. Depending on the levels of acnvity. blood flo,v changes around tbe 

body. Vasoconsn·iction and vasodilacion of arce1ioles conu·ols tbe rate of blood flow co tissues. 

During sleep, al though there is little overall change in total brain blood llovv, regional differences 

,vi thin the brain may occur. For exan1ple, du1i ng rapid eye n,ovemenc (REM) sleep, blood flovv 

to the hypothalamus and brainsten1 may be significantly higher than during wakefulness. 



• 

On the other hand, blood now co 1nost skeletal muscle groups, and particularly to the diaphragm. is 

lov,1er during sleep than during ,vakefulness, 

During vigorous exercise, blood is redirected away fron1 organs, such as the g11t, nor directly involved 

in me acriviry, and towards skeletal 1nuscles. Redistribution of blood also occurs during a fighr or flight 

response, ,vhen epinephrine is released from the adrenal gland. This causes blood flo\v to be increased 

to skeleral muscle and a,vay from organs not required by the response, such as the guL Epinephri'ne 

achieves this by causing constriction in many networks of arr.erioles bur dilation of blood vessels to 

the skeletal muscles. During,vakeful rest. less blood will be needed in the muscles. lf a meal has been 

eaten recently, blood f!o\v to rhe gut ,vill be increased to help in me digestion and absorption of food. 

The blood flo\v to the kidneys (renal blood flo,v) is greater ,vhen a person is lying do\VJl than ,vhen 

standing, and reduced by prolonged vigorous exercise iliac constricts arterioles leading co the kidney 
and dive.res blood co ocher organs. Overall, blood flo,v to the kidneys 1nust remain fai.rly constant to 

maintain osmoregulation and the excretion of 1vaste. 

LINKING QUESTIONS 

For what reasons do organisms need to distribute materials and energy? 
What biological systems are sensitive to temperature changes? 
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U ni 

Evolution is also 
cove red in d eta i I 
in Chapter A4.1, 
page 141. 

♦ Natural selection: 
process where organisms 
better adapted to their 
environment survive and 
produce more offspring 
than competitors; the 
mechanis,n through 
which evolution occurs. 

D4.1 Natural selection 

' 

Guiding questions 

• What processes can cause changes in allele frequencies within a population? 

• What is the role of reproduction in the process of natural selection? 

This chapter covers the following syllabus content: 
► D4.1.1 Natural selection as the mechanism driving evolutionary change 
► D4.1.2 Roles of mutation and sexual reproduction in generating the variation on which 

natural selection acts 
► D4.1.3 Overproduction of offspring and competition for resources as factors that 

promote natural selection 
► D4.1.4 Abiotic factors as selection pressures 
► D4.1.5 Differences between individuals in adaptation, survival and reproduction as the 

basis for natural selection 
► D4.1.6 Requirement that traits are heritable for evolutionary change to occur 
► D4.1.7 Sexual selection as a selection pressure in animal species 
► D4.1.8 Modelling of sexual and natural selection based on experimental control of 

selection pressures 
► D4.1.9 Concept of the gene pool (HL only) 
► D4.1.10 Allele frequencies of geographically isolated populations (HL only) 
► D4.1.11 Changes in allele frequency in the gene pool as a consequence of natural 

selection between individuals according to differences in their heritable traits 
(HL only) 

► D4.1.12 Differences between directional, disruptive and stabilizing selection (HL only) 
► D4.1.13 Hardy- Weinberg equation and calculations of allele or genotype frequencies 

(HL only) 
► D4.1.14 Hardy- Weinberg conditions that must be maintained for a population to be in 

genetic equilibrium (HL only) 
► D4.1.15 Artificial selection by deliberate choice of traits (HL only) 

Natural selection as the mechanism 
driving evolutionary change 
Evolution is rhe development o[ life from its earliest beginnings co the diversity of organisms \Ve 

kno1v about today, borh living and extinct. Evidence for evolution can be found fron1 a variety of 

sources. including fossils (Chapter A2.l , page 47), base sequences in DNA or RNA and amino acid 

sequences in proteins, homologous structures, and from the selective breeding o[ domesticated 

animals and crop plants (Chapcer A4.1, page 141). 

Natural selection is the mechanisn1 that explains how evolution occurs. Natural selection 

operates condnuously and over billions of years, resulting in rhe biodiversity of lite on Earth. It can 

also happen over much more rapid timescales, tor exan1ple in such cases as the evolution of 

viruses and antibiotic-resistant bacteria (Chapter A2 .3, page 98, and Chapter C3 .2, page 534). 
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■ Figure D4.1.1 Port rait 
of Charles Darwin, at an 
age when he travel led 
on the HMS Beagle 
and fi rst developed 
his ideas of evolution 
by natural select ion 

■ Figure D4.1.2 Charles 
Darwin's vision of 'descent 
with modificat ion' 
from his 'B' notebook 

Make sure that you 
really understand the 
concept of natural 
selection so you can 
apply it to unfamiliar 
situations. Do not just 
rote learn it. 

1 Outline the theory 
of evolution by 
natural selection. 

• 

The theory of evolution by natural selection ,vas developed by Charles Dar,vin. Darwin (1809- 82) 

vvas a careful observer and naturalist ,vho made n1any discoveries in biology (Figure D41.1). 

After attetnpting to becon1e a doctor at Edinburgh University and then a clergyman at Can1bridgc 
University, he beca1ne the unpaid naturalist on an Admiralty-co1nmissioned expedition to the 
southern hemisphere, on a ship called the HbtlS Beagle (Chapter A3.l, page 102). During Dar,vin's 
lifetime, the age of the Earth ,vas increasingly recognized as being millions of years old, rather tha11 
thousands. His observations of living and fossilized species made during the voyage 1nade him 
question the Genesis creation 1nyth and the im1nutability of species. 

On this five-year expedition around the world, and in his later investigations and reading, Darwin 

developed the idea of organic evolution by natural selection. Figure D4.l.2 sho,vs a page from one 

of Darwrin's notebooks, ,vhere he first developed his ideas for evolution 

-. 
Natural selection is the process that drives evolutionary change. 

ATL D4.1A 

Look at the sketch in Charles Darwin's 'B' notebook (Figure D4.1.2), one of his notebooks used 
to record his thoughts and ideas (a reflection diary). The diagram shows a tree-like st ructure. 
What do you think Darwin was t rying to represent here? Why is this sketch significant? 

Dar,vin always remained very anxious about ho,v the idea of evolution might be received, and he 

1nade no moves to publish it until the same idea was presented to hi1n in a letter by another biologist 
and traveller, Alfred Russel Wallace. Only then (1859) ,vas On the Origin of Species by Natural 

Selection completed and published. The argun1ents and ideas in the Origin of Species are sun1marized 
in Table D4.1.1. 

■ Table D4.1.1 Charles Darw in's ideas about t he origin of species, summarized 
in four st atements (5) and t hree deduct ions (D) from t hese statements 

Statement s and deductions 

S1 Organisms produce a fa r greater number of progeny than ever give rise to mature individuals. 

S2 The number of individuals in species remains more or less constant. 

D1 Therefore, there must be a high mortality rate. 

S3 The individuals in a species are not all identical, but show variations in their characteristics. 

D2 Therefore, some variants w ill succeed bet ter than others in the competition for survival. So the parents 
for the next generat ion will be selected from those members of the species better adapted to the 
conditions of the environment. 

S4 Hereditary resemblance between parents and offspring is a fact. 

D3 Therefore, subsequent generations w ill maintain and improve on the degree of adaptation of their 
parents, by gradual change. 

(i TOK 
In 1858, Charles Darwin unexpectedly received a letter from a young naturalist, Alfred Russel 
Wallace. Wallace outlined a remarkably similar theory of natural selection to Darwin's own. Wallace 
had come up with the idea while t ravelling in South East Asia. The men had developed the same 
theory independently. Why was this possible? Common experiences seem to have been crucial, and 
both had read similar books. For two individuals to arrive at one of the most important theories in 
science independently and at the same time is remarkable, 
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A paradigm shift is a significant and fundamental change in how the world is viewed. In Charles 
Darwin's t ime, it was widely understood that species evolved, but the mechanism was not clear. 
Darwin's theory provided a convincing mechanism and replaced Lamarckism. Paradigm shifts occur 
when scientific research contradicts previously held assumptions: Darwin's (and Wallace's) concept 
of natural selection replaced previously held views about the origin of species and is therefore an 
important example of a paradigm shift in scientific thinking. 

While Darwin initially 111ay have had to rely on strong - but limited - evidence, and while his initial 
argument may have included much speculation, the strength of nearly 200 years of genetic research 
continues to support Darwin's initial ideas. The fact that evolut ion by natural selection is called a 
scientific 'theory' underscores the highly grounded and evidenced nature of the ideas, even if they are 
prone to adjustment as further data are offered. The 'theory' is not speculation or even very speculative 
- all the available evidence, properly understood, supports Darwin's ground-breaking ideas. 

@r-ToK 

04.1 Natural selection 

What is the role of paradigm shifts in the progression of 
scientific knowledge? 

A scientific theory provides a framework within which to carry out research (investigations) and 
determines the types of research questions that a biologist thinks is appropriate to formulate and test. 
A new theory in biology replaces an old theory when the new theory is better supported by current 
data and when it gives a bet ter explanation of biological phenomena. 

A theory may be considered better because: 
a it is more effective in giving a framework (tools and processes) for problem solving and making 

predictions 
• it simply works better and is more useful (i.e. the results make further progress possible} - this is 

the 'pragmatic theory of truth' 
• it fits more consistently with other existing biological theories - this is the 'coherence theory 

of truth' 
a it seems, in terms of evidence, to more accurately reflect what is really there (in an independent 

external reality) - this is the 'correspondence theory of truth'. 

When an accepted scienti fic theory fails to explain increasingly anomalous data that do not fit in 
with the predictions of the theory, a scientific evolution occurs and a completely new hypothesis, 
theory or model is developed, which requires that old data and the anomalous data be interpreted 
in a totally new way. American philosopher Thomas Kuhn (1922-96) called this sudden shift 
from the old theory to the new theory a paradigm shift. The most important paradigm shift in 
biology was probably the development and later acceptance of Darwin's concept of evolution by 
natural selection. 

Darwin's publication of the Origin of Species in 1859 provided a simple explanation for the great 
diversity of life and showed that all living organisms, including humans (Homo sapiens), are related by 
descent from a common evolutionary ancestor. The view was 'simpler' than the creationist view in the 
sense that it did not need to postulate a divine being as the explanation for the diversity of life, a being 
which would then itself need explaining. His explanation of evolution via natural selection is the basis of 
all of biology and, in the words of the eminent geneticist Theodosius Dobzhansky (1900-75), 'nothing 
in biology makes sense except in the light of evolution'. 
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(e Common 
mistake 
When explaining 

the role of sexual 

reproduction in 

evolution, it is not 

enough to state that 

sexua I reproduction 

produces variation 

- how the variation 

occurs also needs to 

be explained. It is not 

necessary to say what 

evolution is, but rather 

to explain how sexual 

reproduction faci litates 

evolution. The role 

of mutation does not 

need to be discussed, 

because this is not part 

of sexual reproduction. 

2 Describe 

how mutation 
and sexual 

reproduction lead 
to variation in 

populations. 

The roles of mutation and sexual 
reproduction in generating variation 
Natural selection can only occur if there is variation a1nong n1embers of the same species. 
The individuals in a species are not all identical but sho,.v variations in their characteristics 
Today, n1odem genetics has sho\vn us that there are several ways by \Vhich genetic variations arise. 

1 \Tariation arises in sexual reproduction during born meiosis in gamete formation and fertilization. 

We have seen that genetic variations arise via: 

random assortment o[ paternal and ,naternal ch ron,osomes in 1neiosis On the- process of 
gamete formation , page 660) 

■ crossing over of segrnents of ind ividual maternal and paternal ho1nologous chron,osomes 
(resulting in ne,v combinations of genes on the chromosomes of the l1aploid gametes 
produced by 111eiosis, page 660) 

rhe random fusion o[ male and len1ale gametes during lertilizaLion. 

These processes operate each ti1ne n1eiosis occurs and are followed by 1ert1lization. The results 
are new con1bi11atious of existing characteristics that n1ay favour individuals in their lifetilne -

they n1ay affect survival and opportunities to reproduce. lf so, a particular individual's success 
in reproduction ,viU result in certain alleles being passed on to the next generation in greater 
proportions than other alleles. 

2 Vari.aLions arise as Lhe producL of LnuLaLion (page 637), giving entirely ne\v alleles. We have 
seen 1.hat mutations are changes in DN1\ . Mutations occurring in ovaries or tesces (or anthers or 
embryo sacs or flo,vering planLs) are called genn line mutations. Since these mutations occur 
in me cells mat give rise Lo gametes, they ,nay be passed r.o the offspring. Meanwhile, muracions 
that occur in body cells of multicellular organisms (somatic mutations) are only passed on to 
the immediate descendants of those cells, and mey disappear \vhen Lhe organism dies. So, ne\v 
characceriscics acquired during Llie lifeLime of an individual are not heritable. 

As a result of all these factors, the individual offspring of parents are not identical. Rather, they 
sho\\1 variations in their characteristics. 

Overproduction of offspring and competition 
for resources 

■ Table D4.1.2 Numbers of of fspring produced Da1,vin did not coin the phrase 'struggle for existence', but ic does sun, up the 
point that the overproduction of offspring in the \Vild leads naturally to rheir 
con1petition for resources. Table D4. l .2 is a list o[ the no,mal rate of production 
o[ offspring in some con1mon species. 

Organism 

rabbit 

great th 

poppy 

honey bee (queen) 

cod 

Ltr I< 

No. of eggs/seeds/young 
per brood or season 

8-12 

10 

6000 

120000 

2-20 million 

Hoiv ,nany of tl1ese offspring survive ro /)reed thenise!ves? 

In fact, in a stable population on average, a breeding pair gives rise to a single 
breeding pair of offspring. All their other offspring are casualties of the 'struggle'; 
n1any organisms clie before they can reproduce. 

Carrying capacity is 
covered in Chapter 
C4.1, page 557_ 

So, populations do not show rapidly increasing numbers in most habitats or, at least, not for long. 
Population size is naturally limited by restraints that \.Ye <.:all environmental factors. These include 
space, light and the availabili ty or food. These factors limit the carrying capacity of a species; 
popL1lation. The never-ending con1petition for resources means that the majority of organisms fail to 
survive and reproduce. In effect, the environment can only support a certain nun1ber of organisms, 
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I i "I 
Examples of 
temperature as a 
density-independent 
factor are given in 
Chapter 84.1, pages 
344 and 354. 

II ~ 

Abiotic: factors as 
selection pressures 
is covered more 
in Chapter A4.2, 
page 164. 

3 List three ab,otic 
factors that can 
act as selection 
pressures. 

Deduce the 
importance of 
modern genetics to 
the theory of the 
origin of species by 
natural selection. 

♦ fitness: an organism's 
ability to pass its genetic 
material to its offspnng, 
1.e. its reproductive 
success. 

Litd, 

I ntraspecific 
competition is 
covered in Chapter 
C4.1, page 563. 
Niches are covered 
in Chapter 84.2, 
page 363. 

D4.1 Natural selection 

and the nun1ber of individuals in a species remains t11ore or less constant over a period of ti111e. 

Overproduction of offspring and co1npetition for resources are therefore factors that protnote 

natural selection. 

Abiotic factors as selection pressures 
Abiotic factors are the non-living components of an ecosysrem. These can act as density

independent factors that may affect the survival of individuals in a population, causing numbers of 

individuals in a population to flucruate (Chapter C4.l). An example of a density-independent factor 

is high or lo\V temperatures. 

( • Common mistake 
It is incorrect to refer to species ' ... adapted by developing new characteristics according to the 
different environments' Instead, different environments will have different selective pressures on 
isolated populations of the same species, leading to dif ferent adaptations to the local environment. 

Differences between individuals as 
the basis for natural selection 
V-Then genetic vaiiation arises in organisms; 

• the favourable characteti.stics are expressed in the phenotypes of some of the offspring 

• these offspring may be better able to survive and reproduce in a particular environment: others 

will be less able to compete successfully to survive and reproduce. 

Thus, naLural selection operates to determine the survivors and the genes that are perpetuated 

iJ1 future progeny and resulLs in offspring \vith favourable characteristics. In ci111e, this selection 

process may lead to new varieties and ne,v species. The operation or narural selecLion is sometimes 

surnmarized in the phrase survival of the fittest, alLhougb these ,vere nol 1vords that Dar,vin Ltsed, 

at least not initia lly. Differences ber,veen individuals in adaptation, survival and reproduction are the 

basis for natural selection. 

Fitness is a term used to reter to the survival value and reproducci.ve potential of a genotype. 
To avoid the criticism that 'survival of the fittest' is a circular phrase (ho1~1 can Eitness be judged 

except in tenns of survivalr), the term 'finest' is understood in a particular context. For exan1ple, the 

fittest of the ,vildebeest (hunted herbivores) of the African savannah may be those 1vith the n1ost 

acute senses, quickest reflexes and strongest leg n1uscles for efficient escape from predators. These 

adaptations relate to the genotype of members of the population - those with the alleles that confer a 

selective advantage are more likely to breed and pass on these alleles to future generations. By natural 
selection for these characteristics, the health and survival of wildebeests is assured. 

Natural selection is the result of intraspecific competition - co1npetition bet1veen individuals of 

the san1e species. Individuals ,vill usually interact 1vith more men1bers of their 01vn species than of 

other species. Individuals of the same species share the san1e niche and so intraspecific co1upetition 

plays a stronger role in evolution than interspecific con1petition (con1petition bet1veen individuals 

of different species) because in intraspecific competition, individuals compete for the same 

resources, and have the same biotic and abiotic interactions that influence the growth, survival and 

reproduction of the species. Any 111utation that gives individuals in a population a selective. adva11tage 

in1proves their chance of surviving intraspecific co111petition. 



(e Common 
mistake 
'Competition between 
indfviduals within a 
species' should be 
referred to rather than 
'competition between 
species'. Similarly, you 
should refer to fitter 
individuals within a 
population, which 
survive and pass on 
adaptive alleles, and 
not 'survival of the 
fittest species'. 

p; T"'p •i f 

If you are ta k111g H L, 
you will be aware 
that, in mammals, 
imprinted genes are 
not al l stripped of their 
epigenetic tag:;, and 
so changes due to 
environmental factors 
are still heritable, even 
though they are not 
causing changes to 
the base sequence 
ot genes. 

Link 
Evolution as change 
in the heritable 
characteristics of a 
population is covered 
in Chapter A4.1, 
page 138. 

• 

When the environment changes, some individuals present 1nay be at a disadvantage. lf so, natural 
selection is li.kely to operate on individuals and cause changes to gene pools. We have already noted 
that individuals possessing a particular allele, or co1nbination of alleles. n1ay be more likely to 
survive, breed and pass on their alleles than other less \veil-adapted individuals. This process is also 
re[erred to as 'differential 1nortality'. 

Requirement that traits are heritable 
for evolutionary change to occur 
Genes are the heritable unit through \>vhich evolution occurs. l\ilutation and remixing of alleles 
follo,ving sexual reproduction produces new arrange1nents of the genetic code that are passed do,vn 
through the generations. Characteristics acquired during an individual's life due to environmental 
factors are not encoded in the base sequence of genes and so are not heriLable. 

As discussed in Chapter A4.l , Jean-Baptiste Lan1arck put forvvard an explanation tor change in 
species over time (page 139). His theory proposed that all the physical changes occurring in an 
individual during its lifetime can be inherited by its offspring (i.e. the inheruance of acquired □-airs). 

The tbeo1y influenced evolunonary thought throughout the first half of the nineteenth century. This 
,vas subsequently replaced by Dan¥in's theory of evolution by natural selection, which is compatible 

wuh our current knowledge of genetics. 

All theories are tentative and can be fa lsified. For example, the evidence Darwin gathered while 
on the Galapagos Islands during his journey on the Beagle fa lsified Lamarck's earlier theory of 
evolution by inheritance of acquired traits. The theory of evolution by natural selection, in contrast 
to Lamarck's theory, allows for prediction and explanation. The term 'theory' (as opposed to 
'hypothesis' or 'conjecture') indicates that a scientific community generally feels lhat the ideas 
provided by the theory are the best and most ful l explanation of the data available. 

ATL 04.18 

Why have organisms not evolved following the mechanism proposed by Lamarck (what is known as 
Lamarckism)1 Read the following article: www.americanscientist.org/article/experimental•lamarckism 

Summarize the main ideas of the article in 400 words. Use your knowledge of DNA and the 
molecular basis of inheritance to explain the ideas and concepts in the article. 

Natural selection in action: the peppered moth (Biston betularia) 
Du1i ng the Industrial Revolution in Britain, in the early p.irt of the nineteenth cenrL1ry, air pollution 
by gases (such as sulfu r dioxide) and solid matter (mainly soot) ,vas distributed over rhe industrial 
tO\vns, cities and su1Tounding countiyside. Here, lichens and mosses on brick~vork and tree trunks 
were killed off and these surfaces ,,vere blackened. The numbers of dark varieties of some 80 species 
of 1norh increased in rhese habitats during this period. This rise in proportion of darkened forms is 
known as indust1ial melanis1n. 

The dark-coloured (1nelanic) form of the peppered rnoLh, Biston betttlaria, follo,ved this trend in 

industrialised areas, but their numbers were lo\V in unpolluted countryside, ,vhere pale, speckled 
forms o[ the moths were far n1ore common (Figure D4.1.3). In sooty areas, the rnelanic form was 
effectively camouflaged fron1 predation by insectivorous birds and became the don1inant species . 
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■ Figure D4.1.3 The peppered moth and industrial melanism 

In the study of 
evolutionary history, 
do experiments 
have any part to 
play 1n establishing 
knowledge? If an 
experimental approach 
has a limited role, 1s 
the study of evolution 
a 'science'? 

D4.1 Natural selection 

Tool 2: Technology 

Generating data from models and simulations 

Although it is not possible to study the selection of the pale and melanic variet ies of 
peppered moths in the wild, there are simulations available online that allow you to do 
this, e.g.: 

https://askabiologist.asu.edu/peppered-moths-game/play.htn,I 

You can select either a dark, polluted forest (with trees covered by soot and no lichen) 
or a light, unpolluted forest (with trees covered in lichen). Run the programme on 
one type of forest - how many melanic and pale moths remain at the end of the 
experiment? Why is this? What does the experiment tell you about natural selection? 

Repeat the experiment using the second forest type. 



♦ Sexual dimorphism: 
differences in appearance 
between males and 
females of the same 
species, such as in colour, 
shape, size and structure. 

♦ Sexual selection: 
selection arising through 
preference by one sex for 
certain characteristics in 
individuals of the other sex. 

Inquiry 1: Exploring and designing 

Designing 

Design an investigation using the peppered moth simulation. Which variable will 
you alter? Identify and justify your choice of dependent, independent and control 
variables. Justify the range and quantity of measurements you would take and explain 
your methodology. 

For example, you could adjust the brightness of your computer screen to investigate 
how this affects the levels of predation, and selection pressure, on peppered moth 
populations. You need to ensure the control of variables that may affect your 
dependent variables, such as ensuring background lighting in the room is constant, and 
allowing the same amount of time for each experiment. 

The investigation should be replicated and mean results calculated. A control 
experiment could be carried out by running the simulation under full light intensity. 
Include screenshots from the simulation in the method and analysis, to clearly explain 
your methodology and resul ts. 

Sexual selection as a selection 
pressure in animal species 

We have seen hov,i alleles that confer an advantage in the 
phenotype of a species lead to the survival of individuals 
and the passing on of these adaptive alleles to subsequent 
generations. This can be sho\vn in the evolution o( the 
plun1age of birds o [ paradise. Birds of paradise are found in the 
rain[orests of Papua Ne\v Guinea in South East Asia. Alfred 
Russel vVallace was one of the fi rst naturalists to observe these 
and other species of birds of paradise in the ,vild. Figure D4.1.4 

sho\vs the Raggiana bird of paradise. The male bird is brightly 
coloured bL1t the (ernale is plain . 

■ Figure D4.1.4 A male Raggiana bird of paradise 
(Paradisaea raggiana} displaying to a female in 
Varirata National Park, Papua New Guinea 

Differences in physical appearance and courtship display in birds 

of paradise have led to the evolution of numerous species \\rithin 

the same forest. Male birds of paradise have bright and colourful 

feathers, which they use co attract females, and different species 

also have different dancing displays. Changes in the appearance 

or behaviour of populations may result in males and females of 

those populations no longer being attracted co each ocher and 

therefore not breeding together (see Chapter A4.l, page 147). 

• 

In addition to acting as an isolating 1nechanisn1, this form of selection can result in sexual 

dimorphism, i.e. distinct difference in size or appearance between the sexes of an ani1nal. In the 

n1ajority of bird of paradise species, the n1ale birds are brightly coloured and often perform elaborate 

courtship displays, whereas the fenuile's plu1nage is greys and bro,vns (Figure D4.14). The 

differences benveen males and females is the result of sexual selection, \vhich results in the 

develop1nent of physical and behavioural traits, usually in the 1nale, ,vhich can be used as a sign of 

overall fin1ess. Females will choose the n1ost impressive and attractive males based on their displays . 

Theme D: Continuity and change - Ecosystems 



Bright feathers and an energetic dance are used to signal fitness of an individual to a female - those 

.vith the most impressive plumage and courtship display are rnore 1 ikely to attract a female and mate 

.vith her. Over time, the genes associated .vith these physical and behavioural traits are passed dov,rn 

and the characteristics beco,ne more prorninent .vithin the species. In this way, sexual selection can 

affect success in attracting a mate, and so drive the evolution of an an i1nal population. 

Natural selection is the result of competition for resources, but sexual selection is the result of 
competition for mates. On an island with abundant resources and few predators, such as Papua New 
Guinea, females are the primary selection pressure in determining how males evolve. Sexual selection 
enhances mating success, while natural selection tends to produce individuals well-adapted to their 
environment. Sexual selection does not adapt the individuals to their environment. 

(0 Nature ! sc:e~ce: Theo-:-af 
Charles Darwin developed the concept of sexual selection, and it can be seen as his second great 
insight. He defined it as depending on the 'advantage which certain individuals have over other 
individuals of the same sex and species solely in respect of reproduction'. Sexual selection can 
therefore be defined as intraspecific reproductive competition. Darwin made a clear distinction 
between natural selection and sexual selection - he realized that he needed to explain the existence 
of characteristics that were apparently not favoured by natural selection. Darwin said that sexual 
selection 'depends not on the struggle for existence, but on the struggle between males for 
possession of females'. 

Peacocks are the male of the species of peafo,vl. There are only three species of peafo,vl: Indian (Pavo 

cristatus), Green (Pavo muticus) and Congo (Afropavo congensis). Peacocks have bright, iridescent tail 

feathers with eye-spot patterning that are presented during courtship displays to a female (peahen) 

- see Figure D4. 1.5. 

Sexual selection has resulted in the tail feathers becoming 

increasingly long and more elaborately patterned over time. 

The tail reduces n1anoeuvrability, pov1ers of flight and makes 
the bird more conspicuous - these traits n1ake the bird more 

prone to predation and reduce the likelihood of su1vival. 

■ Figure D4.1 .5 Peacock (Pavo cristatus) displaying to a female 

This demonstrates a key difference bet\veen natural selection 

and sexual selection: natural selection produces individuals 

,veil-adapted to their environment ,vhereas sexual selection 

does not. Sexual selection enhances the chance of breeding 

success. Sexual selection can be seen as a stronger evolutionary 

force than natural selection because variation irl n1ating 

success can an1plify selection and n1aintain new genetic 
variation among individuals, ,vhich ultilnately leads to rapid 

evolutionary change. 

04.1 Natural selection 7 



S Distinguish 

between natural 
selection and 
sexual selection. 

r. Nature of science: Experiments 

Testing sexual selection 

The two sexes are similar in the barn swallow (Hirundo rustica), except for the outermost tail 
feather, which is about 16°/o longer in the male than the female. The French researcher Anders 
Mrol ler tested whether females open-endedly prefer males with longer tai ls by experimentally 
shortening the tails of some males. He cut them off with a pair of scissors, and lengthened the tails 
of others by sticking those cut tail feathers on to other intact males with very fast drying superglue. 
He then measured how long it took the different males to find a female mate. Males with longer 
tai ls mated faster, resulting in higher reproductive success. 

Modelling of sexual and natural selection based 
on experimental control of selection pressures 

Guppies (Poecilia reticu!ata) are a fish species native co the 

mountain lorest screams of north-east Venezuela, Marga1i ta, 

Trinidad and Tobago. They show complex variation in 
colouration and patterning (Figure D4.1.6), and se>..'Ual 

dimorphisn1 (\vith brightly coloured males and drab lemales). 

Scientist john Endler carried out field ,vork in forest screa1ns 

■ Figure 04.1.6 Guppies (Poeci/ia reticu/ata) 
show a variety of colours and patterns 

in Trinidad and found that colour pauerning va1ied with 
predation pressure. Follo,ving these observations, Endler 

designed and carried out both lab and field research on guppy 

populations to investigate the effects of natural and sexual 
selection on the evolution of the fish. 

6 Suggest why 
males and females 
of some species 
are different 
colours. 

• • 

Endler noted that guppies derive tnost of their ca111ouflage from their spots. Spots, often quite large 

ones, resemble the gravel bottoms of their native streams. Son1e streams have coarser, n1ore pebbly 

gravel and others finer, sandier gravel. Changing the environments and substrates affects survival 

because certain environments \vill provide more protection and hiding spots from predators. 

Hypotheses for varying levels of n1ale colouration include: 

1 When [here are predators present, the subs[rate type of the stream affec[s survival, leading to 

spot brightness on the guppies changing 

2 Spot brightness on male guppies increases ,vhen there is a lack of predators or a lo,v predation 

rate, due to sexual selection. 

3 High spot brightness attracts predators, so as predation increases, male guppy spot 

brightness decreases. 

Tn his laboratory experiment, EndJer used a greenhouse LO resemble the tropical environment of 

the guppies. He set up cen ponds inside the greenhouse and put gravel on the bottom of the ponds: 

five ponds \vich coarse gravel and five ,vith fine gravel. Endler predicted that ,vhen guppies ,vere 

exposed to strong predation, the populations should diverge from each other, each evolving to match 

its o,vn background. vVhere there ,vas less predation, male guppies should tend to become n1ore 

conspicuous ro auracc females . 
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You can read more 
about Endler's 
experiments on 
guppies here: hllps:// 
evolutlon.berkeley. 
edu/1 ines•o f-evidence/ 
eiiperiments 

D4.1 Natural selection 

Ar the start of the experi1nent, guppies were randon1ly assigned to the ten tanks and allo.ved to 

breed for six months with no predation. Endler then used three levels of predation: t\vO ponds (one 

\Vith fine and one \Vith coarse gravel) had no predation, fou r ponds (t,vo \Vith coarse and nvo with 

fine gravel) contained a dangerous predator, the pike cichlid (Crenicichla alta), and in the remaining 

[our ponds he introduced a \veak predator, the killifish (Rivulus hart ii). ·rhe different nu1nber of 

dangerous predators and ,veak predators was used to reflect the density of predators in the "vild. 

After introducing the predators, the experiment ran for five months. Endler then counted and 

tneasured the spots on all the guppies. After nine tnore months, further data ,vere recorded. 

Before the experiment, the guppies sho\ved a ~ride range of spot size and number, rel1ecting tbe 

range of streams and predator content they \Vere taken from. ln the six montbs .\Tith no predation. 

the number of spots increased, presu1nably because of selection by females. At the point when the 
predators \Vere introduced, there ,vere signiiicant changes: 

• in the four ponds 1vith the dangerous predar.or, tbe mean number of spots decreased 

in rhe ponds Mth no or weak predation, the number of spots continued to increase. 

ln the presence of either weak or strong predation, coarse gravel favoured larger spots whereas Einer 

gravel favoured smaller spots. This can be interpreted as spot size 1nimicking gravel size. ln the 
ponds ,\rich no predation, Endler found the reverse: fine gravel favoured large spots on n1ale guppies 

and coarse gravel favoured small spots. He interpreted the results as males being 1uore conspicuous 
iJ they do not 1nacch the background, ,vhich is good for attracting fenJales. 

In his neld expeLi 1nent, Endler transferred dull-coloured 1nale guppies from an area ,vith a dangerous 

predator (Cre12icich/a a/ta) to a region Mth a ,veak predator (Rivulus harLii) and lefr then, for 15 guppy 

generations (two years). !-le then returned to s1 udy the effect or the transplants. In the srream with 

introduced fish, r.he 1nales had evolved more coloLtrful patterning, due to sexual selecrion and rhe 

absence of strong predation. 

Endler's experiments showed that the evolucion in the guppy populations is a dynamic process of 

natural and sexual selection. Natural selection can occur in guppies as a response to the ability of 

finding food and avoiding predaLion. Predators can more easily see brightly coloured males, reducing 

their chance of survival, leading to selection o[less highly coloured/spotted individuals. Sexual 

selection can also occur: traits beneficial for sexual selection (e.g. bright colouration) will confer a 

reproductive advantage. ~1ales with greater brightness/spot colouracion and size are more likely to 

1nate. reproduce and pass on the alleles that code for these ornate characteristics. A trade-off 

beC\veen the t\1/0 processes can be expected- in areas with high predation, it is less likely that 

brightly coloured males ,,,,ill sur\rive, irrespective of their reproductive advantage. 

Interpreting the data 
Data fro1n Endler's field and laboratory ex-perimenc are sho,vn in figw·e D4.1.7. The shaded bars 

represent the guppies in the greenhouse, ,vhile the unshaded bars represent the guppies from the 
Eie.ld e,,"Perin1e:nt. 

1 n both srudies, the colour of the guppies was scored by counting the colour, brightness and number 

of spots after 15 generations. 



■ Figure 04.1.7 Guppy 
experimental data: number 
of spots per fish in the 
greenhouse and in the 
field. Small vertical lines 
are two standard errors 

♦ Gene pool: all the 
genes (and their alleles) 
present in a breeding 
population. 
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Analyse the claLa sho\vn in rhe chans. Compare Lhe data from the field and dara from the greenhouse. 
Your summary should include a specific statement regarding ho\V predarion inOuences colouracion. 
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Endler also examined colour patterns, spot patterns and sizes of spots. Read Endler's full paper 
'Natural selection on color patterns in Poecifia reticulata' here: 
https://onlinehbrary.wiley.,un1/dol/pdf/1O.11 'I t /j.1558-5646 t 980.tb04790 )I 

Look at Figures 1 (page 80) and 4 (page 85) from Endler's paper and analyse the data shown. 
Summarize the data and explain the results. What is indicated by the convergence of x and r. and 
the divergence from c, in Figure 47 

Concept of the gene pool 
Populalion genetics is Lhe study of genes in populations (breeding groups). The total or all the genes 
and their different alJeles present in a population make up a gene pool. i \ sample of the genes of die 
gene pool \.vill form the genomes (gene secs of individuals) of the next generation, and so on, from 
generation to generation. 

When the breeding group is a large one, and alJ the individuals of the population have an equal 
opportunity of contributing ga1netes, random matings ,vill maintain the original proportions of 
alleles tn the population. In these circumstances, the allele frequency will not change . 
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Gene pools are also 
covered in Chapter 
A3 .1, page 108, 
Chapter A4. 1, page 
148, and Chapter 
D3 ,2, page 734. 

7 Predict the factors 
that may cause 
the composition 
of a gene pool 
to change. (Thfnk 
about the changes 
that may take place 
in a population 
and between its 
members.) 

D4.1 Natural selection 

\Ive can demonsrr-ate this by setting two alleles o[ a gene at some arbitrary frequency in an infinitely 
large gene pool, and then follo,ving the freq uency of possible genotypes these will produce by 
randon1 n1atings over several generations. The example o[ two alleles, A and a, present in the 
population at frequencies of 0.8 and 0.2 is illustrated in Figure 0 4 1.8. Look at the single n1ating 
cycle illustrated there. You can see why the frequency of genes ,vill nor change after one cycle. ln fact, 
this lre4uency ,vill never change hov.ever n1any matings occur unless there are \Vhat geneticists call 
· disrurbi ng factors' at \vork. 

When there is no change in a gene pool, \Ve can say the population is not evolving. 

the fate of genes in a gene pool, where there are two alleles A and a, m,ually present 1n the frequencies 0.8 
and 0.2 respect,vely 

Question: gene frequency genotype frequency 
How does this frequency change during matings? of first generation of first generation 

A 
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the outcome is that gene frequencies do not change 

■ Figure D4.1.8 The fate of genes in a gene pool 

Allele frequencies of geographically 
isolated populations 
ln Chapter A3.l , vve saw how the con1position of gene pools can change (figure A3.l.8, page 1.08), 
and in Chapter A4.l, ,ve saw how changes to gene pools in isolated populations can lead to 
speciation (page 147). 

The composiLion of a gene pool can change due to a range of factors that may alter rhe proporrions of 
some alleles. \,Virh one or more 'disturbing factors' operating, allele frequencies are likely co change 
from generaLion r.o generar.ion. For example, some alleles inay increase in frequency because of the 
advantage they give ro the individuals that carry chem. Because of these alleles, an organism may 
be more successful- producing more offspring, for example. lf \Ve can detect change in a gene pool 
(that is, if the proporrions of particular alleles are altered) ,ve may be seeing evoluLion before a new 
species is observed. 
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I ink 
For HL only students, 
the Hardy- Weinberg 
equation is covered 
later in Chapter D4.1, 
page 796. 

Neo-Darwinism is a 
modi fied theory of 
Darwinism which 
explains the origin of 
species on a genetic 
basis. The maf n 
difference between 
them is that Darwinism 
describes favourable 
and inheritable 
phenotypic variations 
as the driving force of 
speciation, whereas 
neo-Darwinism 
states that it is only 
inheritable genetic 
variations that are 
the driving force 
of speciation. 

• 

Using databases to search for alle le frequencies 
Biological databases have been created to store data, such as genetic databases. These allow scientists 

to bro\vse, share and compare data while doing research studies. In chis section. we \vill look some 
databases to research allele fTequencies. 

NCBI Short Genetic Variation database 

The NCBI Short Genetic \7ariation database (dbSNP) catalogues short variations in nucleotide 

sequences in hu1nans. These variations include single nucleotide variations, including insertions, 

deletions and short tande1n repeats less than 50 nucleotides in length. 

www.ncbi.nlm.nih.gov/snp 

The rslD number is a unique label ('rs' follo,ved by a number) used by researchers and databases co 

identit, a specific SNP (single-nucleotide polyn1orphism). It stands for Reference SN P cluster ID and 

is the naming convention used for most SNPs. To find the rslD number for a specific gene, go to: 

www.ensembl.org/index.html 

Using the Ensembl website, change 'all species' to 'human' in the search box, and underneath type 

in the gene of interest. For exan1ple, if researching the LPL gene, which provides 1nsrructions for 

1naking an ei1zyn1e called lipoprotein lipase, type 'LPL' in the search box under• human'. On the 

page that you are transferred to, select 'variant' on the left - this will sho,v you variant SNPs for the 

gene. Each variant has a different rs number. So1ne variants produce disease or other clinical effects: 

type the rs nu1nber into an internet search engine to find out the phenotypic effect of the variant, i [ 

known. Select a vanant of interest, [or example rs268 for a variant of the LPL gene. 

No\v access the dbSNP for the gene or your choice by typing the web address followed by the rs 

nu1Tiber; for example, for the LPL gene this is www.ncbi.nlm.nih.gov/snp/rs268. The database 

sho\vs you a table of a selection of \vorldwide locations and freqL1encies of the allele. 'Ref' is the allele 

inc.:luded in the search, and 'Alt' is any other allele found at that locus on the chromoso1T1e. The 

f requency tab lists the allele frequency data [ron, m~jor studies, broken down by subpopulation 

if available. This provides a way LO evaluate the impact of a variant. lf the gene has more than t\VO 

alleles, the most com111on is sho\vn. For example, Lhe freque ncy of LPL globally is A = 0.983727 

and that of the alten,ate allele is G = 0.016273. These nu111bers refer to the frequency of the allele 

in the population, for exa1T1ple 0.5 would be 50°,{, incidence. This is rhe notation used in the Hardy

Weinberg equation (see page 796), 

This website has further information and a video about the database: 
www.ncbi.nlm.nih.gov/snp/docs/gsr/alfa 

This website has a factsheet about the database: 
https://ftp.ncbl.nlm.nlh.gov/pub/factsheets/Factsheet_SNP.pdf 

Allele Frequency Net database 

The fol lowing database contains allele frequencies for genes related to the imn,une system, such as 

the hu111an leukocyte antigen (HLA) system: www.allelefrequencies.net 

The HLA system is a complex of genes on chromosome 6 in humans LhaL encodes cell-surface 

proteins (antigens) responsible for rhe regulation of the immune system. 

Click on the 'popularions' tab at the top of the screen and 'browse populations by geographic 
regio11S'. This enables you to select specific areas of the \Vorld and e.xan1ine allele frequencies for the 

HLAsyscem, 
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Changes in allele 
frequency in the 
gene pool occur as 
a result of natural 
selection and other 
processes such as 
genetic drift. 

D4.1 Natural selection 

Changes in allele frequency in the gene 
pool as a consequence of natural selection 
\Vhen Darwin developed the theory of evolution by natural selection, he had no kno"vledge of DNA 
or Mendelian genetics. Despite this, his theory explains the evolution of life on Earth that is still used 
today. follov,1ing Danvin's work, scientists have integrated genetics \vith natural selection: thjs is 
knov,rn as ueo-Dar,vinisn1. This has allo"ved an explanation of how species evolve at the 1nolecular 
level, i.e. changes in allele frequency in the gene pool are a consequence of natural selection between 
individuals according to differences in their heritable traits. 

ATL D4.1D 

Evolutionary biologist Richard Dawkins (Figure D4.1.9) has 
written about neo-Darwinism in a variety of his books and 
essays. Two of his best-known works are The Selfish Gene 
and The Blind Watchmaker. These explore a gene-centred 
view of evolution. 

Which other scientists can you find who have developed 
a modern synthesis of evolution? Select one of the books 
they have written and write a review for a school magaz1ne 
or journal. 

■ Figure D4.1.9 Professor 
Richard Dawkins - evolutio nary 
biologist and science aut hor 

■ Figure D4.1 .10 Three different t ypes of select ion 

Three modes of selection operating on phenotypic variation 

before select ion 

after selection 

examples 

direct ional stabilizing 
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directional selection 1s 
illustrated by multiple 
ant ibiot ic resistance in 
bacteria (Figure C3 .2.16, 
page 535) 

numbers 

t 

stabilizing selection is 
illustrated by human birth 
weights and infant mortality 
figures (Figure D4 .1.11, 
page 794) 

disruptive 
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disrupt ive select ion is 
illustrated by feather 
colour in young, male lazuli 
buntings (Figure D4.1.1 2, 
page 795) 
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• 

Differences between directional, 
disruptive and stabilizing selection 
Natural selection operates to change the composition of gene pools, but the outco111es of this vary. 
'vVe can recognize three different types of selection, and these are explained in Figure D4. L.10. 

Ln each case, selection results in a change in allele freq uency. 

SLabilizing selection occurs ,vhen there is an increase in frequency or an average rrait. IL is a 

111echanism thal maintains a favou rable characteristic and 1he alleles responsible for it, and 

eliminates variants and abnonnalities chat are useless or hanuful. Ir determines the frequency 

and val Lies [or the variation seen in a population. Most populations probably undergo stabilizing 

selection. Our example (in Figure D4.1.11) comes from human birth records on babies born bet,veen 

1935 and 1946, in 1-ondon. le sho1vs there was an optimum birth v,eight for babies, 1vhere 'optimum' 

refers to the middle birth ,veight, and those v.iith birth ,veighcs heavier or lighter were at a selective 

disadvantage. TI,e data sho,v ho\v environmenr.al factors can affect continuous variation of a trait in a 

population , and I he mechanism 1vhich cletern1ines the range of values. 

The birth weight of humans is influenced by environmental factors 
(e.g. maternal nutrition, smoking habits, etc.) and by inheritance (about 50%}. 

When more babies than average die at very low and very high birth weights, 
lhiS obviously affects the gene pool because 1t tends to eliminate genes for 
low and high b,rth weights. 

The data provide an 

the main graph shows the 
birth weights of infants 
born in a London hospital 
1935-46 (histogram) ~ 

and the death rate in 
relation to birth weight 

20 (broken line) 
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■ Figure D4.1.11 Birth weight and infant mortality, a case of stabi lizing selection 
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Directional selection may resulc from changing environmencal conditions. In these sicuacions, 

the majority [orm of an organism ·may become unsuited to the environment because of change. 

Some other alternar.ive phenotypes may have a selective advantage. 

An exa1nple of directional selection is the develop1nent of resistance to an antibiotic by bacteria 
(Figure C3.2.16, page 535). Certain bacteria cause disease, and patients ,vith bacterial infections 

are frequen tly rreated ,vith an antibiotic to help then1 overcome the infection. However, in a large 

population of a species ofbacteriun1, son1e may ca1Ty a gene for resistance to the anti.biotic in 

question. A 'resistant' bacterium has no selective advantage in the absence of the antibiotic and n1ust 
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8 Distinguish 
between 
stabilizing, 
directional 
and disruptive 
selection. 

ATL 04.1E 

compete for resources ,vith non-resistant bacteria. But, ,vhen the antibiotic is present, most bacteria 

in the population are killed. Resistant bacteria remain and create the future population, all of ,vhich 

no,v carry the gene for resistance to the antibiotic. The genotne has been changed abruptly. 

Disruplive selection occurs 1vhen particular environmental conditions favour the extremes of a 

phenocypic range over intermediate phenotypes. Here, individuals of a species that show the extreme 

phenocypes have the highest fitness and those individuals with intermediate values are at a fitness 
disadvantage. To be 'disruptive' there are inr.ermediar.e phenotypes, but individuals in bet,veen the 

exrren1es are less able to adapt to the environment and become less frequent over time. This 

phenomenon is shovm by feather colour in young (yearling, i.e. one year or less in age) male lazuli 
buntings (Passelina a,noena), native to North America. Adult birds sho\v bright plumage 

(Figure D4.l.12), but yearling male birds take a year or t\.VO to develop full adult colouration. 

The delayed maturation of colour 1neans that yearling birds sho,v a greater va1iation in colour than 

adults, with colouration ranging fron1 dull brov,n to bright blue individuals (as bright as adult n1ales). 

A study published in Nature in 2008 scored colouration from 14 tor extren1ely dull 111ales to 36 for 

extren1ely bright 1nales (Figure D4.l .12). 

The researchers sho,ved that the dullest and b1ightest yearli ng 1nales generally obtained better 

te1Titories. Intermediate yearli ngs (i.e. with colour in ben.veen the two extremes) did not gain as 

good tenitories. Male bisds in high-quality territoLies generally paired vvith fen1ales more frequently 

than males in poorer territo1ies. This led to a bimodal pattern in pairing success because fe1nales 

preferentially paired \\1ith males in high-quality territoties O .e. ,vith bro,vn or brightly coloured 

1nales) In this case, data suggested that territoLial quali ty ,vas a key component in the disruptive 

selection shown here. 

■ Figure D4.1.12 Colourful male lazuli bunting w ith brown female 

The research in this example of disruptive selection came 

So, why do bright and dull yearlings obtain good territories, while 
intennediate ,nales do not? Adult males may see dull, brovm

coloured yearlings as non-threatening, possibly because 
they resemble females, and so allo,v them to become 

resident in their area. Adult males also leave brighcly 

coloured yearlings alone, perhaps seeing them as a threat. 

Therefore, both bright and dull yearling males can establish 

territories and attract females. liowever, yearling males 

with intermediate plumage are more often attacked by aduk 

males and fail to obtain territories and a mate. This results 

in disruptive selection, favouring the colour extremes. 

from a 2008 article in Nature, 'Disruptive sexual selection for 
plumage coloration in a Passerine bird'. Read the article and see 
photographs of different individual feather colours here: 

www.researchgate.net/publication/ 12258797 _Disruptive_ 
sexual_ selection_ for _plumage_ coloration_ in_ a_ Passeri ne _bird 

Can you find other examples of variation in a population that 
leads to selection for phenotypic extremes, and where individuals 
with intermediate values are at a fitness disadvantage? 
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The proportion of 
alleles in a population 
is called the allele 
frequency. The 
frequency of an allele 
can vary from O to 1. 
The frequencies of two 
alleles of any given 
gene must add up to 
1, e.g. if the frequency 
of the allele tor blue 
eyes is 0.25 then the 
frequency of the allele 
for brown eyes must 
be 0.75. 

In population 
genetics, if allele 
frequencies 
remain unchanged 
and match 
Hardy- Weinberg 
conditions, then this 
indicates stability 
and continuity in 
the genotype. 

T.... f+inl 

Allele frequencies 
are likely to be 
very different in 
geographically isolated 
populations compared 
to the original 
populations, due to 
natural selection, 
mutation and random 
genetic drift 

• 

Hardy-Weinberg equation and calculations 
of allele or genotype f requencies 
'vVe have noted that in any population: 

• The total of the alleles of the genes located in the reproductive cells of the indi.viduals 111akes up a 
gene pool. A sa1nple of the alleles of the gene pool ,vill contribute ro forrn the genon1es (gene sers 
of individuals) of the next generation, and so on, fron1 generation to generation. 

• When the gene pool of a population remai11s n1ore or less unchanged, that population is not 
evolving. If the gene pool of a population is changing (the proportions of particular allele pairs is 
altered), then evolution n1ay be happening. 

Hovv can we detect change or constancy in gene pools? 

The anS\ver is by a mathen1atical formula called the I-lardy- Weinberg equation. 

The general formula to represent the frequency of dominant and recessive alleles is: 

p + q = l 

,vhere p = frequency of the dominant alleles 

and q = frequenc.-y of the recessive alleles. 

The problem in estimating gene frequencies is chat it is not possible to distinguish beC\\ieen 
homozygous domi nants and hecerozygotes based on cheir appearance or phenotype, as has been 
not.eel previously (page 732). The Hardy-Weinberg equation overcomes this problem: 

p2 + 

frequenc.y of 
don1inant hon1ozygous + 

individuals 

2pq 

frequenc.y of 
heterozygous 
individuals 

+ 

+ 

q2 

frequcnc.y of 
hon1ozygous 

recessive individuals 

Using the Hardy- Weinberg formula 

I 

TOTAL 

We can use the Flarcly-Weinberg formula to find the frequency of a gene in cases of dominance in 
\vhich we are unable to distinguish bet\veen the homozygous dominants and the heterozygotes on 
the basis or phenOt)rpe. 

In humans, the ability to taste the chemical phenylthiocarbamicle (PTC) is conferred by tbe 
dominant allele T. Both the dominant hon1ozygotes (TT) and the heterozygotes (Tt) are 'tasters', 
The non-casters are the recessive bomozygoces (tt). 

In a sa1nple of a local population in Western Europe of 200 people, 130 (65°ro) ,vere tasters and 
70 (35°ro) ,vere non-tasters (Table D4.l.3). 

■ Table D4.1.3 Tasters and non-tasters 

Phenotypes Tasters Non-tasters 

Genotypes TT+ Tt tt 

Frequency 0.65 0.35 

Applying these data to the Hardy-Weinberg equation, we kno\v rhe value of q2 to be 0.35. 

Taking the square root, the value ofq = 0.59. 

So, the frequency of the non-tasting alleles (t) in this European population was 0.59 . 

Theme D: Continuity and change - Ecosystems 



Remember to use p 
and q to denote the 
two allele frequencies. 
It is important to 
understand that 
p + q = 1 so genotype 
frequencies are 
predicted by the 
Hardy-Weinberg 
equation: p2 + 2pq + q2 

= 1. If one of the 
genotype frequencies 
is known, the allele 
frequencies can be 
calculated using the 
same equations. 

9 In two small isolated populations the incidence of PTC non-taster$ was as shown in the 
table. Calculate the frequency of the non-tasting alleles in each of the two 
sample populations. 

Population Sample size Number of non-tasters 

Indigenous Australians 500 245 

Indigenous North Americans 500 20 

■ Hardy-Weinberg conditions t hat must be maintained for a 
population to be in genetic equilibrium 

lf genotype frequencies in a populadon do not fit the Hardy-Weinberg equation, tnis indicates that 
one or more of the conditions is not being met, [or example mating is non-random or survival rates 
vary bet\veen genotypes. 

V-Then the gene pool of a population remains n1ore or less unchanged, then this indicates that the 
population is not evolving. [[ the gene pool o[ a population is changing (the proportions of particular 
allele pairs is altered), then evolution n1ay be happening. 

Inquiry 2: Collecting and processing data 

Collecting data; interpreting results produce visible ornamentation in their skin. The golden 
allele has a mutation that leads to less pigmented 

Look back at Endler's experiments on guppies on 
page 788. Then access the following guppy evolution 
simulation, which lets you explore the causes of evolution 
and Hardy-Weinberg equilibrium: www.labxchange.org/ 
library/items/lb:LabXchange:d884c485:lx_simulation:1 

Click 'start simulation' and then read the b,;3ckground 
information section (select the tab at top of screen). 
You can alter one of several different variables to 
investigate the effect of this on two alleles: 

p = wt allele, ornamental (wild-type} allele 

q = gol allele, drab (golden) allele 

Select the 'Hardy-Weinberg equilibrium' tab. The 
simulation tracks the population dynamics of a wild-type 
allele and a golden allele. In the wild-type allele, guppies 

skin. Pigmentation seems to drive sexual selection in 
wild populations. 

Work in pairs to explore the effects of different 
variables on allele frequency. Variables you can 
manipulate include level of predation, the salinity of the 
water, the mutation rate (which will affect the rate of 
evolution of the guppy populations) and migratf on rate 
(movement into the population from external areas). 
You can also change habitat. 

Change one factor and then run the simulation to see 
the effect on the frequency of the two alleles. Then 
select a different factor. Did the outcomes match your 
predict ions? Identify, describe and explain patterns, 
trends and relationships from your investigations. 

Lirk5' 
Artificial selection 
(selective breeding) 

Artificial selection by deliberate choice of traits 

is covered in Chapter 
A4.1, page 141. 
Bacterial resistance to 
antibiotics is covered 
in Chapter C3.2, 
page 534. 

D4.1 Natural selection 

Artificial selection is carried out in crop plants and domesticated anin1als by choosing individuals 
for breeding that have desirable traits. Unintended consequences of human actions, such as the 
evolution of resistance in bacteria when an antibiodc is used (page 534), are due to natural rather 
than arti ncial selection. 

10 Explain the key difference between natural and artificial selection. 

How do intraspedfic interactions differ from interspeciffc interactions7 

What mechanisms minimize competition? 



♦ Stability: the ability 
to maintain or support 
systems and processes 
continuously over time. 

I In!« 
Ecosystems as open 
systems is covered 
in Chapter C4.2, 
page 579. 

• 

Guiding questions 

• What features of ecosyst ems allow stability over unlimited time periods? 

• What changes caused by humans threaten the stabil ity of ecosyst ems? 

This chapter covers the following syllabus cont ent: 
► D4.2.1 Stability as a property of natural ecosystems 
► D4.2.2 Requirements for stability in ecosystems 
► D4.2.3 Deforestation of Amazon rainforest as an example of a possible tipping point in 

ecosystem stability 
► D4.2.4 Role of keystone species in t he st abilit y of ecosystems 
► D4.2.5 Assessing sustainability of resource harvest ing from natural ecosystems 
► D4.2.6 Factors affecting the sustainability of ag riculture 
► D4.2.7 Eutrophication of aquatic and marine ecosystems due to leaching 
► D4.2.8 Biomagnification of pollutants in natural ecosystems 
► D4.2.9 Effects of microplastic and macroplastic pollution of the oceans 
► D4.2.10 Restoration of natural processes in ecosystems by rewilding 
► D4.2.11 Ecological succession and its causes (HL only) 
► D4.2.12 Changes occurring during primary succession (HL only) 
► D4.2.13 Cyclical succession in ecosystems (HL only) 
► D4.2.14 Climax communit ies and arrested succession (HL only) 

Stability as a property of natural ecosystems 
Ecosystems are open systems that are supported by input of energy and maccer. Sunlight or energy 

from chemical reactions ensure that producers synthesize glucose, \vhjch supports the \vhole food 

chain . lnpucs of matter, from organ•isms entering the ecosystern or the input of inorganic material 

(e.g. carbon dioxide), provide the elements from 1vhich biological molecules are created, such as 

carbohydrates, lipids and proreins. Given an ongoing supply of energy and matter, ecosystems are 

sustainable. The term stability has many definitions, but in terms of ecosystems it can be defined as 

the ability ro maintain or support systems and processes conLinuously over time. There is evidence 

for some ecosystems on Earth persisting for millions of years, such as the rainforests of Sourh East 

Asia, which are estimated to be at least 70 million years old (Figure D4 2.1). Steady conditions, v1ich 

high inputs of rainfall and sunlight throughout the year, combined \Vi.th \Varm temperatures, have 

ensured the stability of these ecosystems, at least until the advent of humanity 

Stability represents continuity within ecosystems. Inputs of energy and matter, and 
nutrient cycling, support and maintain ecosystems . 
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Link 
Transfers of energy 
and matter in 
ecosystems is covered 
in Chapter C4.2, page 
578; the recycling of 
chemical elements 
in ecosystems is on 
page 601 . 

Link 
Biodiversity as the 
variety of life in all 
its forms is covered 
in Chapter A4.2, 
page 156. 

Link 
Abiotic factors as 
the determinants 
of terrestrial biome 
distribution is covered 
in Chapter 84.1, 
page 354. 

■ Figure D4.2.1 Rainfo rest a t Danum Valley, Malays ia 

ATL D4.2A 
' 

Find out about the age of ecosystems in the area where you live. What are the oldest ecosystems? 
Why have they survived unchanged for such long periods of t ime? What are the characteristics 
that determine the longevity of natural systems? 

Requirements for stability in ecosystems 
For an ecosystem co remain stable it requires a continual supply of energy, nutrient recycling, a 

diversity of organisms and a climate chat remains \~'ithin tolerance levels for che species living there. 

ln Chapter C4.2 we saw ho,v transfers of energy and n1acter are essential in the maintenance of 

ecosystems. We also sa,v ho,v the recycling of all chemical elements is needed to support living 

organisms in ecosyste1ns. Energy and the recycling of nutrients contribute to the stabili ty of 

ecosystems. Ecosystems require constant inputs of energy and 1natter, and the recycling of nutrients 
\Vithin an ecosysce1n adds additional stability. 

Genetic d iversity refers to the range of genetic material present in a gene pool or population of a 

species. Although the tenn normally refers to the diversi ty vvithin one species, it can also be used to 

refer to the diversity of genes in all species within an area. Ecosystems that are complex (supported 

by a large biomass of producers) lead to an increased number of niches, ,vhich increases species and 

genetic diversity, result ing in greater stability. Ecosystems that contain species \\ri th s111all population 

sizes can lead to low genetic d iversity, ,vhich leaves species more prone to disease. 

Biome distribution is determined by clinlacic variables chat need to remain within tolerance levels for 

the plant species that are found there. These climatic variables include temperature, precipitation and 

insolacion (page 354). The type of stable ecosystem chat will emerge in an area is predictable based 

on climate. If conditions vary from tolerance levels, the survival of the ecosystem can be threatened 
(as we v.rill see in the case of the Amazon rainforest, belo,v). 

04.2 Stability and change 



♦ Tipping point: a 
crit ica l threshold when 
even a small change can 
have dramatic effects and 
cause a disproportionately 
large response in t he 
overall system. 

• 

Deforestation of Amazon rainforest 
as an example of a possible tipping 
point in ecosystem stability 
Tipping points occur ,vhen there is a dran1acic change in the ecological state av,1ay fron1 stability. 
They represent points beyond \.vhich irreversible change or damage occurs. EquH(brium refers co a 
state of balance among the components of a system. Positive feedback loops tend to an1plify changes 
and drive the system to,vards a tipping point where a ne,v equilibrium is adopted (Figures D4.2.2 
and D4.2.3b). Such changes are caused by hun1an population growth and associated factors, such as: 

resource consumpnon 
habitat transformation and fragmentation 

• energy production and consun1ption 
climate change. 

All these factors exceed, in both rate and magniLucle, the changes seen 1n the most recent global
scale shift in equilibriu1n at the encl of the last ice age. Most projected tipping points are linked co 
clin1ace change (Chapter D4.3). Increases in carbon dioxide levels above a certain value (450 ppm) 
,vould lead co increased global mean temperature, causing melting of the ice sheets and permafrost. 

1h•111 I n, 
system t----------. 
state 

time 

■ Figure D4.2.2 Unstable equilibrium: the system moves to a new equilibrium following disturbance 

a 
------

b 

---------
■ Figure D4.2.3 Diagrams showing the diffe rence between (a) stable and (b) unstable equi librium 

• • • 

Disturbance to ecosystems and positive feedback mechanisms can move them away 
from stability and towards t ipping points. Change to ecological systems can lead to 
ecosystem collapse . 

Theme D: Continuity and change - Ecosystems 



"'~~. \!31 Deforestation of Amazon rainforest 

Link 

The release of 
carbon d ioxide into 
the atmosphere 
during combustion 
of biomass, peat, 
coal, oil and natural 
gas is covered 
in Chapter C4.2, 
page 597. 

The Amazon is a rainforest biome that spans nine countries in South An1erica: Brazil, Bolivia, 

Peru, Ecuador, Colombia, Venezuela, Guyana, Su1iname and French Guiana. The rainforest covers 

6 million k1112 and contains half of the planet's remaining tropical forests. 

Econom i.c, ecological and climatic systems in Amazonia may no\v be interacting in \.vays that \.vill 
rnove the forest beyond a tipping point. Chapter C4.2 discusses ho\.v fires in the Amazon are caused 
by increased frequency of drought conditions (page 598). Burning and deforestation of the Amazon 
rainforest to mal<e space for grazing land or housing, and to provide t.irnber, leads to loss of large 
areas of rain forest. Il legal mining operations also lead to loss of forest habitat. Ren,aining areas 
can become fragmented, form ing islands of habitat Continued burning and clearance, and the 
establishment of grasslands, prevents re-establish1nent of rai.nforest. 

A large area of rainforest is needed for the generation of atmospheric water vapour by continuous 
transpiration, with consequent cooling, air flo,vs and rainfall. There is scientific uncertainty over the 

minimum area of rainforest that is sufficient to maintain these processes. 

Clin1ate change further reinforces many of these processes by increasing air temperatures, dry season 
seve1ity and the frequency of excre1ne ,veather events. One projection fro1n a 2008 paper in the 

journal Pl1ilosophi.cal Transactions of the Royal Society B: Bi.ological Sciences suggests that by 2030, 240,,(-, of 

the Amazon rainforest will be damaged by drought or logging and 3191' of the A1nazon's closed-canopy 
forest will be deforested (Figure D4.2.5). lf 'business as usual' continues, logging will further reduce 

the Amazonian forest carbon score size by 15%; drought damage will cause another 10% reduction 
in forest bio1nass. More recent studies, such as aj anuary 2022 vVorld vVide Fund tor Nature (WvVf) 

briefing at the vVestn1.i.nscer Hall debate on deforestation in the An1azon, suggest 400,.b of cheA1nazon 

rainforest ,vill be lost by 2050. The effects of 111ore frequent fires could release an additional 20% of 

forest carbon to the atmosphere. Thus, son1e predicted 15-26billion tonnes of carbon contained in 

the Amazon ,vill be released to the atmosphere in less than 30 years as a result of large-scale dieback. 

■ Figure D4.2.4 Projected status of the Amazon ra inforest, 2030, showing drought
damaged, logged and cleared forest assuming 'business as usual' 

Key 
□ForeS1 
D Deforested 
• Logged forest 
D Forested areas 

under stress from 
increased aridity 
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I@ Tool 3: Mathematics 

Calculating and interpret ing percentage change 

To assess the extent of deforestation in the Amazon 
rainforest, we can calculate the percentage change 
from the original area of forest. Figure D4.2.6 shows 
deforestation of the Amazon rainforest. Sequences of 
such photos are available that show the loss of rainforest 
over time. 

These photos can be used to estimate forest 
cover at different points in time, and these data 
used to calculate percentage change using the 
following formula: 

change in forest cover 
percentage change = ... 

1 
J:: x 100 

1n1tla 1orest cover 

Where change in forest cover = final forest cover -
initial forest cover. 

The following site has data you can use: https:// 
rainforests.mongabay.com/amazon/deforestation_ 
calculations.html 

For example, in 2017 estimated natural forest cover in 
the Brazilian Amazon (Amazonia) was 3 399 308 km2, 

and in 2018 it was 3 390835 km2• 

The percentage change in forest cover therefore: 

= 3390835 - 3399308 X 
100 

3399308 

= - 8473 X 100 
3399308 

= -0.25% 

A negative sign in percentage change calculations 
represents a loss. 

■ Figure D4.2.5 Satellite photo showing 
deforestation in the Amazon rainforest 

This is a yearly change in forest cover. In terms of 
overall change from the original area of forest cover, 
the total percentage change is: 

Original estimated forest cover (pre-1970) 
= 4100000km2 

Area of natural forest cover in 2018 = 3 390 835 km2. 

The percentage change in forest cover is therefore 

::; 3 390 835 - 4 100 000 X l OO 
4 100000 

= _ 709165 X 100 
4100000 

= -17.30% 

This calculation shows that 17.3°/o of Amazonia natural 
forest cover has been lost since 1970. A tipping point 
may be reached at 20% to 25% of deforestation. 

♦ Mesocosm: enclosed 
environments that allow 

Use of a model to investigate the effect 
of variables on ecosystem stability 

a small part of a natural 
environment to be 
observed under control led 
conditions. 

The stability of an ecosystem may change ,vhen an exte111al 'disturbing' factor that cUsrupts the natural 
balance is applied. An investigation of this rnay be attempted in natural habitats or in experimental, 
enclosed systems called a mesocosm. Both approaches have advantages and dra\vbacks (Table D4.2.l). 
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ConceP.t: 
Contin uit Y, 
and cl1an e 

Mesocosms can 
be used to study 
the factors that 
maintain stability in 
ecosystems, and also 
how altering biotic 
or abiotic factors 
can lead to change. 

Designing 

■ Table D4.2.1 Alternative approaches to investigating ecosystem stability 

A natural ecosystem, for example an A small-scale laboratory model aquatic 
entire pond or lake system (a mesocosm) 

Advantages realistic - actual environmental condit ions able to control variables - opportunity to 
are experienced measure the degree of stabi lity or extent of 

change in a community, and to investigate 
the precise impact of a disturbing factor 

Disadvantages variable conditions - minimum or non- unrealistic - possibly of disputed relevance 
existent control over 'controlled variables' and applicability to natural ecosystems 

l:V1esocosms are enclosed experimencal areas chat are sec up co explore ecological relationships. 

Because they are contained experimental areas, they can be closely controlled and variables 

monitored. Studying natural ecosystems can be difficult because there are so many variables thac 

cannoc be controlled - mesocosms enable all variables ocher than the inclependenc and dependent 
va1iable co be kept constant, so as co ensure a fair test. 

Sealed gl.1ss vessels can be used for n1esocosms because entry and e.xit of matter can be prevented, 

but light can enter and heat can leave. Both aquatic and te1Test1ial systems can be used. 

The stability of an ecosystem may change when an external 'disturbing' factor that disrupcs 

the natural balance is applied. lnvestigacion of chis may be attempted in natural habicacs or in 

experimental, enclosed systems. Mesocosms can be used as an enclosed system to investigate the 

effect of altering one variable on the stability or an ecosystem. Boch approaches have advantages and 

dra\vbacks, as detailed in the table above. 

Care and maintenance of the mesocosms should meet with the standards of the 1B ethical 
experiment policy. Make sure you recognize and address any relevant safety, ethical and 
environmental issues when you are investigating mesocosms. 

Inquiry 1: Exploring and designing 

Set up a mesocosm to investigate the effect of 
changing one variable on the stability of the system. 
For example, in an aquatic system you could set up 
one mesocosm with fish and the other without fish to 
investigate the effect of fish on the aquatic ecosystem. 

• Which groups of organisms will you need to 
include in the mesocosm? Think of the organisms 
that would be present in a natural ecosystem (e.g. 
autotrophs, consumers and decomposers). 

• Because the mesocosm will be sealed, you need 

When setting up the mesocosm you need to consider: 

• What variables will you be controlling (keeping the 
same) and why? What effect might these variables 
have on the system if they are changed (i.e. why do 
you need to control them)? 

• For terrestrial mesocosms, large glass jars can be 
used, although plastic containers can be Just as 
effective. Which will you use, and why? Should the 
sides of the container be transparent or opaque? 

D4.2 Stability and change 

to consider how the organisms will obtain fresh 
sources of oxygen. Photosynthetic organisms will 
ensure a supply of oxygen, but how will you ensure 
these are kept alive? 

• Because the mesocosm is a closed system there is a 
danger that the organisms in it will suffer f rom lack 
of food, compet ition, excess heat, and so on. How 
will you ensure the well-being of the organisms in 
your mesocosm? 



♦ Eutrophication: 
the natu ra I or artificial 
enrichment of a body of 
water, particularly wi th 
respect to nitrates and 
phosphates. There are 
both natural and human 
causes of eutrophicatlon. 

port for probes to 
measure temperature, 
light (controlled variables) 
and 0 2 concentration (as 
a dependent variable) 

light source/identical---►I 
hght/dark regimes 

Lakes anc.l ponds ,vhere rl,ere is an excess o( nutrients can undergo a process called eutrophication. 

Excess nutrients inay co1ne from fertilizer run-oll from surrounding land, [or exa,nple. The excess 
nitrates and phosphates provide high-levels uf nutrition (or algae, which undergo rapid population 
gro,vth (an algal bloom occurs). rhe algae block light to undervvater plants vvhich die, providing 
detritus [or bacteria to reed on - Lhese bacteria undergo rapid gro,vch and remove oxygen rrom the 
'Nater, causing Osh and uther aquatic ani1nals to die. A fe,v organisms can survive in these conditions 
and prosper, buL the death of many aquatic organisn1s results. 

Could a mesocosm be set up to investigate eu1rophicadon., so avoiding the desrrucdon of a 
natural ecosystem? 

data logglng/ 
recording device 

port for sarnpling for algal 
density (as a dependent 
variable) and point of entry of 
additional phosphate ions (in 
solution) (independent variable) 

magnetic stirrer 

7 ----, 
• 

Possible steps to the investigation 
- what 'control ' flask is required?: 

1 Set up of mesocosms A (experiment) and B 
(control) with 1den1ical cultures of algal 
suspensions in pond water. Allowed to s1abilize, 
and give evidence of normal algal growth 

2 Addil1on of a quantity of concentrated 
phosphate solution to A 

What would the control flask require? 

3 Regular moni toring of change 1n algal cell 
density and 0 2 concen tration in A and B 
mesocosms 
Issues: Does an algal bloom develop? 

A Expenment mesocosm B Control mesocosm 
How do the patterns of algal cell densities and 0 2 
concentration change with time? 

■ Figure D4.2.6 An experimental mesocosm investigating the effect of nutrient enrichment 

Inquiry 3: Concluding and evaluating 

Concluding; evaluating 

Carry out the investigation laid out in Figure D4.2.7, 
investigating the effect of nutrient enrichment; 

• Is the mesocosm an appropriate practical investigation 
of eutrophicat1on under controlled laboratory 
conditions? What changes might be made? 

• Two dependent variables have been proposed in 
this experiment rather than just one. Why? 

• If the additional phosphate ions added to 
mesocosm (A) resulted in an algal bloom, how 
would the control (B) be arranged to establish that 
phosphate ions influx caused it? 

• How would you expect the oxygen concentrations 
in both mesocosms to change over an 
extended period? 

• Compare the outcomes of the investigation to the 
accepted sclentif ic context. 

• Evaluate the implicat ions of methodological 
weaknesses, limltatlons and assumptions on 
your conclusions. 

• Explain what realistic and relevant improvements 
you could make to the investigation. 
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♦ Keystone species: 
a species which has a 
disproportionately large 
effect on community 
structure relative to 
its abu nda nee. 

Role of keystone species in the 
stability of ecosystems 
tn architecture, a keystone is a central stone at the apex (top) of an arch. The keystone supports the 
,vhole structure - ,vithout it, the arch \vould collapse (see Figure 04.2.8). 

■ Figure 04.2.7 An arch from the Temple of Hadrian, 
Ephesus, Turkey. The keystone (the central stone) 
supports the arch - without it the arch would collapse 

■ Figure 04.2.8 An agouti (Oasyprocta sp.) - a keystone species 

(0 Tep tin! 
Using the analogy of a 
keystone in architecture 
is a good way of 
remembering the 
importance of keystone 
species in ecosystems 
- if the stone/species 
is removed, the arch/ 
ecosystem collapses. 

1 Outline the role 
of a keystone 

. . 
species 1n an 
ecosystem. 

ATL 04.28 

Find out about a 
keystone species in an 
ecosystem from your 
local area or region. 
What is the effect of 
the keystone species on 
the ecosystem? What 
would happen the 
species was removed? 

The concept of a 'keystone' has been applied to ecology. ln communities, certain species are vital for 
the continuing [unction or the ecosystem. Without them, a fundamental shift in the commun ity 
takes place; it effectively 'collapses'. Such organis1ns are, therefore, 'keystones' for the ecosystem. 
Just as the keystone is not under the greatest pressure in the arch (this is focused on stones lo\ver 
do\vn), a keystone species may be only a relatively small part of the ecosystem in terms of biomass 
or productivity, but it still plays a fundamental role in the com 1nunity. These species have a 
disproportionate i 1npact on co1nmunity structure and there is a risk of ecosystem collapse if they 
are removed. 

An example of a keystone species is the agouti of tropical South and Central An1erica (see Figure 
D4.2.9), \vhich feeds on the nuts of the Brazil nut tree. The Brazil nut tree (Bertholletia ex£elsa) is a 
hardwood species that is found from eastern Peru and northern Bolivia across the Brazilian Amazon, 
and some specimens are among the oldest and tallest (they gro,v up to 50m) trees in the Amazon. 

The agouti is a large forest rodent, and the only animal \\rith teeth strong enough to open the Brazil 
nut tree's cough seed pods, to access the nuts inside. 

The agouti buries many of the nuts around the forest floor for tin1es \Vhen the Brazil nuts are less 
abundant. inevitably, the agouti does not ren1ember to dig up and eat all these buried seeds, and the 
ren1aining ones are able to gem1inate and gro\v into adult plants. Without the agouti, the Brazil nut 
tree ,vould not be able to distribute its seeds and the species ,vould eventually die ou.t. Without the 
Brazil nut tree, other animals and plants that depend on it ,vould be affected, such as harpy eagles 
that use them for nesting sites. Brazil nuts are one of the 1nost valuable non-timber products found in 
the Amazon: they are used as a protein-rich food source, and their extracted oils are a popular 

ingredient in n1any cosmetic products. The collection and sale of Brazil nuts provides an i111portant 
source of income for n1any local con1munities. 

Keystone species are essential species within a community; they maintain the continuity 
and stability of ecosystems. 

04.2 Stability and change 



♦ Sustainability: the 
responsible maintenance 
of ecological systems so 
that there is no reduction 
of conditions for future 
generations, ensuring 
the long-term viability of 
a system. 

(o To ti ! 
Sustainability 
depends on the rate 
of harvesting being 
lower than the rate of 
replacement. If removal 
exceeds the rate of 
replenishment of the 
resources, for example 
forests harvested at 
a faster rate than 
they can regrow, 
then resource use 
is unsustainable. 

Assessing sustainability of resource 
harvesting from natural ecosystems 
Renevvable resources are ones that continue to exist despite being consumed or ones that can 

replenish then1selves naturally over a pe1iod of tin1e even as they are used. Hu1nans use natural 

resources for food and n1aterials. Sustainability depends on the rate of harvesting being lov,er than 

the rate of replace1nent. lf used sustainably, renewable resources can be used indefinitely. 

Terrestrial plant species 
Trees are a rene\vable natural resource, providing they are replanted at the same rate as they are 

harvested. Trees are used to produce a large variety of different n1aterials such as paper, cardboard 

and furniture. Tree chemicals are used to produce food, medicine and rubber. 

Finland has promoted the multi-functionality of the forests as an important part of forest n1anagement 
and sustainability. Over 70% of the counny is forested and the majority (61%) of Finland's forests are 

privately owned. Finland's sustainable forest 1nanagement is based on balancing economic, social and 
environmental aspects of the forest. The Scots pine (Pinus sylvestris) is one of the four main logged trees 

in Finland (Figure D4. 2.10). The sustainability of harvesting trees can be assessed by surveying soil 

disturbance and forest structure in logged and unlogged sites. To achieve sustainable harvesting the 

amount of replanting needs to exceed the number of trees cut down. The volume of timber extracted 
can be measured and ne,v trees planted ,vhich, once fully gro,vn, ,vill replace the extracted timber. The 

long-term life of the forest is prioritized over short-tenn profits. In 2019, the President of the Republic 

of Finland, Sauli Niinisto, said that Finland is committed to achieving carbon neutrality by 2035 and 

become carbon negative soon after that. Forests provide an important storage of carbon (page 595) so, 

tor forests to remain sustainable, the volume of tin1ber removed needs co be replaced by new growth. 

■ Figure D4.2.9 Scots pine (Pinus sylvestris) plantation and harvest 

• 

Marine fish 
Fish are an important source of food for many human populations. Most [ish populations that are 

e.Kploicecl commercially as food sources are marine species, and it is commonly the case that the 

populations are shared among a fe,v harvesting countries. Fishing vessels from many nations take 

their harvest from common ,vacers and overfishing is a global issue. Chapter A4.2 discusses how 

overharvesting has impacted ,vilcl populations of animals (page 170). Overfishing of the Atlantic (or 

North Sea) cod (Gadus ,norhua) led to a collapse of fish stocks (see Figure A4.2.ll , page 170) . 
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l[ populations of fish are persistenLly overGshed (as they regularly are), stocks ,vill be rapidly depleted 
to the point vvhere they collapse and can no longer support a co1nmercial fishery. The extent to 
vvhich species are fished should be based on population dynamics that consider their reproductive 
and grovvth rates. Population size and age structure can be used to inform practices associated ,vith 
sustainable fishing 

The effect of population size, age and reproductive status on sustainable 
fishing practices 

Sustainable fishing practices are those that use rnethods of catching fish that do not diminish the 
fish stock. for example, this can be done to establish the sustainabili ty of Atlantic cod. The 
n1aximu111 sustainable yield (MSY) of a stock represents the n1aximum average catch that a stock 
can sustain over a long period of titne. This catch corresponds to the optiinum balance betvveen the 
reproductive rate and gro,-vth rate of the stock and the deaths due to harvesting and natural 
1nortali ty. Typically, harvesting at MSY requires 1nuch lo-.ver fishi ng rates than occur in 1riany 
fishe1ies. 1[ fish were harvested at the MSY then fishing would be able to continue in a sustainable 
vvay. A gro,ving fish population is indicated by having a relatively larger number o[ younger fish, 
vvhereas a declining population would have a larger number of older fish. Such population age 
structures can, along vvith population size, indicate whether ftshing methods are sustainable or not. 

Calcularion of MSY requires good knowledge of the relationship 
berween the size of the stock and the number of juveniles 
produced each year. The natural variation in the nurnber of 
juveniles produced annually makes establishing this relationship 
clifficuk. Ir usually requires a very long series of data - at least 
20 years' \Vorth. Nevertheless, there are reliable methods that 
provide an adequate approximation to MSY. This method relies 
on the cooperation of the fishing community- because estimates 
of fish stocks rely on accurate measurement of age srructure. 

■ Figure D4.2.10 Atlant ic cod (Gadus morhua) 

Any operators vvho work outside the regulations and discard 
restricted fish ar sea before returning co port create skewed data 
that can lead to a miscalculation of stock size. 

♦ Soil erosion: process 
that occurs when the 
impact of water or wind 
detaches and removes soil 
particles, causing the soil 
to deteriorate. 

Factors affecting the sustainability 
of agriculture 
Hun1ans started to grovv food using agnculture around 10000 years ago. Today, it provides r.he 
1najority of food for human societies. 

Various physical factors can affect agriculture, such as: 

• precipitation: type, frequency. intensity, amount 
• temperature: gro\vi ng season (>6 °C), ground frozen (0 °C), range of ten1peratures 
• soil : fenility, nutrient status, strL1cture, texture, depth 

• pests: vermin, locusts, disease 
• location: slope gradient, relief, altitude, aspect (shady or sunny). 

Environmental impacts, such as pollution, habitat loss, reduction in biodiversity and soil erosion, 
determine \Vhe1her agriculture is sustainable or not. 

V-Then forests or other ecosystems are cleared for agriculture, soil is exposed and this can lead to 

soil erosion. Fertile soil can be considered a non-rene\vable resource because. once depleted, 
ir can take significant time to restore its fert ility. ln some cases it n1ay never recover. 
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♦ Leaching: the loss of 
water-soluble nutrients 
from the soil. 

♦ Agrochemical: 
a chemical used in 
agriculture, such as a 
pesticide or a fertilizer. 

♦ Carbon footprint: 
the amount of carbon 
dioxide released into the 
atmosphere because of 
the activities of a particular 
individual, organization 
or community. 

Soil erosion and degradation reduce the quality of soil. This 1nakes the amount or land available per 

person n1uch lo\.ver no,v than in the past, and therefore has a potential i1npact on food production. 

The exposure of soil can also lead r.o the leaching of nutrients from the soil. When it rains. minerals 

in the soil are \vashed a1~1ay and so are not available for plant gro\vth. For example, nitrates are 

essential for the synthesis of an1ino acids in plants, and thus loss of nitrates leads to a recluccton in 

protein synthesis and growth in plants. 

Fertilizers are added to soils to increase productivity. For exan1ple, nitrates and phosphates can be 
applied, ,vhich are used by plants to synthesize amino acids, DNA and other essential biological 

molecules. Ho,vever, the over-application of fertilizers can lead to eutrophication (see page 808). 
Fertilizers are an exa1nple of an agrochemical. Other chetnicals used to enhance crop yield are 

pesticides. These kill pests that either eat the crop (for exan1ple, insects) or compete with it (for 

exa111ple, weeds), reducing crop gro\vth. Targeted pesticides that are biodegradable (i.e. target 

specific pests and can break do\vn naturally) are used to minin1ize environmental dan1age. The 
use of non-biodegradable pesticides has a serious and deu·imental effect on food chains, leading 

to bion1agnitlcation (see page 810), where increased levels of toxins accumulate in the tissues of 

consumers in higher trophic levels. 

Another issue to consider is the distance that ag1icultural crops 

are transported. Transportation uses energy generated fro1n 

rossil fuels, 'vvhich adds to the amount of carbon dioxide in the 

atmosphere. This addition of carbon dioxide, a greenhouse gas, 

is leading to global vva1ming (see page 824). Ldeally. transport 

should be minimized so that the carbon footprint of the crop 

is reduced. The carbon footprint re(ers to the amoLJnt o[ carbon 

dioxide (and also methane, - CH) released into the atmosphere 

as a result o[ a particular activity. Gro'vving crops locally to 

where they are consumed minirnizes thei.r carbon footprint. 

■ Figure D4.2.11 Soil erosion on a farm after heavy rain 

The demand for L1nseasonal (oods (such as str~l\vberries in 

Europe during the winter months) has increased the global 

transport of food, which has increased the carbon footp rint of 

food. Consumption of seasonal crops, gro\,vn locally. 'vvill 

reduce the in1pact of agriculture on the environment. 

2 List the factors 
that affect the 
sustainability of 
agriculture. 

Eutrophication of aquatic and marine 
ecosystems due to leaching 
Eutrophication is the natural or artificial enrichment of a body of water, particularly \Vith respect 

to nitrates and phosphates. There are both natural and human causes of eurrophication. Natural 

effects include nutrients being added from decomposing biomass and run-off from areas surrounding 

the body of ,varer. Human causes include run-off or fertilizers or manure from agricultural land, 

domestic wasr.e water con raining phosphates from detergents. and non-treated sewage. Leaching of 

mineral nutrients from agricultural land inr.o rivers can also cause eutrophication. 

The addition of extra nutrients causes algae living in the ion-enriched water to multiply rapidly, 
causing an algal bloon1. Raised ~,acer temperatures in the sun1n1er months add to the algal gro-,vth 

rates. The process results in depletion of oxygen levels in the water. Run-off and leaching from 

agriculture can also end up in the sea, \vhere it can cause eutrophic.ation. 
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The chain of evencs leading to eutrophicacion can be sum1narized as follo,vs: 

• as t11ore nurriencs are added co the system, through leaching of nutrients from surrounding 
ground, the biomass of algae increases due to the availability of nutrients 

• the gro\vth of algae gives lower light penetration, causing under,vater plants to die and create 
more nutrients as they deco1npose 

• more nutrients leads to further growth o[ algae 
• the increased death of algae and undenvater plan rs leads to an increase in dead organic 

matter (DOM) 

• the increase in DOM leads to an increase in bacteria that 
feed on the dead biomass, causing it to decompose 

• bacterial respiration leads to increased 1300 (see below), 
which causes a lo,vered oxygen content of ,vater (hypoxia) 

• oxygen-dependent organisms, such as fish, die due to a lack 
of oxygen. The fish co111munity can become dominated by 
surface-dwelling coarse fish, such as roach and rudd. 

( • Common mistake 

■ Figure D4.2.12 Eutrophication in the 
ljssel River in the Netherlands 

In explanations for anoxic water following eutrophication, the 
involvement of bacteria is often omitted. Bacteria feed on 
dead plants and remove oxygen from the water, causing low 
oxygen conditions. This then leads to the death of animals in 
the ecosystem affected. 

3 Define the term 
eutrophication. 

♦ Biochemical oxygen 
demand (BOD): a 
measure of the amount of 
dissolved oxygen requi red 
to break down the 
organic material in a given 
volume of water through 
aerobic biological activity. 

further effects of eutrophication include: 

• net primary productivity is usually higher compared ,vith unpolluted water, and 111ay be 
indicated by extensive algal or bacterial blooms 

• diversity of primary producers changes and finally decreases; the do1ninant species change 
• the length of the food chain decreases as algae lock up the nutrients and block sunlight fron1 

reaching the riverbed 

• with less sunlight penetrating the \Yater, 1nacrophytes (submerged aquatic plants) disappear 
because they are unable to photosynthesize 

• as eutrophication proceeds, early algal bloo1ns give \Ya)' to cyanobacteria (blue-green algae) -
these are toxic to wild animals and humans 

• fish populations are adversely affected by reduced oxygen availability, and the fish co1111nu11icy 
becomes dominated by su1face-d\velling coarse fish, such as roach and rudd. 

Biochemical oxygen demand 
Biochemical oxygen demand (BOD) is a measure of the amount o[ dissolved oxygen required to 
break down the organic material in a given volume or \Vater through aerobic biological activity. BOD 
increases in water that has organic pollution, such as se\vage, or that has been nutrient-enriched by 
fertilizers (leading to eutrophication). Aerobic organisms use oxygen in respiration. vVhen there are 
111ore organisrns and faster respiration, rnore oxygen ,vill be used. Thus, the BOD at any point is 
affected by: 

• the number of aerobic organisms 

• their rate of res pi ration. 

BOD is an indirect method used to assess pollution levels in ,vater. The presence of an organic 
pollutant causes an increase in the population of organisms that feed on and break down the 
pollutant, such as bacteria. Organic pollution causes a high BOD. 
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ll Explain the 
relationship 
between BOD and 
eutrophication. 

!l Explain why 
eutrophication 
reduces the length 
of an aquatic 
food chain. 

♦ Pesticide: chemical 
that is used to control 
organisms that are a 
danger to crops or herds. 
♦ Bioaccumulation: 
the build-up of non
biodegradable or slowly 
biodegradable chemicals 
in the body. 
♦ Biomagnification: 
the process by which 
chemical substances 
become concentrated in 
the tissues of organ isms 
at hlgher trophic levels. 

Both chemical Lesting and indicator species can be used to test the quali ty of the \V<1ter. BOD can be 

measured direccly: 

1 Take a sample of\vater of measured volume. 

2 Measure the oxygen level using an oxygen probe. 

3 Place che sample in a di!rk place ac 20 °C for five days. (Lack of light prevencs phocosynthesis, 
1vhich ,voulcl release oxygen and give an artificially lo,v BOD.) 

4 After five days, remeasure the oxygen level. 

5 BOD is the difference between the nvo 111easuremencs. 

t • 

Pollution can change the abiotic factors within an ecosystem, which in turn impacts the 
biotic (living) components. These changes have a detrimental effect on the ecosystem. 

Biomagnification of pollutants 
in natural ecosystems 
The use of non-biodegradable toxins (such as DDT or mercury) can affect food chains, especially 
top predators. Increased concentrations occur because consu1ners [eed on a nun1ber of organisn1s, 

so accun1ulate the toxins present in all of them. Organisms higher up the food chain live longer an<l 
so have 111ore time to accumulate the toxin. Top carnivores are therefore at risk fro1n poisoning from 

rhe toxin. 

Wild plants and animals have evolved alongside Lheir predators and parasites, and most live in 
balance ,vith rhe111. ln contrast, cultivated crops and herds have been artificially selected to be 
especially productive and high-yielding. but typically have lin1ited resistance to local parasites and 
preclaLors. Crops grown as monocultures are especially prone to local predators. Pesticides are 
chemicals Lhat are used to control harmful organisms ,vhich are a danger to crops or herds. 
Pesticides have improved productivity in agriculture enonnously, but their use has generated 
proble111s in the environmenr. 

The revolution in the cben1i.cal control of insect pests came \vhen a particular subscance, kno,vn as 
dichlorodiphenyluichloroethane (DDT), ,vas lound to be a very effective insecticide (substance used 
to kill insects), causing rapid death even \vhen applied in lo,v concentrations. 

DDT is fat soluble and is selectively retained in the fatty tissues or ani 111als, rather than circulating 
in their blood to be excreted by the kidneys. Bioaccumulation refers to the build-up or non
biodegradable or s!o,vly biodegradable chemicals in the body. DDT is stored in fat tissues because lt 
is not recognized as a toxin and is not excreted. 

Ac; a result, at each sLage of the food chain, DDT becomes concencrated . The process by ,vhich 
chemical substances become concentrated in che tissues of organisms at higher trophic levels is 
called biomagnification - the result can be t.haL a top predator may have an accumulation ~hat 
is several thousand times greater than that of a primary producer. ln vertebrates, fish and birds, 
for example, DDT concentrations sometimes reached toxic levels (Figure D4.2.14). It began 10 be 
concentrated in top carnivores 1vith clevaslating consequences. 
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a food chain in w hich 
DDT was concentrated 

carnivorous fish ate the 
herbivores and were in 
turn eaten by the top 

carnivores 
l 

i 
herbivorous -----A 

invertebrates ate ; ~ :{ 
phytoplankton and l 

accumulated DDT 

DDT entered cells ----41,!!j'l''ifN"HI 
of phytoplankton Q 

l i 

6 Distinguish between b1oaccumulation and b1omagnificat1on. 

7 Analyse the steps by which pesticides, applied at apparently 
safe concentrations, may cause the death of organisms seemingly 
unrelated to the crops or herds for which the pesticides 
are designed. 

pyramid of biomass of the food chain, showing typical concentrations 
of DDT in ppm/organism 
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run-off from agricultural land carried very 
dilute solution of pesticides, e.g. DDT 

■ Figure D4.2-13 Biomagnification of DDT 
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( • Common mistake 
Do not confuse bioaccumulation with biomagnificat,on. Bioaccumulation ,s the build-up of toxins 
in the biomass (usually lipids) of organisms. Biomagnificat,on 1s the increasing concentration of the 
toxin per gram of biomass as the chemicals pass along the food chain. 

The causes and consequences of biomagnification 
Exa,nine the jollowingfigure (Figure D4.2.15). \/\l/1at do the data sho1,v you about the causes and consequences 

of bio1nag11ification? 
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■ Figure D4.2.14 Eggshell thickness studies in sparrowhawks 
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♦ Macroplastic: 
relatively large, easily 
visible plastic debris found 
especially in the marine 
environment (typically 
more than 5 mrn in size), 
such as bottles, plastic 
bags, rubbish and other 
materials that have not 
degraded. 
♦ Microplastic: 
extremely small pieces of 
plastic debris, less than 
5 mm in size, resu I ting 
from the breakdown of 
consumer products and 
industrial waste. 

f igure D4 2.15 shows the food ,veb for a sparrO\vhawl~. When DDT ,vas used as an insecticide, 

it ,vas probable that this pesticide would bioaccurnulate at each trophic level in the food chain 

~ 1here it ,vas used and biomagnify in the top carnivore. ln the eggshell thickness study of British 

sparro,vha,~1ks 1870- 1980 (Figure D4.2.15) more than 2000 clutches of eggs ,vere n1easured, each 

dot representing the 1nean shell thickness of a clutch (typically five eggs). 

Although DDT is not a nerve poison in birds and mammals, in breeding birds it does inhibit the 

deposition of calcium in che eggshell Affecced birds lay thin-shelled eggs chac crack easily. There 

\Vas a rapid decline in numbers of birds of prey in areas where DDT had become widely used in 

agriculture. V-lhen thic; harmful effect of DDT was discovered, this quality of chemical 'stability' 
\Vas renamed 'persiscence'. Once the ,vider effects of organochlorine pesticides on ,vildlife ,vere 

recognized, a ban \~'as imposed in economically developed countries. 

Effects of microplastic and macroplastic 
pollution of the oceans 

Plastics are used in an increasing number of disposable 

consun1er products. These plastics are persistent in the natural 
environment due to their non-biodegradability. Macroplastics 

are large debris that is easily visible, such as bottles, plastic 

bags, rubbish and other 1naterial that has not degraded 
(Figure D4.216). The physical and chemical breakdo,vn of 

macroplastic into s1naller, less-visible microplastic causes its 

O\Vn proble1ns. 

■ Figure D4.2.15 Plastic garbage 
contamination of the sea and beaches 

Figure D4.2.17 shows ho,v macroplascics enter the rnarine 

environment, and ,vhat happens to the1n subsequently. 

physical processes 

UV 

wave action ----.,.__,~...,.._ ......... ,. 
degradation to 
S!"aller particle 
sizes- more 
surface area to 
absorb POPs 

weathering, 
biofouling and 
sinking 

sink of plastic 
and chemicals in 
sediments (low 
bioavailabihty 
for microbes) 

chemicals 

floating plastics 
encounter POPs at 
con1aminant-nch 
surface m1crolayer 

♦ 

♦ 

.__ • ., • .,. • ..,.. ~ . ....... '---"._...._♦-" ♦-♦---.♦-----♦~♦----._,♦"1 

plastics absorb and • • t•+~• • • • • ♦ 
♦ 

•• 
• • • ♦ 

• • • • • ♦ • 

♦ • 

• • • 

concentrate • • • • 
chemicals dissolved • • j • • ♦ • 
m seawater ♦• • • • • • • :f •t . 
chemical additives 
leach from plastic; 
e!1uilibrate ,n water 
phase 

re-suspension of 
chemicals via 
plastic in sediment 

••• ♦ ♦ ♦ 
♦ •• 
♦ • 

• • • 
• • ♦ 

biota 

1nte1aaion a l water 
sU1face with algae 

food chain transfer 

ingestion of plastic; 
leaching .of additives 
to organisms 

input via wind 
and rivers 

♦ microplastic <5 mm 

• macroplastic >5 mm 

• chemical pollutant 

■ Figure D4.2.16 Sources of marine macroplastics and microplastics, and the various abiotic (physical and 
chemical) and biotic processes affecting them in the marine environment. POPs are persistent organic pollutants 
that are res istant to environmental degradation: they can therefore accumulate through food chains 
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8 Outline how 
micro- and 
macroplastics can 
affect food chains. 

t--1acroplastic and microplastic debris has accumulated in marine envtronrnenrs. Macroplastics can 
be confused ,viLh food by m.arine predators. There is evidence thac the degradation of marine plastics 
releases non-biodegradable contaminan[S that can bioaccumulate in the food chain. Once chemicals 

enter food chains, the top predators are often at extra risk because of the bion1agnification effects of 
some che1nicals. Studies of Southern fur seals have sho,~,n that seal scats (faeces) can contain plastic 
particles fro in the night-feeding myctophids (lantern fish), vvhich are active near the sea surface and 
\vhich are consumed by the seals. 

The impact of marine plastic debris on the Laysan albatross 
The Laysan albatross (Phoebastri.a irnnnitabilis) ranges across the North Pacific, ,vith 99.7°/o of the 
population breeding on the north-,veste111 Hawaiian Islands. They are large birds. with a \vingspan 
of about 2 m, and require great quantities of fish to survive. One island on \vhich rhey nest, Mid,vay 
Atoll, is in the North Pacific gyre, ,md large volumes of plastic are \.Vashed on to its beaches. Many 
birds accidentally eat plastic and other marine debris floating in the ocean, mistaking it for food. 
The problen1 is made \Vorse by the v-1ay in ,vhich the Laysan albatrosses catch fish : they catch squid 
and ocher seafood by ski mining the surface of the \Vater \vith their beak. By catching food in this \vay 
they also accidentally pick ,1p a lot of noating plastic, \vhich they then feed to their chicks. Chicks, 
unlike adu\[S, cannot regurgitate plastic that tbey ha\7e s,valJo,vecl, and so rhe plastic can fill their 

stomachs, potentially leading co starvation. 

The impact of marine plastics on sea turtles 
Plastic garbage banns and kills approximately 100 000 sea turtles and other marine anin1als each 
year. Sea turtles mistake plastic bags [or jelly fish (one of their favou1ite foods) and so eat them - the 

consequences of ingesting plastic can be fatal: if the plastic debris gets lodged in the 1nouth, the 
turtle can have problems feeding, eventually leading to starvation. 

... I '""'" ~+ nf. c::rionra 

Sc1ent1sts can influence the actions of citizens if they provide clear information about their research 
findings. Popular media coverage of the effects of plastic pollution on marine life has changed 
public perception globally, which has driven measures to address this problem. Groups such as 
The Ocean Cleanup (h•tps://theoc.eancleanup,co,n) have information about the extent of plastic 
pollution and strategies for reducing it. The following website lists many groups active in 
reducing plastic pollution and raising public awareness of the issues: 
flttps://inno11ations-oceans-sans-pTast1que.com/en/n90•from-a-z 

Restoration of natural processes 
in ecosystems by rewilding 
Chapter A4.2 discusses how different methods could be used to conserve species, habitats and 
ecosystems. One technique is re,vilding (see page 176). Re,vilcling airns to restore ecosystems and 
reverse declines in biodiversity by allo\ving ,vildlife and natural processes co reclaim areas no longer 
under human management. Re,vilding reinrroduces lost animal species to natural environmenrs, such 
as top (apex) predators rhat have asignificanc effect on ~he food 1veb and trophic levels in an ecosystem. 
Keystone species are also reintroduced, which are essential for the functioning of the ecosystem (see 
page 805) The establishment of connectivity of habitars over large areas, using corridors of habitat tha1 
connect different areas, allo,~rs for movement of animals between fragments and gives larger anin1als the 
area they need to feed and breed. Agriculture and other resource harvesting are no longer allo,ved and 
natural ecosystems are allowed to recover through ecological management. 
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Link 
The need for several 
approaches to 
conservation of 
biodiversity is covered 
in Chapter A4.2, 
page 174. 

♦ Succession: the 
orderly process of change 
over time in a community. 
♦ Pioneer community: 
the fi rst stage of an 
ecological succession 
that contains hardy 
species able to withstand 
difficult conditions. 

♦ Climax community: 
a community of 
organisms that is more 
or less stable and in 
equilibrium with natural 
environmental conditions 
such as climate. It 
is the end point of 
ecological succession. 

• 

The Hine\vai Reserve is an ecological restoration project on Banks Peninsula, Ne\,v Zealand 

(Figure D4.218). 

■ Figure D4.2.17 Otanerito Bay from Hinewai Reserve, Banks Peninsula, New Zealand 

Parts of the reserve \Vere cleared by human settlers, initially by Polynesian settlers (from about 700 

years ago) and then by European settlers (from around 1850 onwards) \,vho completed the clearance. 
The area covers 1250 hectares and is n1anaged to ensure the natural regeneration of native vegetation 
and wildlife. The ecological 1nanagement involves minin1al intervention, allowing succession to 
occur resulting in ecosystems (nearly all forest) similar to those that existed before forest clearance. 
Alien species are removed, such as exotic trees and vines, allo,ving the endemic flora and fauna to be 

re-established. 

ATL D4.2C 

Read more about the Hinewai Reserve in New Zealand here: www hinewai.org.nz 

Biologist Dr Hugh Wilson has been reforesting the Hinewai Reserve since 1987. Read more about 
him and his work here: https://brightvibes.com/2048/eo/meet-the-kiwi-whos-spent-over-30-years
reforesting-a-corner-of-new-zealand 

Produce a poster summarizing how communities and habitats in the reserve are being restored . 
Use your knowledge of stability of ecosystems to include detail of how the continuity of the 
ecosystem can be assured. 

Ecological succession and its causes 
All ecosyslems develop over time from the point of colonization of a pristine area to the maturation 
of a stable final community. Succession is the term for the orderly process of change over time in a 
community. Succession can be triggered by changes in both an abiotic environ111ent and in biotic 

factors. Changes in the comn1unity of organisms frequently cause changes in the physical 
environment, allo,ving another co1nmunity to becon1e established and eventually replace the former 
through competition. Often, but not inevitably, the later communities in such a sequence (or sere) 

are more complex than those that appear earlier. The first communities are called pioneer 

communities, \vhile the fin al stage of the succession is the climax community. T\,vo examples of 
succession, fron1 pioneer community to clin1ax com111unity, could be: 

• Succession in fresh\vater: 
aquatic plants (e.g. \Yater lilies) --+ reeds --+ low woodland species (e.g. ,villo,v) 

• Succession in an abandoned quarry: 
111osses and lichens --+ grasses and herbs--+ sh rubs (e.g. birch) --+ \,voodland 

Theme D: Continuity and change - Ecosystems 



Changes occurring during primary succession 

Primary succession 
The forn1ation of an ecosysten1 in an environment devoid of vegetation and lacking soil, for exa1nple 
bare rock, is called a xerosere (figure D4.2.19): 

Succession is the 
orderly process of 
change over time 

• pioneer species arrive (for example, lichens, mosses and bacteria) 
• as pioneers die, soil is created 
• ne"v species of plants arrive that need soil to survive - these displace pioneer species 

in a community. 
Succession can 

• growth of plants causes changes in the environment (factors such as light, \vind and moisture) 

be triggered by 
changes in both an 
abiotic environment 
and in biotic factors. 

• growth of roots enables soil to be retained; nutrients and water in the soil increase 
• nitrogen-fixing plants arrive, adding nitrates to the soil 
• soil depth increases further, allo,ving shrubs and other taller plants to an·ive 
• animal species arrive as species of plant they rely on become established 

a climax community is established. 

A xerosere = succession under dry, e)(posed conditions where water 
supply is an abiotic factor limiting growth of plants, at least initially. 

initial conditions--• pioneer plants -+ sequences of plant communities of plants of increasing size ----- climax community 

new land - ---- surface algae, ---+ small-rooted plants ---+ herbaceous (non-woody) - small shrubs - first trees -•woodland trees 
e.g. deposited in lichens, moss able to withstand plants - - - - - - -

1 
e.g. blackberry. e.g. birch e.g. oak, ash 

river delta, by a drought (xeromorphic e.g. grasses, hawthorn 
glacier retreating, by features) annual 'weed' plants 
wind-blown sand or 
by cooled volcanic 
lava 

mineral fragments 
and plant debris 
collect in cracks, 
forming first soil 

soil formation 
sequence 
on rock 

algae, cyanobacteria 
and simple rooted plants 
colonize, speeding the 
breakdown of rock 

rock eroded at 
cracks and fa ult 
lines by el\treme 
of temperature 

y 

diverted climax 
caused by - - - - - - - - - - ~ grassland 

browsing animals 
e.g. rabbits, deer. sheep 

lichens survive 
exposure 

This succession sequence is not a rigid ecological process, but an example of what may happen. It l s influenced by factors such as: 
a how quickly humus builds up and soil forms 
b rainfall or drought, and the natural drainage that occurs 
c invasions of the habitat by animals and seeds of plants. 

■ Figure 04.2.18 A primary succession on dry land - a xerosere 
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Inquiry 2: Collecting and processing data 

Processing data; interpreting results 

The table below shows a study of the vegetation of a 
system of developing sand dunes. Note how both the 
species diversity and physical parameters change as 
the dunes age. Analyse the data, then process the data 
through the following questions. 

Calculate the Simpson's reciprocal diversity indices 
(see Chapter A4.2, page 157) of the fore dune and 
semi-fixed dune (using a spreadsheet). Comment on 
the results. 

State which species are pioneers and which form the 
climax community. 

■ Figure D4.2.19 Sand dune community development - a student field study exercise 

Study of a sand dune succession ftom embryo state to fixed dune 

Site 1 Site 2 Site 3 Site 4 

Stage in succession Embryo dune Fore dune Semi-f ixed dune Fixed dune 

Number of pins dropped 220 220 220 220 

sea couch grass 169 9 0 0 

marram grass 1 123 19 0 

fescue grass 0 0 126 182 

spear-leaved orache 4 0 0 0 

prickly saltwort 2 0 0 0 

bindweed 1 44 0 0 

bird 's foot t refoil 0 0 6 

biting stonecrop 0 0 0 1 

buttercup 0 0 0 1 

cat's ear 0 0 5 2 

clover 0 0 0 68 

common stork's bill 0 0 0 11 

daisy 0 0 2 8 

dandelion (common) 0 0 5 1 

eyebrlght 0 0 0 4 

hawkbit 0 0 20 1 

ladies bedstraw 0 0 86 35 

medick 0 0 0 62 

mouse-ear chickweed 0 0 0 2 

ragwort Q 0 8 1 

restharrow 0 0 25 15 

ribwort plantain 0 0 0 37 
~ 

sand sedge 0 0 32 17 

stagshorn plantain 0 0 0 36 

tufted moss 0 0 0 119 

yellow clover 0 0 0 5 

Yorkshire fog 0 0 2 0 

wild thyme 0 0 0 82 

Total live hits 177 176 330 706 

Bare ground hits 48 68 6 0 

% bare ground 27 38 3 0 

soil moisture (%) 5.0 8.5 16.0 14.3 

soil density (g cm·3) 1.6 0 .9 0.6 0.5 

soil pH 8.0 7.5 7.0 7.0 

wind speed (m s·1) 10,0 9.3 2.4 1.3 
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ir," 
Net primary 
productivity and gross 
primary productivity 
are defined and 
discussed in Chapter 
C4.2, page 592. 

9 Distinguish 
between pioneer 
and climax 
communities in a 

. 
succession. 

(e Common 
mistake 
It is not enough to 
say that 'productivity 
increases through 
a succession'. 
GPP increases but 
NPP decreases as 
community respiration 
increases. 

10 Explain the 

interrelationship 
between abiotic 
and biotic 

factors during a 
. 

succession. 

Changes in energy, matter and complexity 
Both energy and n1atter change cl1rough a succession. Productivity changes through a succession in 
the follov,ring way: 

• 

ln pioneer communities, gross productivity is lo,v due to the initial conditions and the low 

de11sicy of producers. The proportion of energy lost through comn1unicy respiration is also 
relatively low. Net prin1ary productivity (NPP) is therefore high: the syste1n grows and 

biomass accumulates. 
Gross primary productivity increases due to the increase in biomass of the con1munity. 

Sunlight is available for all plants as there is little shading. 
In later stages there is an increased consumer comn1unity, ,vith increased levels of respiration, 

leading to a reduction in NPP. The rate of accumulation of biomass begins to slow. In cl.in1ax 

com1nunities gross productivity n1ay be bigb, but this is balanced by community respiration and 
so overall NPP may be lov,rer than earlier in the succession . 

rhe size of plants increases throu_gh a succession, and the complexity of food ,vebs also increases. 

Nutrients in itially come fro111 outSide the succession in the pioneer stages, but through the 

succession, ,vich increases in bion,ass, soil depth and complexity, nutrient cycling ,vithin the 

ecosystern becomes increasingly i1nportant. With increased complexity of the ecosysten1 dLtring 

the succession. there are increased opportunities for a variety of different niches and so species 

diversity increases. 

Nutrient availability changes from poor initial scores through co gradual accumulation of nutrients as 
bio1nass develops and soil !ertility increases, 

Going further 

A secondary succession occurs in an environment after an ecosystem has been 
disrupted or destroyed due to a disturbance that reduces the population of the original 
inhabitants. Soil already exists in this type of succession. Recolonization of woodland 
after fire is an example of secondary succession. 

Cyclical succession in ecosystems 
In some ecosystems there is a cycle ol con1munities rather than a single, unchanging climax 
community. for exan1ple, wood pasture cycles fron1 pasture to scrub to ,voodland and back 

to pasture. 

V-lood pasture may be defined as tree-land on .vhich fa1111 animals or deer are systematically grazed. 

\Vood pastures ,vere formed and maintained initially by large ,vild herbivores, although following 

the extinction o [ 1nany large 1nam1nalian species, livestock and deer are the grazers that maintain 

this ecosyste1n . The grazing regimes of ,vood pasture systems prevent the 1nass regeneration of trees, 

and the reduced co,n petition for light allows sufficient tree regeneration for replacen1ent of the tree 

population over time. Grazing prevents mass regeneration that would develop into high forest. 

Wood pascures are mosaic habitats valued for their trees. especially veteran and ancient uees, and 

the plants and anin1als that they support. Grazing animals (either domestic livestock or deer) are 

fundamental to the existence of chis ecosystem along 1vith tlo,vers provicling nectar sources and open 

grassland or heathland ground vegetation. 

D4.2 Stability and change 



"''t• !\•• Nature of science: Science as a shared endeavour •,~,, 

♦ Arrested succession 
(plagioclimax): an area 
where human activity has 
prevented the ecosystem 
developing a climax 
community. 

• • 

■ Figure D4.2.20 Old oak trees on a wood 
pasture in southern Transylvania, Romania 

Wood pastures are being studied in the 
Transylvania region of Romania, as well as in 
adjacent areas in other parts of Europe, such 
as Germany. This region contains the highe.st 
number of wood pastures from central and 
eastern Europe as well as from Romania, This 
example of international cooperation is giving 
scientists a better understanding of wood 
pastures, and how they can best be managed 
and conserved. 

Read more about this project here: 
https://transylvanian-wood-pastures.eu/e11 

Climax communities and arrested succession 
Given any specific environmental conditions, ecological succession tends to lead to a partic1.1lar type 

of climax com1nunity However, human influences can prevent this fron1 developing. 

Climatic and edaphic (soil) factors determine the nature of a climax community. Climax 

communities are more stable than earlier seral stages because: 

• they contain more complex food webs - this provides more stability because, if one organism 

becomes extinct, it can be replaced by another 

• negative feedback mechanisms lead to steady-state equilibrium 

• each stage in the succession helps co create a deeper and more nutrient-rich soil, so allo1ving 

larger plan rs to gro\v 

• a climax com1n unity is more productive, providing more energy to support consu1ners 

and decomposers 

• increased biomass leads co an increased number of niches, v,hich increases species and genetic 

diversity, resulting in greater stability. 

Disturbance can stop the process of succession so that the climax con1n1unity is not reached. 

Interrupted succession is known as arrested succession or plagioclimax. I-Iuman activi ty can have 
various effects on climax communities: 

• decrease in productivity through the removal of primary producers 

• reduction in producers, leading to reduced habitat clive1sity and fewer niches, which threatens 

more specialized species 

• deterioration in abiotic factors, leading to harsher conditions that fe1>,,er species can adapt to 

• species extinction, leading to shorter food \vebs 

• a less complex con1munity, leading to decreased stability. 

These activities divert the progression of succession to an alternative stable state so that the original 

clunax conununity is not reached . 
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Arrested succession: grazing by 
farm livestock 

■ Figure D4.2.21 Interrupting a succession: grazing prevents a 
climax community from forming and maintains heather moorland 

Large parts of the UK ,vere once covered by deciduous 
,voodland. Some heather ,vould have been present in the 
north, but relatively little. Fron1 1300-1500 (the Middle Ages) 
and onv,,ards, forests ,vere cleared to supply timber for fuel, 
housing, construction of ships (especially oak) and to clear 
land for agriculture. As a result, soil deteriorated and heather 

ca1ne to do1ninate the plant con1munity. Sheep grazing and 
associated burning has prevented the regro,vth of \Noodland by 

destroying young saplings (Figure D4.2.22). 

Controlled burning of heather also prevents the re
establishment of deciduous ,voodland. The heather is burned 
after 15 years, before it becomes n1ature. Tf the heather 
,natured, it would allow colonization of the area by other 
plants. The ash adds to the soil fertility and the new heather 
growth that results increases the productivity of the ecosystem. 

■ Figure D4.2.22 Drainage network establishment for peat 
extraction field, next to the natural peat bog wetland 

Arrested succession: drainage of wetlands 
Drainage of wetlands is another example of arrested succession. Wetlands include a variety of 
different ecosystems and are found across the v,,orld, including deltas and estuaries, mudflats, 
floodplains and peat bogs. Humans and wildlife have relied on ,vetlands for thousands of years. 
According to the Wildfowl and \A/etlands Trust (wv.,rr), approximately 87°1o of the ,vorld's ,vetlands 
,vere lost in the last 300 years, as hundreds of thousands of hectares of ,vetlands ,vere drained to 

provide land for housing and industry. 

In many areas, soils that formed as 1,vetlands have been drained for agricultural use, such as the 
drainage of more chan 1 million acres in South Florida for agriculture (sugarcane, vegetables and 
ocher crops). In other areas, wetlands are drained so chat peat can be extracted (Figure D4.2.23). 

04.2 Stability and change 

•· I ., 
Various factors can divert the progression of succession to an alternative stable state by modifying 
the ecosystem, such as the use of fire in an ecosystem, agriculture, grazing pressure or resource 
use (such as deforestation). This diversion may be more or less permanent depending upon the 
resilience of the ecosystem. 

1 What is the distinction between artificial and natural processes? 
" Over what timescales do things change in different biological systems? 



♦ Climate: a long-term 
average of the weather. 
over 20-30 years. 

♦ Climate change: 
a long-term change in 
global or regional cl irnate 
patterns, caused by 
natural or human factors, 
such as increased levels 
of atmospheric carbon 
dioxide produced by the 
use of fossil fuels. 

♦ Greenhouse effect: 
the heating caused 
by the atmosphere on 
Earth's surface because 
certain atmospheric gases 
absorb and emit infrared 
radiation. 

• 

Guiding questions 

• What are the drivers of cl imate change? 

• What are the impacts of climate change on ecosystems? 

This chapter covers the following syllabus cont ent: 
► D4.3.1 Anthropogen ic causes of climate change 
► D4.3.2 Positive feedback cycles in global warming 
► D4.3.3 Change from net carbon accumulation to net loss in boreal forests as an 

example of a tipping point 
► D4.3.4 Melt ing of landfast ice and sea ice as examples of polar habitat change 
► D4.3.5 Changes in ocean currents altering the timing and extent of nutrient upwelling 
► D4.3.6 Poleward and upslope range shifts of temperate species 
► D4.3.7 Threats to coral reefs as an example of potential ecosystem collapse 
► D4.3.8 Afforestation, forest regeneration and restoration of peat -forming wetlands as 

approaches to carbon sequestration 
► D4.3.9 Phenology as research into the timing of biological events (Hl only) 
► D4.3.10 Disruption to the synchrony of phenological events by climate change (HL only) 
► D4.3.11 Increases t o the number of insect life cycles within a year due to climate change 

(Hl only) 
► D4.3.12 Evolution as a consequence of climate change (HL only) 

Anthropogenic causes of climate change 
Climate is r.he long-tenn average o [ the weather, over 20-30 years, not year-Lo-year variations. 

Climate change is a long-Lenn change in global or regional climate patterns. caused by natural or 

hu,nan factors. Climate change since the mid- to late-twentieth century on,varcls is attributed 

primarily to the increased levels of atmospheric greenhouse gases produced by the use of fossil fuels 

and land-use change (the latter, i.e. deforestation and cattle, account for almost 40% of hisroric 

change). To understand rhe causes of cli1nate change, \Ve first need to understand the 

greenhouse effect. 

The greenhouse effect 
The radiant energy reaching the Earth from the Sun is mainly visible light with some ultraviolet and 
shorter-,vavelength infrared radiation (together tern1ed short\vave radiation). lt is this shortwave 

radiation that is largely trans1nitted through me atmosphere to directly warm up the sea and the 
land, although some is reflected by clouds before it reaches the surface. As the surface warms, the 

Earth itself radiates more infrared radiation at longer wavelengths back to,varcls space. Ho\vever, 

much of this heat does not escape from our annosphere. This radiation is absorbed by clouds and by 

gases in the atmosphere, which are warn1ed. In this respect, the atmosphere traps heat some\vhat 
like a greenhouse, ,vhich is \Vhy this phenomenon is called the greenhouse effect (Figure D4.3.l) . 
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♦ Greenhouse gas; a 
gas that contributes to 
the greenhouse effect 
by absorbing infrared 
radiation. 

D4.3 Climate change 

1-he atmosphere lets through much of the sunlight but absorbs 1nuch of the outgoing infrared 
radiation. We 1nust recognize that the greenhouse effect is very important to life on the Earth -
,vithout it, surface temperatures would be altogether too cold for life (see Chapter A2.l (HL only), 
page 34) 

reflected back 
t o space 

some infrared radiation passes 
t hrough atmosphere into space 

Sun 

infrared radiat ion 
emitted by Earth's surface 

incoming solar radiation (of ~ ____________ __ _____ -

ultraviolet. \ ~----- atmosphere 
visible light .• -· .--
and infrared) ,· _.,.. 

-----_,,.. 
/ 

✓ ,, 
, -' 

■ Figure D4.3.1 The greenhouse effect 

some infrared radiation 1s 
absorbed by greenhouse 
gases and re-emitted in all 
directions by the atmosphere 

atmosphere heated 
- raising Earth's 
temperature 

t \8. 

4.1 

The gases in the atmosphere that absorb infrared radiation are referred to as greenhouse gases. 

Carbon dioxide and water vapour are the most significant greenhouse gases. Other gases, including 
methane and nitrogen oxides, have less impact. 

The contribution of each gas to the greenhouse effect is largely a product of the properties of the 
gas and of how abundant it is at any time. For exan1ple, n1ethane is considerably more po,verful 
as a greenhouse gas than the san1e mass of carbon dioxide. Ho,vever, n1ethane is present in lower 
concentrations than carbon dioxide. Also, it is a relatively short-lived con1ponent of the atmosphere 
- ,vhen exposed to (sun)light, methane molecules are steadily oxidized to carbon dioxide and \'later. 

Table D4.3.l lists figures for the typical contributions of the chief greenhouse gases. 

■ Table D4.3.1 The di rect consequence of greenhouse gases to t he greenhouse effect 

Compound Approximate contribution to greenhouse ef fect / % 

water vapour (+ clouds) 36- 72 

carbon dioxide 9-26 

methane + nitrous oxide 4-9 

The long-tem1 1·ecords or changing levels of green house gases (and associated cli mate change) are 
based on evidence obtained from ice cores d1illed in the Antarctic and Greenland ice sheets. The ice 
there has formed from accu1nula1ion of layer upon layer of frozen snO\V, deposited and compacted 
over thousands of years. Gases from the surrounding atmosphere \vere trapped as the layers built 
up. Data on the composition of the bubbles of gas obtained frorn different layers of these cores 
from the Vostol< (East r\ ntarctic) lee Sheet provide a record of hO\\' the carbon dioxide and methane 
concentrations have varied over a period of 400000 yea1:s o( Earth's history. Similarly. va Liations in 
the concentration of oxygen isotopes from the same source indicate ho\v temperature bas changed 
during the san1e pe1iod (Figure D4.3.2) 
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■ Figure 0 4.3.2 Three types of data recovered f rom the Vostok 
ice cores over 400000 years o f Eart h history 
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1 Using data from Figure D4.3.3, estimate the length of interglacials (warm periods) and 
their frequency. 
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■ Figure 04.3.3 Atmospheric carbon d ioxide concentrations measured 
from Vostok ice cores and recent Mauna Loa data 

0 

Present day (2021) 
= 414.72 

2 Explain why the current concentration of carbon dioxide is different from those of 
previous warm periods. 

.. "' C ,anrf tre rlc 

From the graphs in Figures D4.3.2 and D4.3.3, we can see 
that the levels of atmospheric carbon dioxide have varied 
quite markedly. Note that many millions of years ago, 

prove that carbon dioxide in the atmosphere increases global 
temperatures, i.e., it is a causal link. The large changes in 
temperature over glacial cycles are initiated by predictable 
changes in the Earth's orbit around the Sun (Croll-Milankovitch 
Cycles). Resultant changes in ice cover and greenhouse gases, 
that respond to the temperature swings, amplify the changes 
in climate over this period. However, current carbon dioxide 
concentrations are well above the natural variability in the 

there were periods in Earth's history when it was especially 
raised. However, Earth was a very different place then, with 
continental drift, volcanic emissions and weathering of chalk 
and limestone playing a role over very long timescales. Despite 
variation, data from Antarct ic ice cores show a positive 
correlation between global temperatures and atmospheric 
carbon dfoxide concentrations over hundreds of thousands 
of years (Figure D4.3.2). However, th is correlation does not 

• 

last 800000 years, and other evidence shows that these 
changes are caused by human activitfes that are driving current 
climate change . 

Theme D: Continuity and change - Ecosystems 
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The greenhouse 
effect is a natural 
phenomenon but 
there has been an 
anthropogenic increase 
in carbon dioxide 
concentrations that is 
positively correlated 
with global warming. 
Most climate scientists 
accept that there is a 
causal link between 
increased greenhouse 
gas emissions due to 
human activities and 
cl imate change. 

~ink 
Analysis of the 
Keeling curve is 
covered in Chapter 
C4.2, page 599. 

l n June 2022, carbon dioxide \,Vas present in the at1nosphere at a concentration varying between 
413 and 422 parts per 111illion (ppm) (see Figure C4.2.19, page 600) We 1night expect the amount of 
atmospheric carbon dioxide to be maintained by a balance benveen the f1Xation of this gas during 
photosynthesis and release o [ carbon dioxide into the at1nosphere by respiration, combustion and 
decay by 1nicro-organis1ns - an interrelationship illustrated in the carbon cycle (Figure C4.2.16, 

page 595). ln £act, photosynthesis does withdraw al1nost as much carbon dioxide during daylight 
hours as is released into the air by all the other processes (including hu1nan-caused factors), day and 
night - but not quite as 1nuch. As a result, the level of atmospheric carbon dioxide is no\,v 1isin.g 
(Figure D4.3.3) as sho\,vn by the Keeling curve (a daily 111easure of global ar1nospheric carbon dioxide 
concentration) in Figure C4.2.18, page 599. 

(oroK 
The discussions around climate change have become quite political and might, for some, seem 
an odd inclusion in a biology textbook. However, just because a topic is political does not mean 
that it is beyond the scope of science. Political claims about the world must be consistent with 
how the world actually is, which is best determined through the methods developed by the 
scientific community over hundreds of years. Scienti fic findings that are politically inconvenient do 
not necessary mean they are untrue. Furthermore, just because there might be disagreement at 
the political level over certain claims about climate change does not mean that there is genuine 
disagreement within the scientific community about those claims. 

Tool 2: Technology 

Generating data from models and simulations 

How can models be used to predict future climate 
change? Access the following site: 
https://scied.ucar.edu/interactive/simple-climate•model 

the emission rate you have selected. The graph also 
shows the carbon emissions - these will level off at the 
rate you have set. 

Repeat the exercise at a range of different emissions 
rates. Plot a graph of emissions rate against 
temperature increase between the current date and 
2100. In 2021, global energy-related carbon dioxide 
emissions were 31.5 Gt according to the International 
Energy Agency's 2021 Global Energy Review. 
Extrapolate, using your graph, to estimate the increase 
in temperature if this rate of emissions is maintained. 

The model explores how the rate of carbon dioxide 
emissions affects the amount of carbon dioxide in the 
atmosphere and, consequently, the Earth's temperature. 

Select an emissions rate for carbon dioxide using the 
sliding scale. Press 'play' - the simulation will show 
increases in carbon dioxide and temperature linked to 

ATL D4.JA 

A novel way of showing increasing global temperatures 
was developed by Professor Ed Hawkins at the University of 
Reading in 2018. Read about his initiative here: 
www.reading.ac.uk/planet /cl imate-resources/climate•stripes 

The graphic does not use words, graphs or numbers, just 
a series of vertical, coloured bars. What is the advantage 

D4.3 Climate change 

of this approach compared to more traditional methods of 
showing data? 

Create a presentation or display for your school or college 
using the climate stripes. Perhaps you could create a mural 
using the climate stripes as a theme, using recycled waste 
material? Put your display in a prominent area that is 
commonly used in the school, to raise awareness about the 
issue of climate change. 



♦ Global warming: 
an increase in the global 
average tern peratu re of 
the Earth's surface and 
atmosphere. 

Human activities 
are increasing the 
greenhouse gases 
in the atmosphere, 
such as carbon 
dioxide and 
methane. This has 
led to the enhanced 
greenhouse effect 
and climate change. 

An enhanced greenhouse effect resulting in global warming 
The increase in greenhouse gases such as carbon dioxide and methane have anthropogenic causes 
(i.e. are caused by hun1ans) and has resulted in an enhanced greenhouse effect. This has resulted in 

the global temperature increasing - a process known as global warming. 

Carbon dioxide 

The enhanced greenhouse effect is due to the build-up of certain greenhouse gases because of 

hu111an activity. Carbon dioxide levels have risen fron1 about 315ppm in 1950 to approxin1ately 

418ppn1 in 2022, and could reach 600 ppn1 by 2050 depending on policy decisions by govem n1ents. 
The increase is due to hun1an activities, particularly the bun1ing of fossil fuels (coal, oil and natural 

gas), deforestation and agricultural e111issions. 

Since the advent of industrial revolutions (the past 200 years or so), there has been a sharp and 
accelerating rise in the level of this greenhouse gas. TI,is is 111ainly attributed to the burning of coal 
and oil ; these ' fossil fuels' \Vere n,ostly laid dO\Vll in the Carbonirerous Period. 1\s a result, we are 
now adding to our atmosphere carbon that had been locked away for about 350 million years. This is 
an entirely ne,v development in geological history. 

Deforestation of the tropical rainforests has a double impact - not only does it increase atmospheric 

carbon dioxide levels. it also removes the trees that convert carbon dioxide into glucose, producing 

oxygen as a by-product. Deforestation accounts for about 12-15°,{;, of global carbon dioxide 

e1nissions, with emissions coming from the burning of trees. The resulting graph of increasing 

carbon dioxide concentrations (see Figure D4.3.3 and Figure C4.2.18, page 599) is a key piece of 

evidence for anthropogenic changes to the global carbon budget. 

■ Table 04.3.2 Changing levels of atmospheric carbon dioxide - recorded and predicted 

Time period CO
2 

levels/ppm 

pre-Industrial Revolut ion level (before 1850} 280 (+ 10) 

by mid 1970s 330 

by 1990 360 

by 2007 380 

by 2013 400 

by 2050 (if current rate of anthropogenic emission is maintained) 600 

ATL 04.38 

Will higher carbon dioxide levels boost plant productivity? If so, what impact will t his have on 
ecosystems and the atmosphere? 

ht tps'. // a I II an c ef o rs,i en c.e, curn e 11. ed u/1.i I og/2018/04/wl 11-r isl n g-,ar bun-di ox itle-levels-real I y • bous t • 
plant-gt owth 

Discuss the issues with me1T1bers of your class. The outcomes may be more complex than first 
appear and depend on the type of photosynthesis carried out by plants (see Going further). 

Going further 

Plants can be categorized based on the way they photosynthesize. Most plants are 
C3 plants because their first photosynthetic product is a three-carbon compound. 
Examples of C3 plants include barley, oats, potato, rice and wheat, which are 
commonly grown in temperate regions. On the other hand, C4 plants produce a four
carbon compound as their first photosynthetic product. Examples of C4 plants are 
common grass crops of tropical regions, such as maize, millet , sorghum and sugarcane. 

Theme D: Continuity and change - Ecosystems 



3 Distinguish 
between the 
greenhouse effect 
and the enhanced 
greenhouse effect. 

D4.3 Climate change 

Methane 

Methane (Cl-1
1
) is the second-largest contribu i-or to global \Varming and is increasing at a rare or 

between 0.5 and 20,1> per annum. Cattle alone release between 65 and 85 million tonnes of methane 

per year. Natural \.Vetlands and paddy fields are another i1nportant source - paddy fields en1it up to 
150 million tonnes of methane annually. As global \varm.ing increases, bogs trapped in permaErosc 
,vill tha,v and could release vast quantities of n1ethane (see pages 596 and 828). 

(e Common mistake 
The greenhouse effect and global warming are often considered to be the same. They are hot, but 
they are related. The greenhouse effect is a natural process that traps some outgoing longwave 
(infrared) radiation and enables life on Earth. The enhanced greenhouse ef fect is the process in 
which human activities have led to an increase in the amount of greenhouse gases in the 
atmosphere, and an increased trapping of infrared radiation by these greenhouse gases, leading to 
an increase in global surface temperatures, 1.e. global warming. 

Positive feedback cycles in global warming 
There are many examples or feedback fn the process of global \varming. Positive feedback 
1nechanisms involve, for exa1nple, increasing temperatures, rha\.ving permafrost and the release of 
methane. As n1ethane is a greenhouse gas, it has the potential to increase ten1peratures, thereby 
reinforcing the rise in te111perature. 

Methane feedback 
Around one-quarter of the Earth's surface is affected by continuous or sporadic permafrost, including 
rundra, polar and mountain regions. Globally, permafrost covers 23 1nillion square kilometres 
(1nostly i.n the Earth's northern he111isphere). le for1ned du1i ng past cold glacial periods and has 
persisted rhrough ,varmer interglacial periods, including the Holocene (the last 10000 years). 

Reports indicate that 1nethane-storing permafrost is no,v shrinking at an alarn1ing rate. According 
to scientists at NASA, temperatures in Ne,vtok, Alaska, have risen by 4 °C since the 1960s, and by 
as n1uch as 10°C in winter 1nonths. The effects of pern1afrost tha1ving are potencialiy 111agniJ1ed over 
time by positive feedback loops. 

1 As the atn1osphere \var 111s, more permafrost is expected to tba,v. 

2 This will release large an1ounts of n1ethane (son1e researchers estin1ate that the volume of 
rhis gas stored in permafrost equates to more than double rhe amoun1 or carbon currently in 
the atmosphere). 

3 The atmosphere vvill warm up even more quickly. 

4 This 1vill cause (i.e. feedback) even more methane to be released by more melcing pennafrost. 

Chn1ate-related drying of ,vetlands ,vould increase emissions of 1nethane and carbon d.io)s.ide in 
peatlands rhat have been deposited over millions of years and would increase the porenrial for peat 
fires, \Vhich are difficult to extinguish. 

Research has sho1vn that increased mean global temperatures increases the rate or decomposition. 
l[ hun1iclity ren1ains stable, an increase of the aunospheric temperature of 1 °C leads to an increase in 
the rate of decomposition of up to 10°k.l , according to a 2019 paper on the effects of climate change 
on decomposition process in the Andean Paramo ecosystem. In terms of pear, decomposition 
races i11crease, v,hich leads co increased production of methane and carbon dio)s.ide, \vhich in rurn 
increases the global remperarure - another example of posicive feedback. 



♦ Albedo: the fraction 
of solar radiation reflected 
by a surface or object, 
often expressed as a 
percentage. 

• 

Terrestrial and marine carbon feedback 
Figure D~·.3.4 shov1s another positive feedback n1odeJ . Here, con1b1ned terrestrial and marine 
feedback Loops are shown which both result from. and accelerate further, global temperature rises. 

The elements of this model include: 
increasing water vapour in tl1e atmosphere; because water vapour is also a greenhouse gas, this 
could lead to further temperature rises 
terrestrial pern1afrost thawing and 1nethane release 

• a reduction in seav.rater's ability to absorb surplus carbon dioxide from the atmosphere: ,,varmer 
water is less effective at absorbing carbon dioxide than colder ,vater. and so may begin to release, 
rather than absorb, carbon dioxide fron1 deep ocean ,vaters if temperatures continue to 1ise. 
Ho,vever, life in the oceans absorbs n1ore carbon dioxide and so the overall outcon1e is not 

so clear. 

Start: More CO2 from 
human activity 

acts as a greenhouse gas 

More 
g1eenhouse 

gases 

More CO2, water vapour , 
clouds and CH~ in 

CO2 and CH4 
back into 

atmosphere 

the atmosphere 

Water goes 
back into 

atmosphere 

CO2 back 
into atmosphere 

Warms the 
tundra 

· Warming turfdra 
emits C0 1 
and CH,1• 

'Water evaf)orates 
I iom the O(ean 

.surface 

More energy 
for evaporation 

Warm water 
less able to 

dissolve CO2 

Warms the 
oceans 

■ Figure D4.3.4 A system d iagram showing how interrelations betw een climate 
change, water flows and carbon flows could creat e positive f eedback loops 

Carborl dioxide dissolved in the surface of the ocean can be transferred to the deep ocean in 
areas ,vhere cold, dense surface waters sink. This dowr,-,velling carries carbon 1nolecules 10 great 
depths where they may remain for centuries. Carbon is also carried to the floor of the ocean in the 
bodies of SLTJall organisms. Ocean phytoplankton absorb carbon dioxide through photosynthesis. 
These organisms form the bottom of the marine food web, and they live in the oceans' surface layer 
'A1here sunlight penetrates. Phytoplankton are consumed by other marine organisn1s and carbon 
is subsequently transferred along food chains by fish and larger sea animals as they consuine one 
another. Organic carbon n1ay eventually be transferred to the deep ocean when dead organisms 
sink to,vards the ocean Ooor. Increasing te111peratures in the deep ocean releases carbon dioxide 
through decreased solubility of carbon dioxide and increased decomposition of dead organis1TJS on 
the ocean noor. 

Increased temperature through global ,~1arming 1nelcs more of tbe ice in polar ice caps, glaciers and 
sea ice (Figures 04.3.5 and 0 4.3 .6). leacling to a decrease in the Earth's reflecdviry (albedo). 

Thus the Earth absorbs more of the Sun's en«:>rgy. which makes the remperarure increase even 1nore, 
melting more ice . 

Theme D: Continuity and change - Ecosystems 



(e Common 
mistake 

The \,vord 'positive' 

usually means 

something that is good 

or useful. In terms of 

feedback, the word 

'positive' does not 

mean that the feedback 

loop has a constructive 

effect on the 

environment. Positive 

feedback increases 

change in a system, 

moving it further away 

from steady-state 

equilibrium. 

04.3 Climate change 

■ Figure D4.3.5 Arctic ice melting, leading to positive feedback through decreased planetary albedo 

Increase i 
temperature 

■ Figure D4.3.6 Positive feedback in global warming 

Droughts and forest fires 
A further example of positive feedback linked to climate change is the increased incidence of 

droughts and forest fires. With increased global temperatures, there is greater chance that droughts 
,vill occur and, subsequently, increase the chance of fire. Combustion of vegetation releases carbon 

dioxide into the atmosphere, ,vhich increases global warming still further. High temperatures, 

drought and high ,vinds in Europe in the summer of 2022 made fighting the higher numbers of 

\.vildfires in France, Portugal, Spain and Greece difficult. These fires released large quantities of 

carbon dioxide into the atmosphere and removed important carbon sinks. 

Change from net carbon accumulation 
to net loss in boreal forests as an 
example of a tipping point 
Boreal (coniferous) forests (also kno\l1n as taiga) store more carbon than tropical rainforests globally 

because they are distributed across a greater area, including much of northern Russia and North 

An1erica. ln boreal forests and wetlands, frozen soils contain large reserves of carbon (in the £01111 of 

carbon con1pounds). 



4 Outline how 
posit1ve feedback 
mechanisms result 
in climate change. 

• • 

The Siberia lntegrated Regional Study (SIRS) ai1ns to investigate environ111ental change in Siberia 
(Figure D4.3.7) due to current global changes, and the potential i1npact on Earth system dynamics. 
The actual and projected consequences o[ global ,varming are ,vell docun,ented for Siberia. 
Temperatures have already increased, particularly du1ing the winter in Eastern Siberia (0.5 °C per 
decade), and the nu1nber o[ frost days and gro,ving season length have also increased (roughly one 
day per year). Decreased ,vinter sno,vfall has led to increased incidence of drought and reductions 
in pri1nary production in taiga. Future climate change threats include the shift of penna[rost 
boundaries north,vard, and dra1natic changes in land cover. 

According to SIRS, there are three main regional challenges that are very important for the global 
carbon cycle: 
• Permafrost degradation, especially its border shift, might form a significant carbon and methane 

source to the atmosphere (,vhile also seriously threatening human infrastructure). Climate-related 
drying ,vould alter methane en1issions in peatlands that have been deposited over millennia and 
,voulcl increase the potential for peat fires that cannot be extinguished. 

• Temperan1re and precipitation changes, ,vhich increase forest bro,vning and cause increases 
in the frequency and intensity of forest fires, thus significantly changing the carbon cycle of 
the region. 

• Shifts in ecosystem borders north,vards. The taiga zones (currently r,vo-rhircls of Siberia) ~1il1 
·1nove norm,vard and be reduced to 40% of the present area (figure D4.3.7). 

b 
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■ Figure 04.3.7 Vegetation over Siberia: a) 2009, and b) predicted for 2090 
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The southern borderline of taiga in Siberia will be niore affected by forest fires. ln this region, 
conditions favourable to fi re have becon1e unusually frequent during the past 20 years. Fire and the 
th,nving of pern1afrost are considered to be the principal n1echanisms that ,vill trigger vegetation 

changes across the Siberian landscape and lead to increased release of carbon into the atmosphere in 
the form of carbon dioxide . 
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Melting of landfast ice and sea ice 
as examples of polar habitat change 
The Arctic is a highly sensitive region - ice cover varies naturally according 
to the season. However, since 1979, the decline in the September Arctic sea 

ice is 12.6°/o per decade according to NASA, compared to its average extent 
during the pe1iod of 1981 to 2010. At this rate, there may be no i.c::e by 
the sumn1er of 2060. The associated Greenland ice is sin1ilarly in decline. 
Loss of sea ice has in1pacts for animals that use the ice to feed and breed. 
for exan1ple, the loss of sea ice habitat has affected ,valruses (Oclobenus 

rosmarus) in the Arctic. Walruses cannot swim continuously so use sea 

■ Figure D4.3.8 Adult female Atlant ic walrus 
(Odobenus rosmarus) and juvenile resting on 
pack ice, Svalbard Archipelago, Arctic Norway 

ice as a place for rest bet,veen dives to the sea floor \vhere they feed on 
clan1s and 1nussels. Sea ice floes are especially important for ,,.,alrus calves 
(Figure D4 3.8). 

♦ Landfast ice: sea 
ice that is 'fastened' 
(attached) to the 
coastline, to the sea 
floor along shoals or to 
grounded icebergs. 

♦ Upwelling: process 
where deep, cold water 
rises toward the surface 
of the ocean. 

D4.3 Climate change 

In Antarctica the picture is 1nore complex. According to NASA, Antarctica is losing approximately 
150 billion tonnes of ice 1nass a year clue to melting. Also, major sections of rhe Antarctic ice shelf 
have broken off. Mean,vhile, at ti1nes, the interior ice has beco1ne cooler and thicker, as circular 
\vinds around the land mass have prevented ,varmer air reaching the interior. Warmer seas may be 
eroding the ice from underneath, bur che UN's Intergovernmental Panel on Climate Change (IPCC) 
predicts rhat the Antarctic's contribution co rising sea levels will be small. 

Landfast ice is sea ice that is 'fastened' to the coastline, to the sea floor along shoals or to grounded 

icebergs. As temperatures increase, these areas of sea ice break away from their attachment 
('breakout'). ,l\s the planet ,varms through global ,varming, breakout of landfast ice is happening 

earlier in the year. Early breakout of landfast ice in the. Antarctic has implications for anin1als that live 
and breed in these regions, such as the emperor penguin (Aptenodytes forstcri) - the largest penguin 
on Earth. These penguins use landfast ice, such as that in the Weddell Sea, to live and breed, and so 

early melting of the sea ice leads to loss of their breeding grounds. Th15 could severely iinpact on the 
species' ongoing survival. 

Changes in ocean currents 
On a global scale, the oceanic conveyor belt (Figure D.4.3.9) transfers energy around, and links, 
the ,,.,odd's great oceans. Waters that f!o\v from the Equator are generally ,,.,arm, ,,.,here.as those that 
flo,v from the high latitudes are cold. At the Earth's poles, cold, salty water sinks and is replaced by 

surface water that is warmed in the tropics. Novi, with increasing ten1peratures at the poles, n1ore 
1nelting ice decreases ocean salinity, which then slO\VS the great ocean currents. Ocean currents 

convey heat energy from warmer to colder regions through their pattern of convection. Thus, for 
exan1ple, as the Gulf Strea1n (\vhich, to date, has kept temperatures in Europe relatively ,varn1er 
than in Canada) slo,vs down, 111ore heat is retained in the Gulf of Mexico. Here, hu1Ticanes get their 
energy fron1 ,varn1er ,vater, and they are becoming n1ore frequent and n1ore severe. 

Upwelling is a process \Vhere deep, cold \Vater rises tO'Nard the surface and it occurs in the north 
Pacific Ocean and the Indian Ocean (Figure D 4.3.9). Up,velling draws nutrients from the deep 
ocean co che surface, causing an increase in phytoplankton abundance, which in tum leads co an 
increase in zooplankton. So1ne marine ani1nals, such as whales, migrate to these areas of high 
pri1nary production. lf climate change affects the oceanic conveyor belt, and rhe ocean primary 
production decreases in these areas, there ,viii be a knock-on effect for marine food chains. 



The changes in ocean currents affect the availability of nutrients in the ocean. Warmer surface ,,.,ater 

can prevent nutrient upwelling to the surface, ,,.,hich decreases ocean primary production and energy 

flo\,v through 1uarine food chains. 

-

Cool subsurface flow 

Pacdic 
Ocean 

• 

■ Figure 04.3.9 The Earth's ocean currents 

♦ Upslope range 
shift: process where 
montane species move 
higher up the mountains 
in response to recent 

' temperature increases. 

Poleward and upslope range 
shifts of temperate species 
With increasing mean global te1nperatL1res, effects can be expected on the distribution of habitats, 

communities and ecosystems. 

Research has shown that the distributions of 1nany terrestrial organisms are currently shifting in 

latitude or elevation in response to changing climate. Range changes in elevation include species that 

n1ove upwards in n1ountain ranges as \van11ing conditions cause habitat ranges to shift higher. 
Species have zones of tolerance (page 345) and so need to shift higher, to colder areas, as Lhe areas 

they live in \Varro. As the conditions required by their niche change, so too does the distribution of 
the species. These shifting geographic distributions have been recorded in temperate species and 

correlated to anthropogenic temperature increases. Recent studies have examined the etlect of 
cli1nate change on tropical species. ln Papua Ne\,v Guinea, studies have shown that montane bird 

species (i.e species that live in mountainous regions) have moved higher in the mountains in which 

they live, a process known as upslope range shift. 

Data were collected from t,vo mountains in Papua Ne,v Guinea in 2012-13 -1v1t Karinlui and Karkar 

Island - and compared ,vith historical data fron1 the 1960s (Figure D4.3.10). On both n1ountains, bird 

species shifted their upper limits upslope significantly, on Mt Karimui by 113 m, and Karkar lslancl by 
152111. Upslope shifts also occurred at species' lo,ver limits on Mt Ka1imui by 95 m. 

The researchers found that few species were restricted to moncane elevations on Karkar Island, so 
upslope shifts in species' lower limits ,vere not statistically significant there. ln addition, the birds' 

upslope shifcs significantly outnumbered their downslope shifts in both mountains at the upper 
limits (]vie Karimui: 87 upslope, 36 downslope; Karkar Island: 17 upslope, 5 do,vnslope) and 

lo,,.,er limits (t-.1t Karitnui: 39 upslope, 14 downslope). 
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■ Figure D4.3.10 Graphs showing a) the changes in species' elevational limits for Mt Karimui upper elevational 
limits, b) Mt Karimui lower e levational limit s, and c) Karkar Island upper e levat ional limits. Changes in species' 
elevational limits between historical and modern resurveys are plotted against histo rical elevational limits measured 
in the 1960s. Points on the solid zero-change lines represent species w ith unchanged elevational limits 
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Can you find other examples of similar outcomes to those 
recorded in Papua New Guinea? What affect may upslope 
shifts in animal species have on biodiversity? What may 
happen to species adapted to high elevation w hen their 
niche requirements move further upslope? Apart from 
'global action' to reduce warming, are there 'local solutions' 
communit ies might t ry? Discuss your findings and thoughts 
w ith someone else in your class. 

These articles are a useful start ing point for your research 
and discussions: 
www.pnas.org/doi/10.1073lpnas.0809320106 

www. sciencedaily.i;om/rel eases/2009/01/090121091239 .h tm 

https://phys.orglnews/2022 04 lost golden•toad-heralfis 
rlimate,html 

www.eovironment.vic.gov.au/ data/assets/pdf file/ 
0018/3l355/Mount,1in Pygmy-possum Burrarnys parvus.pdt 

D4.3 Climate change 

The distribution of biomes is dependent on climate (page 354). Changes in patterns of rainfall 

associated with climate change, together \vith alterations in land and sea surface te111peratures, ~viii 
lead to shifts in the distribution o[ biomes. 

The global biome pattern can be expected to change. for example. in response to rising global 
n1ean surface ten1perature. Research has shown a range contraction and northward spread in North 

American tree species. One study san1pled 92 species in 43 000 plots across eastern North America. 
Latitudinal differences vvere compared with t\ventieth-century temperature change. More than half 

of the tree species sho\ved indications that their ranges \Vere shrin1.ing at both their northern and 

southern habitat boundaries. Slightly more species showed their ranges \Vere shifting just north, and 

only a few species indicated an increase at both north and south lin1its o[ their range. 

Another study in Quebec, Canada. used forest inventory data o [ 16 ten,perate species from 30 years. 

-rhis study also sho\ved that tree species' rariges had shifted preclon1\nantly nonh,vard, although the 

responses for cl i fferent species varied. The shi [cs in range \vere greater for u·ee saplings (0.34 k111 yr- 1) 

than for f ull-gro\vn rrees (0.13 kn, yr-1) , 

The data above are based on the following papers: 'Evidence for range contraction 
of eastern North American trees', from 96th ESA Annual Convention 2071, and 'Tree 

range expansion in eastern North America fails to keep pace with dimate warming 
at northern range limits ', from Global Change Biology, 23(8) pages 3292-3301. 
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Link 
Conditions required 
for cora l reef 
formation are covered 
in Chapter 84.1, 
page 353; mutualism 
between coral and 
zooxanthellae is 
in Chapter C4.1, 
page 567. 

L1nll 
A case study on 
the loss of the 
Great Barrier Reef 
is in Chapter A4.2, 
page 166. 

Threats to coral reefs as an example 
of potential ecosystem collapse 
Corals are colonies of small animals embedded in a calcium carbonate shell that they secrete. They 
form underwater structures, kno,vn as coral reefs, in wann, shallow ,vater ,,.,here sunlight penetrates. 

Specific 1nicroscopic photosynthetic algae (zooxanthellae) hve sheltered and protected in the cells of 

tropical corals. Coral reefs are the most diverse of ecosystems kno,,.,n and, although they cover less 

than 0.1°/o of the surface of rhe oceans, these reefs are hon1e to about 25% of all marine species. 

Jt 

■ Figure D4.3.11 Co ra l reefs - a crisis situation; t he photo on t he left shows healthy 
coral reef and, on t he right, bleached cora l as t he result of cl imate change 

(o Top ti!'' 
Climate change does not just affect individual species - it also affects the interactions between 
species, such as the mutualistic relationship between coral polyps and zooxanthellae. 

Increased release of carbon dioxide (see Table 04.3.2, page 824), ocean currents changing (see Figure 

04.3.9, page 830) and oceans absorbing more heat as greenhouse gases trap more heat, means 

that ocean temperatures are rising. The corals have a very sensitive range of tolerance: \Vhen under 

environmental stress (such as high \Vater temperature), the algae inside the coral are expelled, \vhich 

causes the coral to turn white (bleaching). Mass bleaching events occurred in the Great Barrier Reef 

in 1998, 2002, 2016, 2017 and 2020. Multiple bleaching events, or bleaching and other damage, kill 

the coral. 

The coral skeleton is made fro1n calcium carbonate in a process called calcification (see page 353). 

Increased carbon dioxide concentrations cause ocean acidification, however, and the suppression of 

calcification in corals. Once the coral has been lost, other species lose their niches and the coral reef 

loses its biodiversity. Today, coral reefs are dying all around the \.Vorld, and this loss of corals causes 

the collapse of reef ecosystems. The effects of thermal stress are likely to be exacerbated under future 
climate scenarios. 

Theme D: Continuity and change - Ecosystems 



♦ Afforestation: the 
establishment of forests in 
an area where there was 
no previous tree cover. 

(e Common 
mistake 
Do not confuse 
afforestation and 
reforestation. 
Af forestation is the 
addition of forests 
to land that did not 
originally have them; 
reforestation is the 
restoration of forests 
to lands where they 
once existed. 

04.3 Climate change 

Afforestation, forest regeneration and 
restoration of peat-forming wetlands as 
approaches to carbon sequestration 

Afforestation 
Afforestation involves planting trees in deforested areas or places that have never been forested. 
New trees act as carbon sinks and can therefore help with clin1ate change n1itigation. 

The UN-REDD Programme, launched in 2008, is the United Nations Collaborative Programme on 
Reducing Emissions from Deforestation and Forest Degradation in Developing Countries. UN-REDD 
provides incentives for developing countries co conserve their rainforests by placing a monetary value 
on forest conservation. This is an important example of successful global governance. UN-REDD 
stresses the role of conservation, the sustainable management of forests and the increase of forest 
carbon stocks. By 2020, the total funding had reached almost US$325 million, with contributions 
from Norvvay, the EU, Denmark, Spain, Japan, Luxembourg and S,,virzerland. 

China has the largest afforested area in the vvorld, with an average gain of 19370 kn12 of lorest per 
year. Bet,veen 2020 and 2025, China plans to plane 36 000 km2 of new lorest a year, ,vhich is more 

than the total area of Belgium. 

As ,veil as acting as carbon storage and helping the country offset carbon emissions, the tree-planting 
can1paign also aims to stop the spread of deserts (for example of the northern borders of China, 
adjacent to the Gobi Desert), stabilize ,vater resources, and provide local people ,vith sustainably sourced 
resources such as timber and other forest products, according to the World Forest Organisation. 

■ Figure D4.3.12 Farmers use machines to drill tree holes for afforestation activit ies during t he Spring 
Festival in northern China 



Agroforestry and forest regeneration 
Agroforestry combines ag1iculture ,vith forestry, allo\ving the 

fanner to continue cropping v,rhile using trees for animal food, 

fuel and building tin1ber: trees protect, shade and fertilize the 

soil, decreasing rates of decotnposition and related rates of 

respiration and increasing photosynthesis. Such practices 
i1nprove carbon sequestration in agricultural soils and 

above-ground bion1ass through a range of soil, crop and 

livestock n1anagen1ent practices, and protect existing carbon in 

the system by slowing decomposition of organic n1atter and 

reducing erosion. 

■ Figure D4.3.13 Hard tree ferns (Blechnum sp.) growing 
in burnt forest after 2019- 20 bushfires in Australia 

Forest regeneration is the process by \vh ich ne,v trees and 

forest species become established after forest trees have been 

harvested or have died fron, fire, insects or disease. In the 

same \vay that afforestation increases carbon sequestration, 

forest regeneration ensures that the storage of carbon in trees 

increases and, as a consequence, reduces carbon dioxide in the 

atn1osphere through the process of photosynthesis. 

♦ Carbon 

sequestration: the 
capture and storage of 
carbon dioxide from the 
atmosphere by physical or 
biological processes such 
as photosynthesis. 

5 Define the 
term carbon 
sequestration. 

6 Explain how 
afforestation can 
be used to mitigate 
the effects of 
climate change. 

♦ Photoperiod: the 
period of time each day 
during which an organism 
receives light, i.e. day 
length. 

Restoration of peat-forming wetlands 
In acidic and anaerobic conditions found in waterlogged soils, dead organic matter is not fully 

decomposed but accumulates as peat. The largest terrestrial carbon store is found in peatlands. 
Fro1n 1640 on,vards, large areas of \vetland, such as the East Anglian Fens in the UK, \Vere drained 

for farming, \vhich degraded the peat. No longer ,vaterlogged, the peat shrank, deco1nposed 
and became eroded by the ,vind, v,rhich increased the flux of carbon dioxide to the atmosphere. 

Restoring rich peatlancls that ,vere lost during agricultural develop1nent ,vould enhance the carbon 

sequestration of these \vetland ecosystems. Restoring these ,vetlands increases the land carbon store 

and decreases the atmospheric store. Degraded and drained peaclands emit n1ore than 2 gigatonnes 

of carbon dioxide (GtC) annually: through re\vetting of peaclands it is possible to restore carbon 

levels in peat soils chat have already been degraded. 

There is active scientific debate over whether plantations of non-native tree species or rewilding with 
native species offer the best approach to carbon sequestration. Peat formation occurs naturally fn 
waterlogged soils in temperate and boreal zones, and also very rapidly in some tropical ecosystems. 

Phenology as research into the 
timing of biological events 
The tin1ing of biological events that depend on seasonal cycles, such as Do\,vering, budburst and bud 

set, bird migration and nesting, can be affected by variables such as photoperiod (day length) and 

temperature patterns. 

Flo\.vering needs ro coincide \Vith the availability of pollinators, and so timing needs to be carefully 

controlled. Day length determines whether Dovvering occurs or not. Some species require long days 

(and short nights) co flower, whereas ochers need shorter days and longer nighcs. 
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Lihk 
The black-throated 
loon is discussed 
in more detail in 
Chapter A1.1, page 10. 

Many animals leave the area where the)' spend spring and sum1ner to escape the colder .vinter 
1nonths (Chapter B3.3, page 338). for example, the black-throated loon (Gavia a1ttica) migrates 
south to areas around the Black Sea and the Mediterranean Sea, and to north-east Atlantic coasts 
and the eastern and .veste1Tl Pacific Ocean. The bird returns to its breeding grounds in early April 
.vhen sea ice in those areas has melted . For birds to rest, te1n peratures rnust be v.rarm enough to 
allov1 a sufficient supply of food (or young, such as insects. 

♦ Phenology: research 
into the timing of 
seasonal or cycl ica I 
biological events, such as 
flowering, budburst and 
bud set, bird migration 
and nesting. 

The srucly of the timing of biological events is kno~rn as phenology. Research has sho,vn that 
increases in average global temperatures are affecting the timing of biological events. 

Disruption to the synchrony of 
phenological events by climate change 

■ Figure D4.3.14 Caribou (Rangifer 
tarandus) migrat ing in Alaska, USA 

Climate change can lead co a disruption of the synchrony of 
phenological events. Cerastiun1 arcticu,n (Arctic mouse-ear) 
is a shrub native co Greenland, northern Canada, Svalbard 
(Nor.vay) and western Siberia. Spring growth of this shrub 
is advancing (i.e. coming earlier in the year) due to clin1ate 

change. Warmer climate provides an increase in the length of 
the gro,ving season for the species, allowing the planes more 
time tor establishing, reproducing and spreading. 

Many migratory an i1nals, such as the caribou (Rang!(er 
larandus), also known as reindeer (Figure D4.3.l 4), track the 
gro.vth o[ spring vegetation during a synchronized spring 
migration. Studies have sho~rn that a co1nbination of sno\v 
and te1n pe11uure has a strong influence on autumn migratory 
1novements. Earher availability of ground vegetation can be 
expected to advance caribou migration. 

Inquiry 1: Exploring and designing 

Exploring 

This activit y will enable you to demonstrate 
independent thinking, initiative or insight. The 
following site includes a time-lapse image of patterns 
of migration of arctic animals, and includes a link to the 
Arctic Animal Movement Archive (AAMA): 
www.nasa.gov/feature/goddard/2020/arctic-animals
movement-patterns-are-shifting-in-different-ways-as
the-climate-changes 

Discuss in groups: 
1 What are some of the similarities and differences 

in the patterns of movement by each of the three 
animal groups represented on the map? 

2 Why do you think the animals were grouped in this 
way? Formulate a hypothesis, 

04.3 Climate change 

3 What differences are suggested in the future 
adaptability of their movements in response to 
climate change? State and explain your predictions 
using scientific understanding. 

4 Why do you think the technical information (data 
sets and sensors used) about individual studies is 
hidden behind a link (AAMA)? Who (mostly) are the 
people who have provided these data? 

5 How would you change this presentation to make its 
message more accessible to (a) an ecologist, and 
(b) a younger audience? 

6 Why do you think the National Aeronautics and 
Space Administration (NASA) has an interest in 
sharing this research? 



■ Figure D4.3.15 
Great tit (Parus major) 
with a caterpillar to 
feed to its young 

♦ Life cycle: the series 
of changes ,n the life of 
an organism, including 
reproduction. 

bark beetle 

~.,•.: ;w 
pupa 

The ti n1ing of reproduction for animals l1as consequences on the nu1nbers of offspring that ,vill 
survive and reproduce the1nselves (fitness). -rhe timing of breeding in insectivorous bird species 
(species that feed on insects), for exa1nple, needs co coincide ,vith an abundance of their food 
species. A study on great tits (Pan,t.S 1ncyor), published in 2006 in the journal Global Change Ecology, 

measured insect biotnass over a 20-year period. The researchers showed that the annual peak date in 
biomass correlated ,virh temperatures from 8 March to 17 May. Egg-laying dates also correlate with 
temperatures, but over an earlier period (16 March- 20 April). The food peak also correlates ,vith 
these temperatures. -rhe major difference is that due to climate change, vvith the synchrony be~veen 
offspring needs and the caterpillar biomass, this cycle ,vas disrupted in the recent ,varm decades. 
This study indicates that changes in phenology may have severe consequences for both the nu1nber 
of fledglings as \vell as their fledging 1nass, ,vhich is affected by tl1is synchrony of insect biomass. 
Models \vere used for both the caterpillar bion,ass peak and for the great rit laying dates, in order 
to predict shifts in caterpillar and bird phenology bet\veen 2005- 2100, using a model of predicted 
global ,varming fron1 the !PCC. The model predicts that great tits will start breeding earlier and this 
is predicted to be at the sa111e time period as the earlier food peak. 

Increases to the number of insect life cycles 
within a year due to climate change 
Beetles (the order Coleoplera) are the most diverse and abundant group of insects on Earth. TI1ey 
inhabit every ecosystem except for the oceans. \i\lhile most beetles provide vital roles in ecosystem 
dynamics, some species have become pests. One group, the bark beetles, feed on tree plantarions, 
dan1aging and killing trees. There are more than 2000 species of bark beerles. 

eggs 

larva -

Several species of bark beetle attack spruce and pine forests. The great spruce bark 
beetle (Dendroctonus 1nic.a11s) 1s a non-native (alien) pest of spruce and pine trees in 
Europe, \vhile the Eurasian spruce bark beetle (lps typographus) is one o[ the n1ost 
destructive forest insects in Europe, where it has killed n1ore than 50 n1ilhon m I of 
Norway spruce (Pi.cea abies) since the 19•1·0s. 

lnsectspecies follo,v one of t\vO different cypes of life cycle. One life cycle 
has the development of nymphs fro1n eggs, follo\ved by instars Cintennediate 
develop1nental stages) and finally adults. Lnsects such as locusts and grasshoppers 
follo\V this life cycle. Other insects prodL1ce larvae from eggs (e.g. caterpillars) 
\vhich then [orm a pupa (where the developing organism is usually enclosed in 

■ Figure D4.3.16 Life cycle of a bark beetle 

a cocoon or protective covering). In the pupa, the organism undergoes internal 
changes (1netarnorphosis) ,vhere larval sn1Jctures are replaced by those ol the 
adult. Beetles follow the latter life cycle (see Figure D4.3.16) 

Lin~ 

The adaptations of 
phloem sieve tubes 
and companion cells 
for translocation 
of sap is covered 
in Chapter 83 .2, 
page 323. 

• 

Bark beetle females bore into the bark of the tree and runnel through lO the phloem \Vhere they lay 
eggs, underneath the bark layer (bark is the outer, protecrive layer of a cree). V.Then the larvae emerge, 
they feed on the sap of rbe phloem as well as the tissue itself. After pupation, ne,v aclulrs make ne,v 
holes through the bark as they emerge. 

Phloen1 transport sucrose and other organic co1npounds around me plant (see page 323). The larvae 
damage this tissue, \vhich ,veakens the tree and can lead to its death. Large areas of forest have been 
atlected by outbreaks of bark beetle (FiguTe D4.3.l 7). 

Insects are sensitive to temperature, have short lire cycles and are very rnobile. Changes in temperature 
due to cli rnate change therefore can be expected to affect their rate of development and geographical 
distribution. Warn,ing SL1n1mer and \Vinter temperatures have a major effect on beetle populations and 

Theme D: Continuity and change - Ecosystems 



■ Figure D4.3.17 Trees kil led by 
spruce bark beetle, Colorado, USA 

increase the chance of outbreaks across the USA and Europe. Temperatures also 
lead to range expansion in some species (for ex.ample, beetles spreading to ne\v 
areas as ten1peratures \~1arm). Climate change lnay increase the 1isk of bark beetle 
outbreaks, particularly in old forests in northern Europe. Research in Norvvay has 
shown that higher temperatures vvill favour the beetles and cause a transition from 
one to t\VO generations per year in northern latitudes. With t\VO generations per 
year, there \vill also be tvvo attack periods on spruce, one in the spring and one in 
July/August. The increased nu1nber o[ generations of beetles per year will mean that 
there vvill be a greater chance that the c1itical number of beetles needed to kill a tree 
\vill be reached. ln addition, a second generation of bark beetles can more easily kill 
trees, as fe\ver beetles are needed to ovenvhelm less-resistant trees. 

rn Top tir! 
Review your 
knowledge of evolution 
by natural selection 
before reading this 
section. 
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Which other pest 
species are being 
affected by climate 
change, and what 
impact is this having 
on the species on 
which they feed and 
reproduce? Research 
one species from your 
local area and produce 
a fact sheet about 
the organism and 
its impact Use your 
knowledge of biology 
to explain why the 
incidence of the pest is 
increasing and how it 
affects other species. 
What solutions are 
there to reduce the 
impact of the pest? 

D4.3 Climate change 

Evolution as a consequence of climate change 
We have seen hovv changes in the environment can lead to changes in the selective pressure on 
species, ultin1ately resulting in the evolution of new species. Can the changes caused by clin1ate 
change result in the evolution of nevv species? 

Evidence suggests that tawny owls (also kno\vn as the brown O\v], Strix aluco) in southern Finland 
are evolving because of milder 1vinters over many decades. The milder ,vi nters have resulted in less 
sno,v, and so birds \vith lighter feathers are at a selective disadvantage as they are n1ore visible to 
their prey and so catch less food. Research has sho\vn there has been an increase in dark bro\vn 
tawny ov.rls in a population that 1vas usually dominated by pale grey owls. Darker-coloured bro\vn 
ov.rls, ,vhich used to forn, only 30°,6 of the ta,vnyowl population in Finland, no\.v fo1111 50°/4. In years 
,vhen ,vinter ,veather is more severe, there is a higher 111ortali ty rate in the brO\vn owl population: 
this could be because brown owls are more visible to predators \.vhen there is thicksno,v cover. This 
research has provided the first evidence for a population evolving in response to climate change. 

To.- ti ! 
We have seen how industrialization led to the increase in the melanic form of the peppered moth 
(see page 784). Changes in the colour variants of tawny owls is another example of human-induced 
change to the environment affecting the fi tness of individuals within a population. In both cases. 
the colour variants are still within the same species but, given time, natural selection could lead to 
the evolution of new species. 

' 

■ Figure D4.3.18 
Tawny owls have two 
plumage colours, 
brown and grey 

, What are the impacts of climate change at each level of biological organization? 
What processes determine the distribution of organisms on Earth? 
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auxin (indoleacetic acid, IAA) 513, 513- 14 

actions of 515, 516 
movement and conLrol 514-15 

axons 468, 469 
B-lymphocytes (B-cells) 523, 524-8 

bacteria 50, 51 

ant ibiotic resistance 404, 534- 7 

cell structure 65-7 
comparison with viruses 89 

CRISPR sequences 644- 6 

gene expression 678- 80 
genetic transfer 118-20 

quorum sensing 452- 3 

Rhlzobium 566 
species concept 120, 162 

bacteriophage lambda 94-5, 96 

bacteriophages 29, 89, 90, 91, 92, 119 
determination of particle concentration 

95-6 
Hershey and Chase experiment 30- 1 

bait-and-socket joints 335, 336 

bark beetles, impact of climate change 836-7 
barnacles, competitive exclusion 569-71 

baroreceptors 506, 507 
base substitutions 638 

behavioural adaptations 376 

behavioural isolation 152 

belt t ransects 349 
Benedict's test 192 

Bengal tiger (Panthera tigris tigris) 178 

benign tumours 668 
b cells, pancreatic islets 762- 3 

b-sheets 213, 215 

bias 552 
bicuspid valve 316 
binary fission 118 

binomial system 105-6 

bioaccumulation 810, 813 
biochemical oxygen demand (BOD) 809-10 

biodiversity 156-7, 799 
conservat ion approaches 174- 8 
curre11t and past levels 160-1 

ecosystem loss 165-7 

international convent ions 178-9 
Simpson's reoprocal index 157- 9 

biodiversity crisis 168-73 

b1ofilms 453 
bioinforrnatics 118 

• 

biological species concept 106- 7 

bioluminescence 453 
biomagnification 808, 810-12, 813 

biomes 356-9 
influence of climate 354-5, 830- 1 

biot1C factors 341, 344, 579 
bivalents 656 

black-throated loon (Gavia arctica) 10, 1 I 

bladder 769 
blastocyst 257, 663, 718 

blood, t ransport of materials 495 

blood-clotting mechanism 520-1 
blood glucose regulation 466, 761-3 

diabetes 764-5 

blood groups 195- 6 

blood plas1na 312, 522, 772, 777 
blood pressure 297 

blood supply to organs. regulation of 777-8 
blowholes 339- 40 
blubber 11, 201, 339 

body te1nperature regulation 766-8 

Bohr shif t 2 94 
bone marrow 258 

boreal forest (taiga) 35 7 

carbon storage 827- 8 
bottorn-up control 576 

Bowman's capsule 769, 770, 771- 2 

box-and-whisker plots 746 
brachydactyly 742 

brain 487-9, 496-7, 498 

cerebellum 502 
hypothalamus 494, 504-5, 698, 710, 

766,775,776 
medulla oblongata 506, 507, 508 

respir a Lory centre 507, 508 
Brazil nut t ree (Berthol/etia excelsa} 805 
bread making 417 

brewing 417 
bronchi and bronchioles 276 
broomrape (Orobanche speoes) 584 

brown adipose tissue 767 
brush border 265- 6 
bulk transport 238- 9 

buoyancy 9, 11 
cacti 360 
calcium ions 

role in muscle contraction 329-30 

role 1n signalling 454 
Calvin, Melvin 448 

Calvin cycle 250, 445- 6 

cambium 309, 662 
camels 360 

camouflage 374 

cancer 
development of 668 
role of gene mutations 667 

types of 667 

capi llaries 296, 310- 12 
capillary action 8 

capillary tubes 8 

c.apsaicin 486- 7 

capsid 92 

capsomeres 92 

captive breeding programmes 177, 178 
capture mark- release- recapture method 

555-6 

carbohydrates 189 

monosaccharides 189- 91 
see a/so glucose 

polysaccharides 191-4 

see also cellulose; glycogen; starch 

as respiratory substrates 407, 424 
carbon, chemical properties 181 - 4 

carbon compounds, origin of 38-40 
carbon cycle 594-7 

carbon dioxide 
effect on oxygen dissociat ion curve 293, 

294 

as a greenhouse gas 821, 824 

Keeling curve 599- 601 
ocean acidification 353 

release during combustion 597- 8 

solubility in water 8 
use in photosynthesis 426, 427-8 

carbon dioxide, atmospheric 597- 601, 822- 4 

positive feedback cycles 826 
carbon dioxide concentration, effect on 

photosynthesis rate 436 

carbon dioxide enrichment experiments 438 

carbon fluxes 596-7, 601 
carbon footprints 808 
carbon sequestration 833-4 

carbon sinks and carbon sources 595- 6 

carbon storage, boreal forest (taiga) 827- 8 
carboxylic acids 184 

cardiac cycle 318-19 
cardiac muscle 268- 9, 315 
Caribbean monk seal (Neomonachus tropicalis) 

163-4 

carnivores 366 

carpel 703 
carriers 7 33 

carrying capacity 557, 558, 564-5 

carti lage 335 
Cas9 enzyme 644, 645, 646 

Casparian strip 306, 307, 310 

c.alaboflsm 382-3 
catalase 391- 3, 399- 401 
catalysts 380 

CCRS gene 639-40 

cell adaptations 
card iac and striated muscle fibres 268-70 

to increase surface area-to-volume ratio 
265- 6 

in lungs 266-7 
sperm and egg cells 271-2 

cell-adhesion molecules (CAMs) 243 

Cel!Cams 56 
cell-cell recognition 195 

Biology for the 18 Diploma Programme 



cell cycle 256. 664 

control of 665-7 

in terphase 665 

cell d ifferentiation 85- 6 

cell d ivision 252, 648 

condensation and rnovemen t of 
chromosomes 652-3 

cytokines1s 649-50 

in terphase 651 

rneiosis 656- 8 

mitosis 653-6 

roles of mitosis and meiosis 650-1 

cell Junctions 243 

cell membrane see plasma membrane 

cell proliferation 663-4 

cell respiration see respirat ion 

cells 36, 49 

animal and plant 63-5 

common features 37 

microscopic examination 52-6 

origin of 37 

cell size 51, 260- 2 

calculation of 58 

measurement 54-5 

surface area-to-volume ratios 262-4 

cell structure 63 

atypical st ructures 78- 9 

drawmg annotated diagrams 80-2 

eukaryotic cells 67-73 

fungi 77 

organelles not found in animal cells 76-7 

organelles not found 1n plant cells 75-6 

prokaryot ic cells 65-7 

cell theory 50 

cellulose 8, 64, 77, 193- 4 

cell ultrastructure 60 

cell walls 64, 77, 689 

bacteria 67 

central dogma 42, 100 

central nervous system (CNS) 467, 468, 
487- 9,496- 9, 504- 5 

see also brain 

central tendency, measures of 745, 794 

centrifugc:!tion 245 

centrioles 51 , 68, 75,653, 654 

centromeres 22, 110, 11 1, 651 

cent rosome 75 

cerebellum 502 

cerebral hemispheres 487-8, 498 

cervt)( 697 

channel proteins 229, 234 

Chargaff, Erw in 31, 33 

Chase, Martha 29-3 1 

checkpoinLS 665-6 

chemical defences 375 

chemical signalling 450-2 

in animals 453-4 

cellular response 458- 9 

intracellular receptors 456, 457-8, 464 

ligand-receptor interaction 4 58 

Index 

local and long-distance 455- 6 

quorum sensing 452- 3 

regulation 465-6 

signal transduction 4 58 

transmernbrane receptors 456- 7, 459- 64 

see also hormones; neurotransmitters 

chemiosmos1s 421-2, 442 

chemoautotrophs 368, 585 

chemoreceprors 506- 7 

chemosynthesis 47, 368, 369 

chiasmata (singular:chiasma) 656, 660 

recombinants 753 

chilclbed fever (puerperal septicaemia) 519 

childbirth 723 

chi-squared (c1) tes1 572- 4, 757 9 

chitin 77, 334 

Chlamydomonas 50, 51 

Ch/ore/la 74 

chlorophyll 250, 425, 427 

absorption spectrum 431-2, 433 

action spectrum 432- 3 

pholoactlvation 440-1 

chloroplasts 51, 59, 64, 68, 76, 249-50 

DNA 84, 85 

endosymbiotic theory 83-5 

cholera 518 

cholesterol 203 

and atherosclerosis 301, 402 

and membrane f luidity 237- 8 

chromatids ·111 , 651 

chromatin 68, 652, 665 

chromatograms 429- 31 

chromatography 429- 31 

chromosome numbers 11 0, 120 

chromosome replication 111 

chromosomes 21-2, 68, 110-1 1, 725-6 

condensation and movement of 652- 3 

crossing over 656, 657, 660 

humans compared with chimpanzees 113 

karyotypes 111- 12 

nucleosome structure 26, 28-9 

random orientation 1n meiosis 660, 661 

cilia (singular: cilium) 76, 520 

circadian rhythms 502-3 

o rculatory systems 295, 313-14 

arteries 296- 8 

atherosclerosis 300 

capillaries 296 

human 315 

veins 296-7, 299 

cisternae 254 

otizen science 168 

cltrlc acid cycle see Krebs cycle 

cladistics 128- 9 

figwort family reclassif1Cat1on 135-6 

lfmitations 129-30 

sequence d ifferences 130 

cladograms 128, 129 

construction of 131-3 

interpre lation 133-4 

classes 126 

classification 104-6, 125- 7, 162 

artif1Cial 145 

cladistics 128- 36 

domains 137 

natural (phylogenet ic) 144 

of viruses 89, 90 

clathrln 255 

climate 820 

climate change 799. 820, 823 

boreal forest carbon storage 827-8 

carbon sequestration approaches 833- 4 

effect on coral reefs 832 

evolution as a consequence 837 

impact on insect life cycles 836- 7 

ocean current changes 829-30 

phenological effects 835-6 

polar Ke cover 829 

posi tive feedback cycles 825- 7 

upslope range shif ts 830-1 

climax communities 814,818 

climographs 354- 5 

closed circulation 314 

closed systems 5 79 

cocaine 484 

coding strand, DNA 616- 17 

codom1nance 736 

codons 17, 617, 620 

deduction of 632 

rnRNA 621 

coefficient of determination (R2) 474- 6 

coenzymes 413 

cohesion, water 5- 7, 303 

cohesion-tension theory 303 

collagen 219-20, 221 

collecting duets 769, 770 

water reabsorption 775-6 

colorimetry 232-3 

communities 164, 341, 562 

climax communities 814, 818 

interspecifK relationships 564-8 

intraspec1fic relationships 563- 4 

predator-prey relationships 574-5 

companion cells 323, 324 

comparative serology 131 - 2 

competltion 563, 564 

allelopathy 576- 7 

between endemic and invasive speoes 
568-9 

interspecif ic 569, 569-70 

1ntraspecific 783-4 

role in natural selection 782-3 

competitive exclusion 378- 9, 569- 71 

competitive inhibitors 398-401, 401 

complementary base pairing 23, 61 7 

tRNA and mRNA 619 

computer modelling 4, 101 

see also simulations 
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concentration gradients 275 

and transpiration 288 
condensation reactions 15-16, 18, 186-7, 

198. 207 
confirmation bias 4 
conjugated proteins 217-18 

conjugation 119 
Connell, Joseph 569-70 
consciousness 488-9 

conservation 

associated issues 180 
ex situ 177-8 

in situ 174- 7 

conserved sequences 24--5, 647 
consumers 366, 581, 586 

energy flow 589 

continuous variation 103, 743 
contractile vacuoles 688 

convergent evolut ion 145-6 

cooperation 563-4 
cooperative binding 292 
coral reefs 166-7, 353, 567-8, 832 

coronary arteries 315, 316 
coronary heart disease 300- 2, 724 
coronaviruses 91 

see also SARS-CoV-2 

corpus luteum 698, 699, 700, 715, 716, 719 
correlation 301-2, 474- 6 

cortical reaction 716 
cotransporters 242 
covalent bonds 3, 182 

COVID-19 14, 100, 539-40, 546, 547 

see also SARS-CoV-2 
crenal1on 688 

Crick, Francis 20, 23, 25- 6 

CRISPR sequences 644-6 
cristae 69, 248, 249 

crops 
land use 171-2 

polyploidy 154-5 

salt tolerance 347- 8 
selective breeding 143-4 

crossing over 656, 657, 660, 782 

recombinants 753 

cross-pollfnatlon 704-5 
cryogenic electron microscopy 61, 220-1 
cyanobactena 428 

cyclical metabollc pathways 397- 8 

cyclical succession 817 
cyclic AMP (cyclic adenosine monophosphate) 

461 

cyclic photophosphorylation 443 

cyclins 665-6 
cystic fibrosis 453 

cytol<ines 454 
cytokinesis 649-50, 654 

cytokmin 516 

cytoplasm 63 

cytosine 15-16 
cytoskeleton 72-3 

• 

Darwin, Charles 102, 128, 139, 141-2. 
780-1, 787 

databases 114,115, 116,792 

daughter cells 648 
Dawkins, Richard 793 
DDT (dichlorodiphenyltrichloroethane) 810-12 

decarboxyla tion 418 

decay 583-4 
decomposers 582- 3, 601 

deductive reasoning 51-2 

deforestation 170-1, 801-2, 824 
degeneracy, genetic code 620, 638 

degrees of freedom 759 

deletion mutations 637 
CCR5 gene 639-40 

denaturation of proteins 210. 387 

dendrites 467, 469 
dendrons 468, 469 
density 9 

water and ice 10 
density-dependent factors 557- 8, 575 
dentition 369-72 

depolarizat ion 479- 80 
deserts 359-60 

detrivores 583-4 
diabetes 764- 5 

diaphragm 276, 280-1 

diastole 317, 318- 19 
dichotomous keys 121-3 

diet 201 
amino acid requirements 208- 9 
and atherosclerosis 301 

lipid content 402 

relationship to dentition 369-72 
vegetarian 592 

differentiation 63 

diffusion 7, 2 2 5-6 
determinants of rate 274 

facilitated 229 

digital microscopy 82 
dihybrid crosses 748- 50 

in Drosophila 755- 6 

statistical tests 757- 9 

dimerisation 463 
diploid cells 110,650,651, 726 

dipterocarp forests 165- 6 

dlrect1onal selection 793, 794-5 
disaccharides 186, 187 

test for 192 
discontinuous variation 103 

diseases 172, 517- 19 
disruptive selection 793, 795 

distal convolu ted tubule (DCT) 770 

disulfide bridges (S-5 bridges} 215, 219 
divergent evolution 146 

division of labour 86 

dizygotic twins 677 
DNA (deoxyribonucleic acid) 14-15, 51 

base sequence stability 618 

coding and template strands 616-17 

cornparison with RNA 22 
complementary base pairing 23 

data storage capacity 23-4 

directionality 25, 27 
and evolution 140 

gel electrophoresis 606-8 

genetic code 17, 23, 24 
Hershey and Chase experiment 29- 31 

melhylation 673-4 

,n mitochondria and chloroplasts 84, 85 
non-coding sequences 626-7 

nucleosome structure 26, 28- 9 
polymerase chain reaction 605-6 
promoters 625-6 

purine to pyrimidine bonding 25- 6, 27 

DNA barcoding 124 
DNA hybridization 133 

DNA ligase 612, 613 
DNA polymerase 604, 613, 640 

direct ionality 611 

DNA polymerase Ill 611, 613 

DNA primers 606 
DNA profiling (genetic fingerprinting) 608-10 

DNA proofreading 614, 640, 641 

DNA replication 602- 3, 651 
enzyme functions 613 
helicase and DNA polymerase 604 

leading and lagging strands 611-13 

DNA structure 
base pairing 23, 31 

discovery of 20-1, 23, 25-6 

double helix 19 
nucleotides 15-16 

polynucleotides 16-17 
DNA viruses 88, 90-1 
domains 127, 137 

domestication of animals 142-3 
dominant alleles 728, 732 
dopamine 484 

double bonds 183- 4 

rn lipids 199-200 
double circulation 314, 315 

double helix, DNA 19 

Down syndrome 659 
Drosophila melanogaster (fru,t fly) 754-6 

droughts 827 
duckweed (Lemna species) 562 

early Earth, conditions on 34-5 
Earth Summit 179 

ecological species concept 107 

ecosystem loss 170 
dipterocarp forests 165-6 

Great Barrier Reef 166-7 

ecosystem restoration 176-7 
ecosystems 164, 579 

pollution 809-13 

rewilding 813- 14 
succession 814-1 9 

sunlight as energy source 579-80 
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ecosystem stability 798 
keystone species 805 
mesocosm investigations 802-4 
requirements for 799 
sustainabil ity 806-8 
tipping points 799-800 

EDGE species 179 
effector proteins 451, 452 
egg cells 261, 271-2 

epigenetic reprogramming 675 
fertilization 716-17 

electrochemfcal gradients 479 
electron carriers 413 
electron microscopy 59, 60-2, 80 

cryogenic 220-1 
drawing annotated diagrams 80-1 

electron transporl chain (ETC) 412, 420-1, 423 
electrophoresis 605, 606- 8 
embryonic stem cells 257 
embryo 256, 663, 721 
emergent properties 491 
empirical data 59 
enantiomers 206 
endangered species 177-8, 179 
endergonic reactions 396-7 
Endler, John 788-90 
endocrine glands 494 
endocrine sys Lem 493-5 

control of 504- 5 
see also hormones 

endocytosis 238-9, 255 
endodermis 306, 307, 310 
endometnum 697, 700 

endoplasmic reticulum 68, 70, 81, 254 
endoskeletons 334 
endosymbiotic theory, eukaryotic cells 83-5 

endothelins 297 
endothelium 296 
end-product inhibition 402- 3 
energy flow 580-1, 588, 589 
energy pyramids 586-8 
energy release 585 
energy sources 5 79- 80 
enhanced greenhouse effect 824 
enhancers 6 71 
enteric nervous system (ENS) 508- 9 
envelopes, viral 93 
environment 341 

effects on gene expression 674-5, 732 
enzyme inhibitors 398-9 

allosteric regulators 399-40'1 
competitive 4 O 1 

end-product inhibition 402-3 
mechanism-based inhibition 403- 4 

enzymes 9, 70, 380-1 

denaturation 387 
effect of pH 390-1 
effect of substrate concentration 391-3 
effect of tempera ture 387-9 

Index 

effect on activation energy 395 
immobilization techniques 386 
induced-fit binding 384-5 
intracellular and extracellular 396 
role in metabolism 381 
specificity 382, 384 
structure 383 

enzyme- substrate (ES) complex 383 
epidemiological studies 724 
epidemiology 542 
epidermis, plants 283, 284, 309, 310 
epididymis 712, 713, 714 
ep1genesis 6 7 2 
epigenetic inheritance 140, 674-6 
epigenetic tags 673-5 
epinephrine (adrenaline) 461- 3, 503- 4 
ep1phytes 376-7 

equilibrium 
ecosystems 799 
genetic 797 

error bars 686-7 
errors 549 
Escherichia coli 50, 51, 66- 7 
essential amino acids 208-9, 403 
ester bonds 198 
esters 184 
ethanol, production from pyruvate 416- 17 
ethical issues 

conservation 180 
diet 592 
experiments and research 410,411,497 
genetics 20-1, 646-7 
stem cells 258 

ethylene 466, 516 
eubacteria 137 
eukarya 137 
eukaryotlc cells 65 

autogenous theories 84 
endosymb1otic theory 83-5 
structure 67- 73 

eutrophication 804, 808- 9 
evaluation 40, 302 
evolution 37, 41, 109, 138-40, 779-80 

of antibiotic resistance 534 - 5 
convergent 145-7 

directional, disruptive and stabilizing 
selection 793- 5 

evidence for 141-5 
guppy populations 788-90 
last universal common ancestor 43- 8 
of multicellulanty 87 
natural selection 782-5 
in response to climate change 837 
sexual selection 786-8 
viruses 98-100 
see also speciation 

evolutionary species concept 107 
exchange transporters 241- 2 
excretion 768 

exercise, redistribution of blood flow 777-8 

exergonic reactions 396-7 
exocrine glands 494 
exocytos1s 238-9 

exons 246 
exoskeletons 334 
experimental techniques 1x 

expiration 280 
expiratory reserve 282 
exponential growth 558- 9, 560 

ex situ conservation 177-8 
extinctions 139, 149 

anthropogenic 162- 4 
extracellular enzymes 396 
extracellular matrix (ECM) 243 
extraterrestrial life 12-13, 36 
extremophiles 47. 48 
eyes, position of 37 3 
F1 and f2 generations 727, 728 
FACE experiments 438 
facilitated diffusion 229 
·facultative anaerobes 365 
FAD (flavin adenine dinucleotide) 413 
Falkland Islands wolf (Dusicyon auscralis) 164 
falsification 32-3, 100, 114 
families 126 
fa ts see lipids 
fatty acids 197, 198 

and membrane fluidity 237 
omega-3 201 
saturated and unsaturated 199- 201 

feedback 402-3, 465-6, 575 

see also negative feedback; positive 
feedback 

feeding, carbon cycle 594-5 
fernale reproductive system 696-7 

menstrual cycle 698- 701 
·fert1llzation 120, 271, 694, 695 

flowering plants 702-3 
humans 701. 716- 17 

fertilizer use 808 
f ibroblasts 664 
fibrous proteins 221 
fteld experiments 438 
figwort family (Scrophulariaceae) 135- 6 
filament 703 
Rshing, sustainability 806-7 
fitness 783 
flaccidity 284 
flagella (singular: flagellum) 66, 76 
Fleming, Alexander 532 
flowering plants 

cross-pollination 704-5 
insect-pollinated 703-4 
reproductive structures 702- 3 

seed dispersal 706-7 
seed germination 707-9 
seeds 706 
self-incompatibility 705 



fluic1 mosaic model 216, 234, 236 
fluorescence microscopy 62-3 

flying lizards (Draco species) 36 I 

foetal haemoglobin 293 
foetus 721 

follicle-stimulating hormone (FSH) 698, 699, 
700,710 

role tn spermatogenes1s 714 
food chains 580- 1, 586 

biornagnifkation 810- 12 

energy transfers 589-91 
heat loss 590-1 

number of trophic levels 591, 593 

and world hunger 591-2 
food webs 581-2, 586 

forensic investigations 610 

forest fires 827 
forest regeneration 834 

forests 356-7 

see also rainforests; boreal forest 
fossil fuels 597- 8, 824 
fossils 46, 47, 161 

founder effect 109 
frameshift mutations 637 
Franklin, Rosalind 21 

freeze etching 62 
fruit ripening 466, 516 
functional groups 184 

fundamental niches 378 
fungi, antibiotic production 577 
Galapagos finches 152- 3 

gametes 120, 694, 725 

cell size 261 
garnetogenes1s 710-12 

oogenesis 714-16 

spermatogenes1s 712-14 
gap junctions 243, 269, 456 

gas exc:hange 2 7 3- 4 

concentrat ion gradients 275 
lungs 275-83 

plants 283- 6 
gas-exchange surfc1ces 274 

gated ion channels 2 39-41, 479-80 

gel electrophoresis 605, 606- 8 
gene editing 20 

gene expression 464, 618, 670- 3 
environmental effects 674-5 

epigenetic inheritance 674-6 
external factors 678- 80 
imprinting 675-6 

methylation 673-4 

monozygotic twin studies 677- 8 
gene knockout (KO) technique 643 

gene linkage 751-2 

gene mutations 637-8 
see also mutations 

gene pools 108, 148, 743, 790- 1 

consequences of natural selection 793 
Hardy-Weinberg equation 796- 7 

gene probes 608 

genes 21 -2, 24, 86, 111, 615, 626 

conserved sequences 24-5, 647 
loci of 751 

genetic: c:ode 14, 17, 23, 44, 209, 616- 17, 
620 

conserved sequences 24-5 
deduction of f irst codon 632 
mRNA codons 621 

genetic databases 114, 115, 116, 792 
genetic disorders 

albinism 741-2 

brachydactyly 742 

cystic fibrosis 453 
Down syndrome 659 

phenylketonuria 733 

sex-linked conditions 739-40 
sickle cell anaemia 622-3, 638, 646 

genetic diversity 799 

genetic drift 109 
genetic fingerprinting 20 

genetic: testing 643 

genome editing 646 
genomes 86, 115, 672 

genome sequendng 118 

Hurnan Genome Project 117, 2 46 
genome sizes 24, 116 

genotype 672, 730 

genus 105-6, 126 
geographical isolation 150-1 
germination 707- 9 

germ line mutations 642, 782 
germ plasm conservation 177 
germ theory 519 

gestation 721 
see also pregnancy 

gibberellins (GAs) 513, 708 

gibbons (Hylobares species) 361 

global warming 824 
positive feedback cycles 825- 7 

globular proteins 221-2 
enzymes 383 

glomerular filtrate 771, 772, 777 

glomeruli (singular: glomerulus) 769, 770 

ultraf1ltration 771-2 
glucagon 763 

gluconeogenesis 463 

glucose 187, 189-91 
1n aerobic respiralion 408,412 

glycolysis 414- 15 

1n photosynthesis 426, 427-8, 446 
regulation of blood levels 466, 761-3 

glycerate-3-phosphate 445, 446 
glycerol 197 

glycocalyx 195, 234 

glycogen 192- 3, 763 
glycogenesis 464 

glycolipids 234 
glycolys1s 248, 4·12, 414-15 

glycophytes 347 

glycoproteins 77, 93, 195, 234, 525 
glycosidic linkage 186 
golden lion tamarin (Leontopithecus rosalia) 

177 
'Goldilocks zone' 12 

Golgi apparatus 68, 71, 72, 81, 254 
gonadotrop1n-releasmg hormone (GnRH) 710 

goniometers 337 

G protein 459-60 
G protein-coupled receptor (GPCR) 460-1 

grana (singular: granum) 76, 249- 50 

graphs x 
logarithmic 561 

grasslands 358 

grazing 819 
Great Barrier Reef 166-7 
greenhouse effect 34, 820- 2 

enhanced 824 
greenhouse gases 34, 821, 824- 5 
gross primary productivity (GPP) 592 

gross secondary productivity (GSP) 593 

GTP (guanosine triphosphate) 459- 60 
guanine 15-16 

guard cells 284, 285 

guppies (Poeci/ia rettCulata) 788- 90 
habitat loss 170-1 

habitats 341-2 

abiotic factors 344- 8 
adaptations tu 342- 4 

upslope rage shifts 830- 1 

haemoglobin 217-18, 275,292 
oxygen dissociation curves 292-4 

sickle cell anaemia 622- 3 

haemophil ia 739-40 
hair follicles 258-9 

halophytes 347 

haploid cells l 10, 650,651 
production in meiosis 656-8 

Hardy- Weinberg equat1on 796- 7 

heart 315-17 
card iac cycle 318-19 

heart attack (myocardial 1nfarct1on) 300 

heartbeat, origin and control 320-1 
heart rate control 506-7 
heather burning 819 

heat loss 590-1 
helicase 604, 613 
helper T-cells 526, 527 

herbivores 366 

adaptat ions 372 
herbivory 564 

plant resistance to 372-3 

herd immunity 544- 5 
heredity see inheritance 

heritable traits 784 
Hershey, Alfred 29-31 
heterotrophs 366-7, 585 

heterozygous condition 111, 730-2 
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hrerarchy of subsystems 492-3 
hinge Joints 335, 336 
hislograms 747 
histones 26, 28, 652 
HIV (human rmmnodeficiency virus) 88, 

99-100, 529-31, 539 
and CCR5 mutation 639-40 

HLA system 792 
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transport in blood system 495 
ventilation rate control 507- 8 

interaction 381 
intercalated discs 268, 269 
rntercostal muscles 2761 280-'I, 337-8 

interdependence 381 
interphase 651, 654, 665 
interpolation 390 
interquartile r-ange (IQR) 746 
interspecific relationships 563, 564- 5 

competition 568-71 
mutualism 566-8 

intracellular enzymes 396 
intracellular receptors 456, 457-81 464 
intraspecific relationships 563-4 

competition 783- 4 
intravenous drips 690 
introns 246, 6261 627, 628 
1nvaginat1on 255, 265-6 
invasive specres 172-3, 568-9 
island biogeography theory 174- 5 
islets of Langerhans 762-3 
isolated populations 149-52 

allele frequencies 791 
1soleucrne 403 
isomers 190-1 
1soton1c solutions 682 

medical appl icattons 690 
IVF (in vitro fertilization) 702 
Japanese encephalitis 539 
Jenner, Edward 89 
joints 33 5- 7 
kangaroo rats (Oipodomys species) 360 
karyotypes 111-12, 660, 737 
Keeling curve 599- 601 
ketones 184 

keystone species 805 
kidneys 769-70 

osmoregulation 775-6 

urine formallon 771-3 
water conservation, loop of Henle 773- 5 

kinases 462, 665-6 
kingdoms 126, 127 
Krebs cycle (citric acid cycle) 249,412, 418- 19 
lac opero11 6 79 
lactic acid fermentat ion 408, 416- 18 

8 



lactose intolerance 386 
lagging strand, DNA repl ication 612-13 
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anaerobic 408, 416-18 

carbon cycle 594-5 

coenzymes 413 

electron transport chain 420-1 , 423 
glycolysis 414-15 

Krebs cycle 418- 19 
link reaction 418 

modes of 364-5 
redox reactions 412-13 
si tes of 415- 16 

stages of 412 
respiration rate 

determ1r1ation of 409-10 

influencing factors 409 

respiratory centre 507 
respiratory substrates 407-8, 420, 424, 762 

respirometer 409- 10 
resting potentials 469-70 

oscilloscope traces 482 

retroviruses 99- 100, 530 

reverse transcriptase 99, 100 
rewilding 176, 813-14 

R, values 430, 431 
R-groups 184 

amino acids 21 1 
Rh1zob1u1n 566 

ribosomal RNA (rRNA) 18 

ribosomes 51, 67, 68, 69- 70, 81, 253-4, 616, 
619, 632-3 

polypeptide formation 622 

r1bozymes 42 

ribulose b1sphosphate 446 
ringed seal (Pusa hispida) 10 

RNA (ribonucleic acid) 14-15 

comparison with DNA 22 
directionality 25 
mRNA 616, 619, 627-9, 671 

tRNA 619, 630- 3 
RNA polymerase 616 
RNA polymers 17-18 

RNA primers 61 1,612 
RNA spl icing 246, 627- 8 

• 

RNA viruses 88, 91 

RNA world hypothesis 41- 3 

rocky shores, transect studies 349- 51 
root hairs 305 
root nodules 566 

root pressure 321- 2 

roots 304- 5 
transverse sections 31 O 

rough endoplasmic reticulum (RER) 68, 70, 
81, 254 

rubisco (ribulose bisphosphate carboxylase) 
398,445 

S-population curves 559 

case study 560- 1 

modelling 562 
saltatory conduction 483 

sampling error 549 

sampling methods 549-50 
capture- mark- release- recapture method 

555- 6 
quadrats 550-1 

saprotrophs 367-8, 583, 584 

sarcolemma 268, 270 
sarcomeres 327- 8 

sarcoplasmic reticulum 270 
SARS-CoV-2 14, 90, 91, 100, 539-40 

see also COVID-1 9 

saturated fatty acids 197, 199, 200- 1 

scaffold proteins 451, 4 52 
scale bars 57-8 

Schwann cells 332, 333,468,469,471 , 473 

scientific method 4, 32, 51-2 
scorpions 360 

secondary consumers 586 

secondary production 593-4 
secondary structure of proteins 212, 213-14, 

215 
secondary tumours 668 

second messengers 45 1. 452, 461 

seeds 706 
dispersal 706 

germination 707- 9 

segregation, Law of 730 
selective breeding 141-4 

selective permeability 232 

self-incompatibility 705 
seli -pollinat1on 705 

semi-conservative DNA replicat ion 603 

semilunar valves 315, 316 
seminal fluid (semen) 696, 714 

seminiferous tubules 712- 13 

Semmelweis, Ignaz 519 
sense organs 373 
sensors 352-3 

sensory neurons 468, 469, 498-9 
sepals 703 
sessile organisms 326-7 

sex chromoson1es 112, 737- 40 
sex determination 738 

sex horrr1ones 464-5 

menstrual cycle 698-701 
puberty 709- 10 
role in spermatugenesis 714 

sex-linked conditions 739- 40 

sexual dimorphism 104, 786 
sexual reproduction 693, 694 

fertilization 701, 716 17 

flowering plants 702- 9 
gametogenes1s 710-16 

generation of variation 782 

human reproductive systems 695-701 
male and female sexes 695 

pregnancy 718-22 

role of meiosis 694-5 
sexual selection 786- 8 

guppy populations 788-90 

short tandem repeats (STRs) 610 

sickle cell anaemia 622 3, 638 
genome editing 646 

sieve plates 323 
sieve tubes 69, 78~9, 323 
sigmoid (S-shaped) growth curves 559 

case study 560-1 

modelling 562 
signal cascades 4 58 

sfgnalling see chen1ical signalling; neural 
signalling 

signal transduct ion 450-1, 4 58 
Simpson's reciprocal index 157-9 

simulations 4-37, 4721 785, 797 

single circulation 314 
single-nucleotide polymorphisms (SNPs) 115, 

638, 641, 734 
SIR model 101 

SI units 185 
skeletal (striated) muscle 262, 269-70 

antagonistic rnuscle pairs 331- 2, 334- 5 

contraction 327-31 
neuromuscular junctions 332-3, 477 
structure 78 

skeletons 334- 5 

skewed distribution 745 
skills viii-x 

skin 

barrier function 519-20 
cell proliferation 663-4 

thermoregulation 767 

skin colour, polygenic inheritance 744 
sliding-filament hypothesis 327- 30 

smal I intestine, cell structure 80 

smallpox eradication 544 
s1nallpox vaccine 89, 543 
smooth endoplasmic reticulum (SER) 68, 70 

Snow, John 518 

social insects 564 
sodium chloride, solubility m water 8 

sodiun1-potassfum pumps 241-2 

soil, capillary tubes 8 
soi I erosion 807-8 
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solutes 8 
solvat1on 681 

solvent propertles of water 8-9 
solvents 8 
somatic mutations 642 
Southern blolting 609 
specialized celfs 85- 6, 265- 72 
speciation 108-9, 147-9 

abrupt 154-5 
adaptive radiation 152-3 
cladograms 133, 134 
reproductive and geographical isolation 

150- 1 
reproductive 1solatlon 153-4 
sympatnc and allopatric 152 

species 102, 103- 4, 126,341 
chromosome number 120 
estimated number of 160 

species concept 104, 106- 7, 130 
bacteria and asexually reproducing species 

120 
species identification 

dichotomous keys 121 - 3 
DNA barcoding 124 

species richness and diversity 157 
specific heal capacity 9 

water 10 
spermatids 713-14 
spermatocytes 713-14 
spermatogenesis 7 12- 14 
spermatogonia 713-14 
sperm cells (spermatozoa) 261, 271, 696 

epigenetic reprogramming 675 
fertilization 716-1 7 

sperm duct 696, 712 
spinal cord 498-9 
spindle 75, 653, 654, 656 
spirometers 281-3 
spliceosomes 627 
spongy mesophyll 283, 284, 285 

cell structure 80 
square-cube law 264 
squirrels (Sciurus species}, resource 

competition 568- 9 
stab1liz1ng selection 793, 794 
stamen 703 
standard deviation (SD) 552- 3 
standard error (SE} 686-7 
starch 191, 193 

comparison with cellulose 194 
hydrolysis 187, 387-9 
test for 192 

statins 401- 2 
statistical significance 572-4, 757-9 
stem, transverse sections 308- 9 
stem cells 256, 257 

niches 258-9 
totipotent, pluripotent and multipotent 

259-60 
steroid receptors 457- 8 

Index 

steroids 203, 204 
stigma 703 
stomata (singular: stoma) 284-5, 289 
stomata! density 290 
stop codons 634-5 
storage compounds 193, 202 

see also glycogen; starch 
stratified sampling 550 
striated muscle see skeletal muscle 
stroma, chloroplasts 76 
style 703 

substitution mutations 637, 641 
substrate concentration, effect on enzyme 

activity 391-3 
substrates 383 

succession 814 
arrested 818- 19 
cyclical 817 
data processing activity 816 
primary 815 
productivity changes 817 

sugar- phosphate bonding 16-17 
supercoiling of chromosomes 652 
superox1de dismu tase 216 
surface area-to-volume ratios 262- 4 

and cell adaptations 265 
and gas exchange 274 

surface tension 5- 7 
surfactant 267, 277 
survival of the fittest 783- 4 
sustainability 806-8 

swlmming 339-40 
symbiosis 353, 566- 8 
sympathetic nervous system 506 
sympatric speciation 152 
sy1nplast pathway 306 
synapses 240, 455, 476-8 

effects of e)(Ogenous chemicals 483-4 
inhibitory 484-5 

synovial joints 335 
systematic sampling 550 
systemic circulation 314, 315 
systole 317, 318- 19 
T-lymphocytes (T-cells) 523, 524, 528 

immune response 526-8 
taiga (boreal forest) 357 

carbon storage 82 7- 8 
Taq polymerase 605, 606 
taxonomy 104-6, 126-7 

viruses 89, 90 
technological tools 1x 
teeth (dentition) 369-72 
telomeres 626, 627 
telophase 

meiosis 71 1 
mitosis 653, 65ll 

temperate forests 357 
temperature 

effecton enzyme activity 387-9 

effect on photosynthesis rate 437 
effect on proteins 210 

template strand, DNA 616-17 
temporal isolation 152 
tendons 335 
tertiary consumers 586 
tertiary structure of proteins 212, 214- 16 
test crosses 731 
testes (singular: testis) 494, 696 

spermatogenests 712-14 
testis-determining factor (TDF) 112 
testosterone 204,464, 710, 714 
theories 51, 84-5, 140 

paradigm shifts 781 
thermal conductivity 9 

water 10 
thermophilic specles 346-7 
thermoregulation 766-8 
thin-layer chromatography (TLC} 430- 1 

threshold potential 481 
thylakoids 76, 249- 50, 440, 441, 444 

ATP production 442 
thymine 15- 16 
thymus gland 494, 523, 524 
thyroid gland 494, 766 
thyrox,n 766 

tidal volume 282 
tipping points 799-800 

boreal forest carbon balance 827- 8 
deforestation 801 -2 

tlssue fluid 
comparison with blood plasma 312 
release and reuptake 310-12 

tissues 49, 85, 492 
titin 331-2 
tolerance 344-8 

Pompeii worm 346-7 
to salt 347-8 

tolerance ranges 349- 51 
tonoplast 76 

tools ix- x 
top-down control 575-6 
totipotent stem cells 259-60 
toxicity 375 

trachea 276 
transcription 615-18 

directional ity 625 
initiation 625- 6 

t ranscription factors 671 
transcriptome 673 
transduction 119 
transects 349-52 
transfer RNA (tRNA) 18, 619 

arnino acid activation 630-2 
sites of action 632--3 

transformation 11 9 
translation 618-22 

directionality 625 
initiatfon 630-2, 633 
termination 63/J.-5 . ,- --_,. -



translocation 324 
transmembrane receptors 456-7 

epinephrine receptors 461-2 
G protein activation 459- 60 
insulin signalling 463-4 
for neurotransrnitlers 459 
plants 466 
tyrosine kinase activity 463 

transpiration 5, 286-9, 303 
advantages 304 

transpiration stream 303, 307 
tree of life 44-5 
tricuspid valve 316 
triglycerides 197-8, 199, 203 
t rinucleotide repeat sequences 638-9 
trophic levels 575-6, 582, 58 

energy loss between 589-91 
energy pyramids 586- 8 
restriction on number 591, 593 

tropical rainforests see rainforests 
tropic responses (tropisms) 509 

positive phototropism 510-12 
tropomyosin 328 
t roponm 329 
trp operon 680 
tuberculosis (TB) 537-8, 542- 3 
tumours 668, 669 
tumour-suppressor genes 667 
tundra 358 
turgid cells 689 
turgfdity 284 
turgor pressure 689 
twin studies 677-8 

Twort, Frederick 89 
type 1 and type 2 diabetes 764 
tyrosine kinases 463 

ubiquitin 636 
ultrafiltration 771 
umbilical cord 721, 722 

uncertainties x, 389, 686-7 
uncoupled resprration 767 
unicellular organisms 50 

effects of osmosis 688 
life processes 74 

unsatura led compounds 183 
unsaturated fatty acids 197, 199, 200- 1 
upslope range shihs 830-1 
upwelling 830 
uracil 17, 18 
urbanization 170 
ureters 769 
urethra 696, 769 
urinary systern 769 

see also kidneys 
urrne 

composition of 777 
formation of 771 -3 

uterine cycle 698-700 

uterus 697 

• 

blastocyst implantation and development 
718 

childbirth 723 
foetal development 721-2 

vaccination 540-2 
effectiveness 542- 3 
herd immunity 544-5 

vaccine efficacy 54 7 
vaccine hesrtancy 546 
vacuolar pathway 306 
vacuoles 64, 68, 688 

non-permanent 71, 72 
permanent 76-7 

vagina 697 
valves 

in the heart 316-17, 318 
1n veins 299 

Van Valen, Leigh 149 
variable number tandem repeats (VNTRs) 

608, 626 
variation 102 

continuous and discontinuous 103, 743 
human 743 
mechanisms of 782 
mutation as a source 642 
role rn natural selection 783-4 

role of meiosis 660-1 
single-nucleotide polymorphisms 115 

variation of data values 552 

vasa rec ta 773-5 
vascular bundles (veins) 283, 284, 285, 309 
vasoconstriction 766-7 

vasodilation 766-7 
veins 296- 7, 299 
ventilation of the lungs 279-81 

ventilation rate 283 
control of 507-8 

ventricles 315, 316 
venules 299 
vesicles 81, 255 

spontaneous for rnation 40-1 
viral genomes 90 I 

viral vaccrnes 541-2 
v1rions 93 
virulence 94, 539 
viruses 14, 36, 88, 518 

antiviral drugs 542 
classification 89, 90 
comparison with bacteria 89 
deter mi nation of particle concentration 

95-6 
discovery of 89 
evolutionary origins 96-8 
HIV 529-31 
infect1v1ty 93 
rapid evolution 98-100 
reproductive life cycles 93-5 
zoonoses 538-40 

virus strurture 89- 93 

viscosity, water 7, 11 
vital capacity (VC) 283 
voltage-gated channels 241, 479- 80 
Wallace, Alfred Russel 780 

water 2 
adhesion 7- 8, 303 
buoyancy 11 
cohesion 5-7. 303 
density 10 
extraplanetary origin 11-12 
hydrogen bonds 3-4, 5-6 
metabolic 202, 424 
movement by osmosis 682-3 
physical properties 9- 11 
search for extraterrestrial life 12-13 
solvent properties 8-9 
specific heat capacity 1 O 

surface tension 5-7 
thermal conductivity 10 
t ransport in plants 5, 7- 8, 304-8, 321-2 
Viscosity 7, 11 

water hyacinth (Eichhornia crassipes) 173 
water potential 690- 2 

and water movements in plant tissue 692 
watervapour 821 
Watson, James 20, 23, 25-6 

wetlands 819 
white blood cells (leucocytes) 261 

lymphocytes 523-5 
phagocytes 522-3 
see also 8-lymphocytes; T-lymphocytes 

Woese, Carl 127, 137 
World Health Organization (WHO) 518 
world hunger 591-2 
wound healing 664 
X chron1osome 112, 737-9 
X-ray crystallography 20, 61, 220 
xerophytes 342 
xeroseres 815 
xylem 287, 303, 304, 309, 310 

adaptations 308 
cohesive and adhesive forces 7 

generation of root pressure 321-2 
Y chromosome 112, 737-9 
yeast ceJls 77, 650 

anaerobic respiration 417- 18 
Z lines 327-8 
zona pelludda 716, 717 
zoonoses 537-40 
zooxanthellae 567-8 
zygote 256, 6631 701 
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